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There are some things that you, the reader of this preface, know to be true, and others that you know to be false; yet, despite this extensive knowledge that you have, there remain many things whose truth or falsity is not known to you. We say that you are uncertain about them. You are uncertain, to varying degrees, about everything in the future; much of the past is hidden from you; and there is a lot of the present about which you do not have full information. Uncertainty is everywhere and you cannot escape from it.

Truth and falsity are the subjects of logic, which has a long history going back at least to classical Greece. The object of this book is to tell you about work that has been done in the twentieth century about uncertainty. We now know that uncertainty has to obey three rules and that, once they are understood, uncertainty can be handled with almost as much confidence as ordinary logic. Our aim is to tell you about these rules, to explain to you why they are inevitable, and to help you use them in simple cases. The object is not to make you an expert in uncertainty but merely to equip you with enough skill, so that you can appreciate an uncertain situation sufficiently well to see whether another person, lawyer, politician, scientist or journalist, is talking sense, posing the right questions, and obtaining sound answers. We want you to face up to uncertainty, not hide it away under false concepts, but to understand it and, moreover, to use the recent discoveries so that you can act in the face of uncertainty more sensibly than would have been possible without the skill. This is a book for the layman, for you, for everyone, because all of us are surrounded by uncertainty.

However, there is a difficulty, the rules really need to be written in the language of mathematics and most people have a distaste for mathematics. It would have been possible for the book to have been written entirely in English, or equally in Chinese,
but the result would have been cumbersome and, believe me, even harder to understand. The presentation cries out for the use of another language; that of mathematics. For mathematics is essentially another language, rather a queer one, that is unfamiliar to us. However, you do not, for this book, need to understand this language completely; only a small part of it will be required. It is somewhat like an English speaker needing about six characters from Chinese out of the many thousands that the language uses. This book uses part of the language of mathematics, and this part is explained carefully with, I hope, enough motivation for you to be convinced of its advantages. There is almost no technical use of mathematics, and what there is can be appreciated as easily as ordinary arithmetic.

There is one feature of our uncertain world that may either distress or excite you, I hope the latter, in that it does not always behave like common-sense might suggest. The most striking example is Simpson’s paradox, in Chapter 8, where a medical treatment appears to be good for the men, good for the women but bad for all of us. We will apply the ideas about uncertainty to the law, to science, to economics, and to politics with sometimes surprising results.

The prologue tells something about how this book came to be written. The final version owes a great deal to José Bernardo, Ian Evett, and Tony O’Hagan who read a draft and made many constructive proposals, almost all of which have been eagerly incorporated. In addition, Jay Kadane read the draft with a keen, critical eye, made valuable suggestions and persuaded me not to ride too vigorously into fields where I had more passion than sense. The final version is much improved as a result of their kind efforts.
Almost all my professional life has been spent in academe as a statistician. In my first appointment in Cambridge, I was required to lecture for six hours each week during half of the year and personally to supervise some students. Admittedly the preparation of new lecture courses took a lot of time, one occupying the whole of the four-month summer vacation, but these duties did not constitute a reasonable work load. To fill the gap, one was expected to do exactly what I wanted to do, conduct research. As I moved to become professor and head of department, first in Aberystwyth and then at University College London, other duties, principally administrative, crowded in upon me and there was less time for research. But still it got done, because I wanted it to get done, often in conjunction with good, graduate students.

Research, at least in my case, consists of taking questions that interest one and to which you feel you might, given enough time and effort, be able to find an answer; working on them, producing an answer, which often turns out to be quite different from the form originally anticipated, and publishing the results for others to read. There are many aspects to this creative work but the one to be emphasized here is that the questions I chose to answer were selected by me. There was no superior, as there would have been in industry, posing me problems and expecting answers. There was no deadline to be met. This was freedom of thought in its true sense, requiring little more than a comfortable office, a good library, and, most important of all, time in which to think deeply about what interested you. Good answers produce rewards in promotion and more money but that is not the real motivation, which comes instead from the excitement of the chase, to explore where no one has been before, to think deeply, and to come up with something that is genuinely new. And all this free from the interference of others except those you wish to consult. That is true academic freedom that dictators hate so much.
At least during the first twenty years of my researches, I do not recall ever asking myself, or being asked by others, whether what I was doing was worthwhile. Society paid me a salary that provided a comfortable living for myself and my family, giving me enough time to think and write, yielding appreciation from the few people who bothered to read my answers. I suppose if someone had asked me to justify my salary, I should have mumbled something about the training in statistics I had given to many students and the value of statistics in society. But nobody did ask and my conscience did not bother me; it was the chase that mattered. Later, however, as I began to sit on committees and come into more contact with life outside the university, I did wonder about the relevance to society of the answers I had given to questions I had chosen and, more widely, about the value of statistical ideas and methods produced by others. When I thought about this, the answers were not terribly encouraging, for admittedly the discovery of the harmful effects of smoking was mostly due to statistical analysis, and statisticians had played an important role in the breeding of new plants and animals, but I had had little to do with these activities and few had attempted to use the answers my research had provided, let alone succeeded. It had been a good life for me but had it been a worthwhile one from the viewpoint of society?

Research, especially in disciplines that use a lot of mathematics, is a young person’s game and after early retirement I did little research but began to read more widely and consider problems that had not seriously entered into my comfortable research world. And I made a discovery. There were people out there, like politicians, journalists, lawyers, and managers, who were, in my opinion, making mistakes; mistakes that could have been avoided had they known the answers to the questions pondered in my ivory tower. In other words, what I had been doing was not just an exercise in pure thought, but appeared to have repercussions in the world that could affect the activities of many people and ultimately all of us. This is a phenomenon that has been observed repeatedly; namely that if people are given the freedom and opportunity to use their reasoning abilities to explore without any application in mind, what is termed pure research, they often come up with results that are applicable. Ivory towers can yield steel and concrete; produce food and shelter. This book is an attempt to explain in terms that motivated, lay persons can understand, some of the discoveries about uncertainty made in academe, and why they are of importance and value to them, so that they might use the results in their lives. In a sense, it is a justification for a life spent in academe.

The preceding paragraphs are too personal and for clarification it is necessary to say something more about scientific research. Research is carried out by individuals and often the best research is the product of one person thinking deeply on their own. For example, relativity is essentially the result of Einstein’s thoughts. Yet, in a sense, the person is irrelevant, for most scientists feel that if he had not discovered relativity, then someone else would; that relativity is somehow “out there” waiting to be revealed, the revelation necessarily being made by human beings but not necessarily by that human being. This may not be true in the arts so that, for example, if Shakespeare had not written his plays it would not follow that someone else would have produced equivalent writing. Science is a collective activity, much
more so than art, and although some scientists stand out from the rest, the character of science depends to only a very small extent on individuals and what little effect they have disappears over time as their work is absorbed into the work of others. There are two lessons to be learnt from this as far as this book is concerned. First, my contribution to the results described herein is very small and is swamped by the work of others. It is as if I had merely added a brick or two to the whole building. Second, I have not thought it advisable in a book addressed to a general audience to attribute ideas to individuals. Our concern with individual scientists is often misplaced, because it is the collective wisdom that is important. The situation is made worse by the fact that the ideas are often attributed to the wrong individual. The ideas with which this work is usually associated are termed Bayesian, after Thomas Bayes, who had hardly anything to do with them. Generally there is Stigler’s law of Éponymy that says that a scientific notion is never attributed to the right person; in particular, the law is not due to Stigler. Some scientists are named in the book because results are universally named after them — Bayes rule, for example, or de Finetti’s theorem.

Here is a book about uncertainty, showing how it might be measured and used in your life, especially in decision making and science. It tells the story of great discoveries made in the twentieth century that merit dispersal outside the narrow community where they were developed. New ideas need new forms of exposition, so after a collection, in Chapter 1, of examples of where uncertainty impinges on our lives, Chapter 2 is concerned with certain stylistic questions including the thorny subject of mathematics, so that it is only in Chapter 3 that the discoveries really begin.
1.1. INTRODUCTION

There are some statements that you know to be true, others that you know to be false, but with the majority of statements you do not know whether they are true or false; we say that, for you, these statements are uncertain. This book is about understanding uncertainty in this sense, about handling it and, above all, about helping you to live comfortably with uncertainty so that you can better cope with it in your everyday life.

There are two comments that need to be made immediately. The first arises from the fact that the set of statements that you know to be true differs from my set, for you know things that I do not. Equally, things that are uncertain for you may be known to me; but there is more to it than that, for if we take a statement about which we are both uncertain, you may have more confidence that it is true than I do; we differ in our degrees of uncertainty. The upshot of these considerations is that uncertainty is a personal matter; it is not the uncertainty but your uncertainty. Admittedly there are some situations where almost all agree on the uncertainty but these are rare and confined to special scenarios, like some aspects of gambling. Statements of uncertainty are personalistic, they belong to the person making them and express a relationship between that person and the real world about which a statement is being made. In particular, they are not objective in the sense that they express a property that is the same for all of us. It follows that throughout this book we will be referring to a person, conveniently called “you”, whose uncertainty is
being discussed; it may sometimes be appropriate for you, the reader, to interpret it as referring to yourself but generally it applies to some unidentified person, or group of persons expressing a common opinion. You are uncertain about some aspect of the world and that uncertainty does not refer solely to you, or solely to the world, but describes a relationship between you and that world.

The second comment is to note that for any of us, for any “you”, the number of statements about which you are uncertain is vastly in excess of the number of statements for which their truth or falsity is known to you; thus all statements about the future are uncertain to some degree. Uncertainty is everywhere, so it is surprising that it is only in the twentieth century that the concept has been systematically studied and, as a result, better understood. Special types of uncertainty, like those arising in gambling, had been investigated earlier but the understanding of the broad notion, applicable to everyday life, is essentially a modern phenomenon. Because uncertainty is everywhere and affects everyone, a proper appreciation of it is vital for all persons, so this book is addressed to everyone who is prepared to listen to a reasoned argument about an ubiquitous concept. This book is for you, whoever you are. We begin with a collection of examples of uncertainty designed to demonstrate how varied, important, and numerous are statements where you genuinely do not know the truth.

1.2. EXAMPLES

Example 1. It will rain tomorrow.

For all of us who live in climates with changeable weather, this statement is uncertain. It has become almost a classic example of uncertainty because weather is of interest, even importance, to many of us; because meteorologists have seriously studied the question of how to make forecasts like this; and because it is a statement whose uncertainty will be removed after tomorrow has passed, so that it is possible to check on the quality of the statement, a feature of which meteorologists are very conscious and which will be discussed in §5.12. Notice too, that you can change the degree of your uncertainty about rain by looking out of the window, by consulting a barometer or by switching on the TV, and we will see in Chapter 6 just how this change may be effected.

A careful discussion here would require clarification of what is meant by “rain”; will a trace suffice, or is at least 0.01cm in the rain gauge needed before rain can be said to have fallen? Which place is being referred to and where will the gauge be placed? What is meant by “tomorrow” — from midnight to midnight, or 24 h from 7 A.M., as might be administratively more convenient? In this chapter we deal with illustrative examples and can be casual, but later, when more precision is introduced, these matters will assume some importance, for example, when the skills of meteorologists in predicting the weather are being assessed, or when the quality of mercy in a court of law is described. Again we return to the point in §5.12.

Example 2. The capital of Liberia is Monrovia.

The first example, being about the future, is uncertain for everyone living in a variable climate, but with Liberia the personal nature of uncertainty is immediately apparent, as many,
but not all of us, are unsure about African politics. Your ignorance could easily be removed by consulting a reference book and, for this reason, such statements, commonly put in the form of a question, are termed almanac questions. The game of Trivial Pursuit is built around statements of this type and exploits the players’ uncertainties.

**Example 3. The defendant is guilty.**

This is uncertainty in a court of law, and “guilt” here refers to what truly happened, not to the subsequent judgment of the court. Although Example 1 referred to the future and Example 2 to the present, this refers to the past. In the two earlier examples, the truth or falsity of the statement will ultimately be revealed; here it will usually remain forever uncertain, though the primary function of the court is, by the provision of evidence, to remove much of that uncertainty with the court’s decision. The process of trial in a court of law will be discussed in §6.6 and §10.14.

**Example 4. The addition of selenium to your diet will reduce your chance of getting cancer.**

This is typical of many medical statements of interest today; in another example, selenium may be replaced by vitamin C and cancer by the common cold. Generally a treatment is held to affect a condition. Some medical statements you believe to be true because they are based on a large body of evidence, whereas others you may consider false and just quackery; but most are uncertain for you. They refer to topics that might come within the purview of science, where a scientist might rephrase the example in a less personal way as “selenium prevents cancer”. This last statement is a scientific hypothesis, is uncertain, and could be tested in a clinical trial, where the scientist would additionally be uncertain about the number of cancers that the trial will expose. Contrary to much popular belief, science is full of uncertainty and is discussed in Chapter 11. Scientific experiments and the legal trial of Example 3 are both methods for reducing uncertainty.

**Example 5. The Princes in the Tower were murdered on the orders of Richard III.**

Richard III was the king of England and mystery surrounds the deaths of two princes in the Tower of London. Much of what happened in history is uncertain and this statement is typical in that it deals with a specific incident whose truth is not completely known. The arguments to be presented in this book are often thought to be restricted to topics like gambling (Example 7), or perhaps science (Example 4), but not relevant to cultural matters like history, art (Example 6), or the law (Example 3). In fact, they have the potential to apply wherever uncertainty is present, which is everywhere. Admittedly historians are rarely explicit about their doubts but one historian, in accord with the thesis to be developed here, said that his probability, that the above statement about the princes was true, was 98%.

**Example 6. Many eighteenth century painters used lenses and mirrors.**

Until recently this was thought unlikely to be true but recent studies have produced evidence that strongly supports the idea. Science and art are not necessarily hostile; aside from optics and paint, they come together in the uncertainty that is present in them both.

**Example 7. A card drawn from a well-shuffled pack will be an ace.**

This example is typical of those that were discussed in the first systematic studies of uncertainty in the seventeenth century, in connection with gambling, and differs from the previous ones in that the degree of uncertainty has been measured and agreed by almost everyone. Because there are 4 aces in a pack of 52 cards, the chance of an ace is 4 divided by
52, or 1 in 13. Alternatively expressed, since there is 1 ace for every 12 cards of other
denominations, the odds are 12 to 1 against an ace. (“Odds” and “chance” are here being
used informally; their precise meaning will be discussed in §3.8.) It is usual to refer to the
chance but, once you accept the common value, it becomes your chance. Some people
associate personal luck with cards, so that for them, their chance may not be 1 in 13.

Example 8. The horse, High Street, will win the 2.30 race.

Horse-racing is an activity where the uncertainty is openly recognized and sometimes used
to add to the excitement of the race by betting on the outcome. Notice that if High Street is
quoted at odds of 12 to 1, so that a stake of one dollar will yield 12 if High Street wins, this
largely reflects the amount of money placed on the horse, not any individual’s uncertainty;
certainly not the bookmaker’s, who expects to make a profit. Your own odds will help you
decide whether or not to bet at 12 to 1. The distinction between betting odds and odds as belief
is explored in §3.8.

Example 9. Shares in pharmaceutical companies will rise over the next month.

The buying and selling of stocks and shares are uncertain activities because you do not
know whether they will rise or fall in value. In some ways, the stock exchange is like the race
course (Example 8), but there is a difference in that the odds are clearly displayed for each
horse, whereas the quantitative expression of doubt for the stock can only be inferred from
its price now and how it has moved in the past, together with general information about the
market. Gambling in the stock market differs from that at the casino (Example 7) because the
chances at the latter are generally agreed whereas the existence of buyers and sellers of
the same stock at the same time testifies to lack of agreement.

Example 10. Inflation next year will be 3.7%.

Statements of this type, with their emphatic “will be”, often appear in the media, or even
in specialist publications, and are often called either predictions or forecasts (as with the
weather, Example 1). They are surely uncertain but the confident nature of the statement tends
to disguise this and makes the 3.7% appear firm, whereas everyone, were they to think about
it, would realize that 3.8%, or even 4.5%, is a serious possibility. The assertion can be
improved by inserting “about” before the figure, but this is still unsatisfactory because it does
not indicate how much variation from 3.7% is anticipated. In general, predictions or forecasts
should be avoided, because they have an air of spurious precision, and replaced by claims of
the form “inflation next year will most likely be between 3.1% and 4.3%,” though even here
“most likely” is imprecise. Exactly how uncertainty statements about a quantity, here an
inflation index, should be made will be discussed in Chapter 9. Many people are reluctant to
admit uncertainty, at least explicitly.

Example 11. The proportion of HIV cases in the population currently exceeds 10%.

At first glance this example appears similar to the previous one but notice it is not an
assertion about the future but one concerning the present, the uncertainty arising partly
because not every member of the population will have been tested. It improves on Example 10
by making a claim about a range of values, above 10%, rather than a single value. People are
often surprised by how little we know about the present, yet at the same time, do not want the
uncertainty removed because the only method of doing so involves an invasion of privacy,
here the testing for HIV. Uncertainty arising from an inability to question the whole
population is considered in Chapter 9.
Example 12. If an election were to be held tomorrow, 48% would vote Democrat.

There are two main causes for the uncertainty here, both of which are frequently commented upon and thought by many to make polls unsatisfactory. The first is the recognition that in reaching the 48% figure the pollsters only asked very few people, perhaps thousands in a population of millions; the second is caused by people for either not telling the truth or changing their views between the question being posed and the action of voting. Methods for handling the first issue have been developed, and the polling firms are among the most sophisticated handlers of uncertainty in the world.

Example 13. There will be a serious nuclear accident in Britain next year.

The uncertainty here is generally admitted and discussed. Two important features are the extreme seriousness of the statement if true, and the very small chance that it will be true. The balance between these two aspects is not easy to resolve and is of very real concern in a society where people are more comfortable with small risks of moderate chance like road accidents, than with accidents of a nuclear type. Methods are developed to handle this in §5.5.

Example 14. Jesus was the son of God.

For at least some Christians, this statement is not uncertain, nor is it for atheists, whereas for agnostics it is uncertain. It is included here because some people hold that the certainty felt by believers here is different in kind from the certainty they feel about Monrovia being the capital of Liberia (Example 2), at least after the almanac has been consulted, one being based on faith, the other on facts. This is a sensible distinction, for it is unsatisfactory to equate faith with checking an almanac. Nevertheless, some of the ideas to be considered in this book may be relevant to discussions concerning faiths.

Incidentally, it was said in the first sentence of the last paragraph that the statement was “not uncertain”. The double negative is deliberate because “certain” is an ambiguous word. It can mean “sure”, as would be apt here, but it can also mean “particular”. Uncertain does not have this ambiguity, “unsure” being a near synonym.

Example 15. The British should reduce the amount of saturated fat in their diet.

This example is similar to that concerning selenium (Example 4) but is expressed in terms of a recommendation and comes with some authority from a government via the Ministry of Health, who also explain the reasoning, claiming it will reduce your chance of death from heart disease. Nevertheless, there is some uncertainty about it if only because people in some parts of France consume more saturated fat than some people elsewhere, yet have a lower rate of death from heart disease. Chapter 10 considers the incorporation of uncertainty into action, where statements like this one about fat can affect one’s actions and where other considerations, like enjoyment of butter, cream and cheese, need to be balanced against possible health effects.

Example 16. The planting of genetically modified (GM) crops will damage the environment.

Most people consider this statement uncertain, while others are so sure it is true that they are prepared to take action to destroy any GM crops that are planted. Indeed, some will go so far as to destroy those grown to provide information about them and thereby remove, or at least reduce, the uncertainty. Others recognize the value of GM rice in improving the diets of
some people in the third world. Issues concerning genetic modification are complex because they can affect both our health and the environment and also have economic consequences. The ideas to be developed in this book are designed to fit uncertainties together and to combine them with our objectives, thus providing some assistance in balancing the many features of an issue to reach an acceptable conclusion. We have first to develop concepts appropriate for a single uncertainty, but our real emphasis has to be on combining uncertainties, and combining them with considerations necessary to implement reasonable actions in the face of uncertainty.

Example 17. The flight will arrive in London tomorrow morning.

This is a typical, uncertain statement about transportation. Whenever we set off on a journey from one place to another, whether on foot, by bicycle, car, bus, train, boat or plane, there is uncertainty about whether we shall reach our destination without mishap and on time, so that it becomes important to compare uncertainties. It is sometimes said that travel by air is the safest form of transport, which is true if the measurement is by number of fatal accidents per thousand miles; unfortunately aviation accidents mostly occur at the start or finish of the journey, so are concentrated into relatively short periods of time. Takeoff is optional; landing is compulsory. What are needed are sensible ways of measuring and comparing uncertainties, and this is what we try to provide in this book. People repeatedly find it hard to compare one risk with another, so that there is need for a way of assessing risks that will help us understand how the risk of car travel compares with that of planes: how the risk from Alzheimer’s disease compares with that from serious indulgence in sporting activities. To achieve this it is necessary to measure uncertainty.

Example 18. Mrs. Anderson was Anastasia, daughter of the last Tsar of Russia.

Mrs. Anderson was thought by some to be the daughter whom others thought had been killed in the revolution. This historical statement was, until recently, uncertain, yet of so much interest that several books and a film were devoted to the mystery. A few years ago I made a study of the available evidence which led me to think that the statement was probably true, largely because Mrs. Anderson knew things that it was unlikely anyone but the Princess would have been expected to know. Later DNA evidence has virtually removed the uncertainty, demonstrating not merely that she was not the Princess, but establishing exactly who she was. The mystery having been destroyed, people have lost interest in Anastasia, demonstrating that uncertainty can sometimes be enjoyed.

Example 19. The sun will rise tomorrow at the time stated.

Technically this statement is uncertain for you, because it is possible that some disturbance will affect our solar system; yet that possibility is so remote that it is sensible for you to act as if you knew it to be true. We shall have occasion later to return to the topic of statements that you believe to be true without totally firm evidence. A relation of mine was sure of her age but when, in her 50s, she needed a passport for the first time in her life and, as a result, needed to get her birth certificate to establish her citizenship, she was astounded to find she was a year younger than she had thought. Statements of pure logic, like $2 \times 2 = 4$, are true, but little else has the solidity of logic.

Example 20. The skull is 7 million years old and is that of a hominid.

Even for palaeontologists, this is uncertain and there are different opinions that arise, not because people can be quarrelsome, but because there are understandable difficulties in fitting
the pieces of fossil evidence together. In the early stages of a study, even when conducted using sound, scientific principles, there is, as discussed in Chapter 11, a lot of uncertainty. One aspect has been discussed statistically, namely the assignment of dates, so that a respectable body of evidence now exists for which the uncertainty has been, if not removed, at least lessened.

1.3. SUPPRESSION OF UNCERTAINTY

The long list of examples demonstrates how common is the phenomenon of uncertainty. Everything about the future is uncertain, as is most of the past; even the present contains a lot of uncertainty, due to your ignorance, and uncertainty is everywhere about you. Often the uncertainty does not matter and you will be able to proceed as if tomorrow will be just like today, where the sun will rise, the car will start, the food will not be poisoned, the boss will be her usual self. Without this certainty, without this assurance of continuity, life as we know it would be impossible. Nevertheless, we all encounter situations where you have to take cognizance of uncertainty and where decisions have to be made without full knowledge of the facts, as in accepting a job offer or buying a new house, or even on deciding whether to have a picnic.

Despite uncertainty being all about us, its presence is often denied. In Britain, though not in the United States, the weather forecast will state categorically that “it will rain” (Example 1) and then sometimes look foolish when it does not. Economists will predict the rate of inflation (Example 10) and then get it wrong, though because the time scale is different from the meteorologist’s, we sometimes do not notice the error. This is slightly unfair because, as mentioned in the example, economists are mending their ways and quoting intervals, thereby recognizing the uncertainty. Newspapers can report an HIV rate (Example 11) as if it were true, or cite the numbers at a demonstration as fact even though the police and participants differ. Television executives hang desperately onto audience ratings, largely ignoring the errors present. People in the humanities rarely mention uncertainty (Example 5). Even the best historians, who are meticulous with their sources, can blur the borderline between facts and opinions. Lawyers (Example 3) do admit uncertainty and use language like “beyond reasonable doubt” or “the balance of probabilities”; nevertheless, at the end of the trial the jury has to ignore the uncertainty and pronounce the defendant “guilty” or not. Politicians are among the worst examples of people who deny any uncertainty, distorting the true scenario to make their view appear correct. There are places, like the casino (Example 7) or the race course (Example 8) where the uncertainty is openly admitted and exploited to add to the excitement.

One reason for the suppression is clear: People do not like to be unsure and instead prefer to have everything sharply defined. They like to be told emphatically that the sun will shine, rather than to hear that there might be the chance shower to spoil the picnic, so they embrace the false confidence of some weather forecast, though they are annoyed when the forecast is incorrect. But if some uncertainty is present, and we have seen that uncertainty is almost everywhere, it is usually better
to face up to it and include it in your thoughts and actions, rather than suppress it. Recognition of the uncertainty in investing in stocks, or taking out a pension contract, is valuable because it helps to guard against things going wrong. Suppression of uncertainty can cause trouble, as the law has found when it claims to have removed the uncertainty by the jury announcing a verdict of guilty. To go to appeal or have a case reviewed can be difficult, partly because no one likes to admit they were wrong, but partly because the uncertainty lay unrecognized. Scientists, who are more open about uncertainty than most, still cling to their beloved theories and have trouble in accepting the maverick worker, partly because they are reluctant to entertain uncertainty. There is a clear and beautiful example of the misplaced dislike of uncertainty in the Ellsberg paradox discussed in §9.11.

Part of the thesis of this book is that, instead of neglecting or, worse still, suppressing uncertainty, it is better to recognize its presence everywhere, bringing it out into the open and discussing the concept. Previously this has not been done, partly because it is no use exposing something if, when you have done so, you do not know how to handle it, like opening a Pandora’s box of misery. The past and present neglect and suppression therefore have sense behind them, but recently a change has taken place and the purpose of this book is to tell you about it. What has changed is that we now know how to handle uncertainty, we know what the rules are in Pandora’s box. Beginning with the study of uncertainty in games of chance, the net has widened to the appreciation that the simple rules discovered there, and they are truly simple, just controlled addition and multiplication, apply beyond gambling to every uncertain situation, so that you can handle beliefs nearly as assuredly as facts. Early sailors had difficulty going out of the sight of land but when the rules of navigation became better understood, with the use of the stars and accurate clocks, voyages across oceans became practicable. Today we travel the seas, the air and even space, because of our understanding of the rules; so I contend that now the rules of uncertainty have been understood, we no longer need to neglect or suppress it but can live comfortably even when we do not know.

1.4. THE REMOVAL OF UNCERTAINTY

If uncertainty is such a common feature of our lives, and yet we do not like it, the obvious thing to do is to remove it. In the case of the capital of Liberia (Example 2), this is easily done; one just goes to an almanac and checks that indeed Monrovia is the capital, though it would be as well to bear in mind that the almanac may be out-of-date or even wrong; or that an error can be made in consulting it, so that some uncertainty remains, but at least the uncertainty will be lessened. The removal of uncertainty is not usually as easy as it is with almanac questions. The court of law is a place where a serious attempt is made to reduce, if not remove, uncertainty. Some places use an adversarial approach, which allows both sides to present facts that they think are relevant, in the hope that the jury will feel convinced one way or the other about the defendant’s guilt. Both these examples show that the usual way to remove or reduce uncertainty is by the production of facts; these are statements that are
essentially free of uncertainty, like the almanac, or are much more likely to be
accepted as true than the original statement. A major task of this book is to show
exactly how this reduction takes place. The legal process is considered in §10.14.

The adversarial method is not the only way to obtain and process facts. Scientists
collect data and perform experiments, which are assembled to infer general rules that
are often deterministic and involve little uncertainty, like Newton’s laws of motion.
Careful measurements of the motions of the heavenly bodies led eventually to
accurate calculation of their orbits so that, for example, an eclipse ceased to be
uncertain but could be predicted with great accuracy. Scientific facts differ from
legal facts in that they are repeatable, whereas legal evidence is not. If a scientist
reports the results of an experiment, then it is an essential feature of the scientific
method that other scientists be able to repeat the experiment and obtain the same
result, whereas the witness’s statement that he was with the defendant at the time of
the crime is not capable of repetition. The repeatability aspect of science, with its
consequent removal of almost all uncertainty, often leads people to think that all
science is objective, as it virtually is after there has been a lot of confirmatory
repetition, but active science is full of uncertainty, as healthy disagreement between
scientists testifies. Science is discussed in Chapter 11.

One of our examples (Example 14) differs in style from the rest in that the
agnostic’s uncertainty about Jesus being the son of God is difficult to change since
no further facts about Jesus are likely to be obtained. The most plausible way to
change is to accept the statement as an article of faith, essentially removing the
uncertainty altogether. This would ordinarily be done in connection with other
features of the faith, rather than by facts. This is not to say religions do not
themselves change in response to facts. The Catholic Church moved from thinking
of the Earth as the centre of our part of the universe, to a view that centred on the
Sun; this in response to astronomical data.

Whether the ideas presented in this book, and especially the three basic rules,
apply to faiths is debatable. The wisest advice is perhaps that offered by Oliver
Cromwell to the Church of Scotland, “believe it possible you may be mistaken”.
Acceptance of this advice would lessen tensions between different faiths.
Cromwell’s rule for probability is discussed in §6.8.

1.5. THE USES OF UNCERTAINTY

So far the emphasis has been on our dislike of uncertainty and methods taken to
avoid the phenomenon, yet there are situations in which you actually enjoy the
uncertainty and without it life would be duller. Examples are provided by mysteries
where you do not know the solution, as with Mrs. Anderson in Example 18; once the
mystery has been cleared up, the story loses its interest. A difference between a
puzzle and, say, uncertainty about your health, lies in the fact that the consequences
that could flow from the removal of the uncertainty are not experienced by you in the
first case, but will be in the second. Once you know she was not Anastasia, you shrug
your shoulders and pass onto the next puzzle; once you are diagnosed as having
cancer you have to live with the unpleasantness. So perhaps it is not that we dislike uncertainty, rather we are concerned about possible outcomes. Perhaps it is not the uncertainty about the rain (Example 1) that concerns us but rather the thought of the spoiled picnic.

Yet this cannot be the whole story, as there are uncertainties that many of us enjoy, where we do have to experience the results, some of which may, if we overindulge, be most unpleasant. The obvious ones are gambling with cards (Example 7) or betting on the horses (Example 8). Here we can, and often do, lose our money, yet nevertheless we gamble because of the excitement found in the activity. Our study will reveal how this enjoyment, quite apart from monetary considerations, can be combined with the rules mentioned earlier to provide a reasoned account of gambling.

Here is a serious example of the benefits of uncertainty. In Chapter 8 we shall discuss clinical trials, that is, experiments in which patients are given a treatment or a drug to investigate whether it improves their health. In order to assess the drug’s effectiveness, it is necessary to take other, similar patients and give them a placebo, something that is outwardly like the drug but in fact contains only some innocuous material. Comparing the changes in the patients on the drug with those receiving the placebo, it is possible to measure the value of the drug. In order that the conclusions from a trial be reliable, it has to be conducted with care and one precaution is to ensure that the patients do not know whether they are receiving the drug or the placebo. To anticipate a term to be introduced in §3.2, the patients on the drug are selected at random from a pool of patients, so that every participant in the trial is uncertain about what they are taking. It is also desirable to ensure that the clinician is equally uncertain, as we shall see when discussing Simpson’s paradox in §8.2.

Many experiments today actively encourage an element of uncertainty in order to make the results more reliable than they would be were it not present.

There is another merit of uncertainty that appears whenever a competitive element is present, as in sport or the conduct of war. If you are competing against an opponent, then it is to your advantage to increase their uncertainty, for example, by creating the impression that you are about to do one thing when you intend to do another. There will be little in this book about the bluffing aspect of uncertainty because we are concerned with a single person, the “you” of the language introduced in §1.7, and there are real difficulties in extending the calculus to two “yous” that are in competition. A famous, simple example of this is the prisoner’s dilemma, mentioned in §5.11. We develop a calculus for “you”; there does not exist an entirely satisfactory calculus for two or more competitors and, in my view, this omission presents a serious, unsolved problem.

Notice that in the competitive situation it is not so much that you want your opponent to be uncertain, or even wrong, but that you want to have information that they do not have. You know when you are going to attack, they do not. It is your information that matters, information to be kept from them. Information is power, which is why politicians, when in power, hate the open government that they espoused when in opposition. One of our principal tasks will be to see how information can be used to your advantage. The concept of information within the calculus is treated in §6.12.
1.6. THE CALCULUS OF UNCERTAINTY

In this book uncertainty is recognized and accepted as an important part of our lives. No attempt is made to disguise or deny it, rather it is brought out into the open and we learn to handle it as confidently as we do those features about which we are sure. We learn to calculate with uncertainty, much as a card-player calculates the situations in a game of bridge. Indeed, the rules of calculation are essentially those that operate in cards or roulette.

In most circumstances that operate in cards, more than one feature is uncertain and the various uncertainties need to be combined. Similarly, a juror hearing witnesses will be uncertain about their veracity and need to meld it with the doubts concerning the defendant’s guilt. A scientist performing an experiment may be uncertain about the pressure used, the purity of the material, as well as about the theory under investigation. In reacting to the offer of a job, you will be uncertain about the move involved, the nature of the work, and many other features. A doctor will need to combine appreciation of the uncertain symptoms in order to reach an overall diagnosis. In every one of these cases, many uncertainties have to be amalgamated to produce the overall judgment, so that a central task is for us to see how to put several uncertainties together.

There are things that combine very easily: numbers. Addition and multiplication are so easy that even a computer can perform them, a computer being only as wise as its programmer. One day we may have artificial intelligence but today most computers can only perform the logic they have been taught. If then, we could measure uncertainty, in the sense of attaching numbers to the statements, just as we did above with the ace drawn from the pack of cards, then the combination would present fewer difficulties and involve only the rules of arithmetic. This will be done; we will measure uncertainty, and then develop the three wonderful rules of combination. It is in the appreciation of the rules, and the ability to use them, that the strength of this book resides. We shall calculate with uncertainties and the machinery to do this is called the calculus of uncertainty.

Scientists already use statistical methods, developed from these rules, to help them interpret their data. It will be sometime before jurors have their computer with them to assess the uncertain guilt, but the beginning of the idea can be seen in the treatment of forensic science in §6.6. One day the historian will calculate the odds against Richard III being the culprit (Example 5) rather than plucking a number out of the air as the historian quoted might have done.

It is an unfortunate fact of life that many people, especially those working in the arts or the media, have a strong dislike of numbers and are unhappy using them. Although there is likely to be genuine variation in the ease with which numbers are handled, my personal belief is that almost all can be taught to manipulate with figures and, just as important, appreciate the power that such a facility can bring. Here we shall calculate but I have tried to expound the mechanics in a simple manner. All that I ask is a willingness on the reader’s part to co-operate by showing some motivation to learn, genuinely to want to understand uncertainty.
1.7. BELIEFS

We have seen that uncertainty involves a statement, whose truth is contemplated by a person. It is now convenient to introduce the standard language that is used in the calculus of uncertainty. Instead of “statement”, we refer to an “event”; thus the event of rain tomorrow or the event of selenium affecting cancer. Sometimes “event” will seem a strange nomenclature, as when referring to the event that Monrovia is the capital of Liberia, but it is usually apt and experience has shown that it is useful as a standard term. Thus an event is uncertain for you if you do not know whether it is true or not.

We also need to have a term for the person facing the uncertainty for, as we have seen, one person’s uncertainty can be different from another’s. As already mentioned, the term “you” will be used and we will talk about your uncertainty for the event. In many cases you, the reader, can think of it as a reference to yourself, while in others it may be better to think of someone else.

A term is needed to describe what it is that you feel about the event. The phrase usually employed is “degree of belief”; and we will talk about your degree of belief in the truth of the event, so that you have the highest belief when you think it is true, and least when false. Belief is a useful word because it does emphasize that the uncertainty we are talking about is a relationship between you, on the one hand, and an event, on the other. Belief does not reside entirely with you because it refers to the world external to you. Belief is not a property of that world because your degree of belief may reasonably be different from mine. Rather belief expresses a relationship between you and the world, in particular between you and an event in that world. The word that will be used to measure the strength of your belief is probability, so that we talk about your probability that an event is true, or more succintly, your probability for the event. One of the greatest experts on probability, having written a two-volume work on the topic, calling it simply Theory of Probability, wanted an aphorism to include in his preface that would encapsulate the basic concept expressed therein. He chose

Probability does not exist.

It was intended to shock, for having written 675 pages on a topic, it did not seem sensible to say the topic did not exist. But having brought it to your attention by the shock, its meaning becomes apparent; probability does not exist as a property of the world in the way that distance does, for distance between two points, properly measured, is the same for all of us, it is objective, whereas probability depends on the person looking at the world, on you, as well as on the event, that aspect of the world under consideration. Throughout this book we will refer to your probability, though the use of the probability is so common in the literature that I may have slipped into the false usage unintentionally.

Our task in this book is to measure beliefs through probability, to see how they combine and how they change with new information. This book is therefore about your beliefs in events. It is not about what those beliefs should be, instead it is solely
about how those beliefs should be organized; how they need to relate, one to another.

An analogy will prove useful, provided it is recognized that it is only an analogy and
cannot prove anything but is merely suggestive. Suppose that this was a book about
geometry, then it would contain results about the shapes of figures, for example, that
the angles of a plane triangle add to 180 degrees, but it would not tell you what the
angles have to be. In fact they can be anything, provided they are positive and add
to 180 degrees. It is the same with the beliefs described here, where there will be
results, analogous to the sum of the angles of a triangle being 180 degrees, that
provide rules that beliefs must obey. We shall say little about what the individual
beliefs might be, just as little is said about the individual angles. If you have high
belief that the Earth is flat, then there is nothing in our rules to say you are wrong,
merely that you are unusual, just as a triangle with one angle only a fraction of a
degree is unusual. We claim that the rules provided are universal and should not be
broken, but that they can incorporate a wide range of disparate opinions.

Before writing these words, I had heard an argument on the radio between a
representative of a multinational corporation and another from an environmental
organization. The arguments presented in this book have little to say about who is
correct but they have a lot to say about whether either of the participants have
organized their beliefs sensibly. It is my hope that correct organization, combined
with additional information, will help in bringing the speakers together.

1.8. DECISION ANALYSIS

We all have beliefs and in this book we try to show how they should be organized,
but not what they should be. There is, however, a basic question that we need to
answer:

What is the point of having beliefs and why should we organize our opinions?

The answer is that we have beliefs in order to use them to improve the way in
which we run our lives. If you believe that it will rain tomorrow, you will act on this
and not go on with the picnic, but go for an indoor entertainment instead. Action is
not essential for beliefs and most of us will not be influenced in our actions by our
beliefs concerning the Princes in the Tower (Example 5), but if action is
contemplated, as with the picnic, then our beliefs should be capable of being used
to decide what the action should be.

This attitude towards beliefs is pragmatic in the sense that it assesses them by how
they perform as a guide to action, and it leads from the sole consideration of your
attitude toward an uncertain world, to how you are to behave in that world. Some
hold that belief is inseparable from action, while we prefer to develop the calculus of
belief first, and then extend it to embrace action. The relationship here is
asymmetric: actions require beliefs, but beliefs do not necessitate action.

The topic that deals with the use of beliefs in action is called “decision analysis”,
and it analyzes how you might decide between different courses of action, without
saying what the decisions should be, only how they should be organized. The
passage from belief to action will introduce a new concept that needs to be blended
with the beliefs in order to produce a recommended action. Example 13 supplies an illustration, where the seriousness of the nuclear accident needs to be blended with the small belief that it will happen, in order to decide whether to build more nuclear power plants. The subject is covered in Chapter 10.

In summary, this book is about your approach to uncertainty, how your beliefs should be organized, and how they need to be used in deciding what to do. Before we embark on the program, it is necessary to comment on the method used to tackle these problems. These commentaries form the content of the next chapter and only in Chapter 3 will the development proper begin.
2.1. REASON

The approach adopted, at least at the beginning of this book, is based firmly on reason, the wonderful facility that the human being possesses, enabling it to comprehend and manipulate the world about them; and only later will emotional and spiritual aspects of uncertainty be considered. “Reason centers attention on the faculty for order, sense and rationality in thought” says Webster’s dictionary, going on to note that “reason is logic; its principle is consistency: it requires that conclusions shall contain nothing not already given in their premises.” A contrasting concept is emotion “the argument which is not an argument, but an appeal to the emotions.”

The program that will be adopted is to state some properties of uncertainty that seem simple and obvious, the premises mentioned in the second quotation above, and from them to deduce by reasoning other, more complicated properties that can be usefully applied. As an example of a premise, suppose you think it is more likely to rain tomorrow than that your train today will be late; also that the latter event is more likely than that your car will break down on traveling to the railway station; then it is necessary that you think rain is more likely than the breakdown. The reference to rain, trains and accidents are not important, the essential concept is contained in an abstraction. Recalling our use of “you”, “event”, and “belief” as described in §1.7, the premise is that if you have stronger belief in event $A$ than in event $B$; and, at the same time, stronger belief in event $B$ than in event $C$, then
necessarily you have stronger belief in $A$ than in $C$, the exact meanings of $A$, $B$, and $C$ being irrelevant. Starting from abstract premises like this, pure reasoning in the form of logic, will be used to deduce other properties of uncertainty that can then be applied to concrete situations to give useful results. Thus abstract $A$ becomes “rain”, $B$ refers to the train, and $C$ to the breakdown.

There are two points to be made about the premises. Firstly, they are intended to be elementary, straightforward, and obvious, so that no justification is needed and, after reasonable reflection, you will be able to accept them. Secondly, they should be judged in conjunction with the results that flow from them by pure reasoning. It is the package of premises and results that counts, more than the individual items, for if one of the premises is false, then all the consequences are suspect. If you, the reader, find one of the premises unacceptable, as you might that given above, then I would ask you to bear with it and follow through the argument to see where reason takes you; and only then to reach a final judgment. I know of no conclusion that follows by pure reason from the premises adopted here, which appears unsound. Although we shall meet conclusions that at first surprise, further reflection suggests that they are correct and that our common sense is faulty. Indeed, one of the merits of our approach is that it does produce results that conflict with common sense and yet, on careful consideration, are seen to be sound. In other words, it is possible to improve on common sense. The whole package will be termed a calculus, a method of calculating with beliefs.

There is an additional reason for thinking that the conclusions are sound, and that they which rests on the fact that different sets of premises lead to the same conclusions. For example, the premise cited above can be avoided and replaced by another that some find more acceptable, without altering the whole structure. Though only one line of argument will be used in this book, mention will be made of other approaches, the important result being that all lead to the same calculus. It is like several people starting out from different places but finding that all roads lead to Rome. The metaphor is a happy one since one of the leaders in developing a proper understanding of uncertainty, Bruno de Finetti, was a professor in Rome and stood in an election there. Other writers have used premises that do not lead to Rome, while others have dispensed with premises and suggested a calculus that differs from ours. Some of these will be considered from §5.7 onward, but for the moment I ask you to go along, at least temporarily, with the premises and the logic, to see where they lead and how you feel about the construction as a whole. Remember that Newton’s premises, his laws of motion, might appear to be abstract, but when they enable the time of an eclipse at a site to be predicted years in advance, they become real.

People are often very good at raising objections to even simple, direct statements. This is no doubt, on occasions, a useful ability, but objections alone are worthless; they must be accompanied by constructive ideas, for otherwise we are left with the miasma that uncertainty presents to us. For many years, I, and many others, had used a premise that appeared eminently sensible and led to apparently excellent results, only to have three colleagues come along with a demonstration that the premise led to an unacceptable conclusion but, at the same time, they showed how a change in the premise avoided the unsound result. This was good, constructive criticism. Our
psychology makes us reluctant to admit errors, especially when the errors destroy some of our cherished results, but it has to be done and the amended results are strengthened by my colleagues’ perspicacity. So if you think one of the premises used in this book is unsound, be constructive and not merely destructive.

The role of reasoning in appreciating uncertainty has been emphasized because reasoning does not play an important role in some books, so that ours will appear different in some regards from others. To appreciate some of the lines of argument taken here, let us look at the lack of reason in other places.

2.2. UNREASON

Literature

Reasoning, quite sensibly, plays but a small role in literature. Some literature has the straightforward aim of telling a tale; of entertaining, and save for detective novels, few make a pretence of reasoning. Other literature tries, often successfully, to develop insights into the way people and society behave and, to use a term that will occur later, are essentially descriptive. Because people, either individually or collectively, do not use much reasoning, so neither does the description. For example, there is little reasoning in Othello’s behavior as he lets his emotions reign with disastrous results. No criticism of Shakespeare is implied here for he does provide us with insights into the workings of the human mind.

Advertising

Whatever reasoning goes on in advertising agencies (and much of it must be good to judge from the effectiveness of the results), the final product is lacking in reason. An advertisement for beer will develop a macho image or a catchy phrase but will fail to mention the way the product is made or the effects that over-consumption might have. The advertisements for lotteries concentrate on the jackpot and fail to mention either the tax element or the profits, let alone the odds. The barrage of advertising that surrounds us does not encourage the faculty of reason; indeed much of it is deliberately designed to suppress reason, as in the encouragement we receive to eat junk food. Many advertisements persuade us to buy the product, not by reasoning about its qualities but by associating it with an image that we regard favorably. Thus a car that might be attractive to a man has a beautiful woman in the advertisement but makes no mention of its cost. This method of inveigling you into a purchase is unfortunate but a more serious consequence of the continual repetition of this form of persuasion may cause you to abandon reason generally. For instance, you may be led to vote for one party in an election, in preference to another, because its image seemed more attractive; rather than because its policies were better. Spin overcomes substance and bad thinking drives out the good. It is sensible to claim that some advertising makes a contribution to the ills of society, by driving out logical approaches and thereby increasing the possibilities for serious errors.
Politics

In democratic society with opposing parties, there is an element of conflict because the parties use different premises and the reasoning that flows from them, though these features are often not spelt out honestly. In their simplest form, seen in Europe, these are the premises of capitalism, with its emphasis on the individual: and in opposition, those of socialism with social considerations to the fore. The effect of the existence of at least two sets of arguments means that much of the political process consists in one party trying to convince the other that it is wrong, conviction gets involved with emotion so that the discussion becomes emotional and reason is displaced. This is in addition to the element of conflict mentioned in §1.5. The lack of reasoning is more recently emphasized by the use of spin.

Law

Good law is good reasoning but, in court, where the adversary system is used, emotion sometimes replaces reason. A lawyer, needing to show that the conclusions of this book, as applied to forensic science, were unsound and being unable to do so, resorted to defaming the scientist by referring to the more disreputable aspects of gambling, thereby using emotions to overcome the lack of reason.

Television

Most television programs are for entertainment and cannot be expected to deal with reason. But there are “serious” programs, such as those devoted to science, where reason, which is at the basis of scientific thinking, might be expected to be present, though sometimes it is not. The dominant view is that science must be presented as entertainment, the screen must be full of pretty images and the scene must shift with great frequency lest the viewer becomes bored; graphs of considerable ingenuity, and in bright colors, are presented without any hint as to what the axes are. This travesty of science arises because the programs are being viewed as entertainment and are primarily developed by entertainers who are not familiar with the scientific mode of thought. Of course science needs to be presented in an interesting way, but the entertainment level should always be subservient to the reasoning.

In Western societies today, and certainly those of Britain and the United States with which I am familiar, there is a tendency to disparage reason and place an emphasis on emotions, as we have seen in literature and advertising. One reason for this is the lack of balance between what C.P. Snow called the two cultures, of the arts and science, one predominately emotional, the other mainly logical. Both cultures are valuable and there is no suggestion that one is right, the other, wrong, but rather that the balance has shifted too far toward emotional appeals. We will return to this point in §2.8 but in the meantime I would ask readers to be prepared for a surfeit of reason when they have been used to one of emotion.
2.3. FACTS

Although this book is about your not knowing the truth about events, there are some events that you do know to be true, or would accept as true were you to have the information. You know that the capital of Liberia is Monrovia, or will know when you have consulted the almanac. You know your age, though recall my relative in §1.2; you know that the Sun is 93 million miles from the Earth, on average; you may know that Denmark voted to join the European Union. Such events will be termed facts. While philosophers will sensibly debate exactly what are facts, some suggesting only logical truths, like two plus two equals four, most of us will recognize a fact when we encounter one. It is not surprising that in talking about uncertainty we should lean heavily on facts, just as the court of law does when interrogating witnesses. Facts form a sort of bedrock on which we can build the shifting sands of uncertainty.

Yet many people do not like facts. This is especially true when the facts go counter to the opinions they hold. There are many examples of governments that have tried to suppress facts that speak against their policies. There is an old adage: “do not bother me with facts, my mind is made up”. We have all experienced discomfort when we have to admit as true a fact that conflicts with our opinions, yet would embrace a truth that supports it. A newspaper editor had the right idea when he remarked that “facts are sacred, comment is free”. It is this view that will be adopted here and we will study how facts ought to be used to influence our beliefs, which are free.

The development here will be based firmly on reason and much of the reasoning will be with facts, because it is the observation of facts that is a major feature in changing your beliefs about events that are uncertain for you and therefore not facts. Thus you are uncertain about rain tomorrow, so before retiring you look out of the window and see storm clouds gathering, a fact which changes your belief about tomorrow’s rain.

2.4. EMOTION

Although this book will be firmly based on reason and facts, an approach that consists entirely in logical development from premises and the incorporation of facts will be boring and, worse still, irrelevant to a real world that has a richness that owes much to other things beyond reason. Consider these two features, boredom and irrelevance.

It need not be true that reasoning is boring, for if it is accompanied by illustrations that interest the reader, then the ideas can leap into life and have a reality that reason alone lacks. I cannot say how well this has been done here, but concepts like Simpson’s paradox in §8.2 seem to most people to be full of interest and lead to a valuable understanding of how some apparently sensible conclusions from facts can be erroneous.
The charge of irrelevance is more serious and to treat beliefs and decision making without reference to emotion would mean that the ideas would be irrelevant to a world that is rightly full of emotion, and would regard us as nothing more than calculators. Fortunately the charge of irrelevance can easily be rebutted, for the path of pure reason leads to a surprise.

There will come a point in the development of the calculus of uncertainty (§10.7) where pure reason will insist that something new has to be introduced and where beliefs alone call out for extra ideas. An additional concept has to be included, a concept to which we are led by pure reason. When we try to interpret this new idea, we see that it deals with emotion. At the funeral service for Princess Diana in Westminster Abbey, there was some music by Verdi, followed by some by Elton John, as a result of which I felt uplifted by the magnificent singing in the glorious building, only to have it shattered by the sound produced by a pop star. It was tempting to say that I believe Verdi is better than John, but this is not true in the same sense that I believe it will rain tomorrow, for the rainfall can be measured, whereas there is no clear, impersonal meaning to Verdi’s offering being better than John’s. No, my preference for Verdi over John is just that, a preference, and my feelings expressed themselves with emotion, not reason. So it is with our reasoned development about uncertainty. The calculations we need to do cry out for preferences, in addition to beliefs, that depend on emotion, not on reason alone. It would be good to establish a reasoned relationship between Verdi and John (it sounds better if the Italian’s name is translated and we contrast Joe Green with Elton John), but it cannot be done and I must be content with my preferences and let John ruin the occasion, just as Green may have spoiled it for others.

What the reasoned approach reveals is that emotional considerations must be considered and that, just as we measure belief, so we need to measure our preferences. Emotion is included, not because we feel it desirable, but because reason demands it. The motive for measuring emotional preferences is exactly the same as that advanced for the measurement of belief in §1.6 and enlarged upon later in §3.1. Your beliefs will be measured by probabilities; your preferences by the rather unemotional word, utility, so that my utility for Verdi exceeds that for John, both concepts being personal. We shall not abandon that element of life that provides so much interest but incorporate it into our reason; indeed, incorporate it in a way that makes the two fit together like pieces in a good jigsaw — sometimes so well that they cannot easily be separated. One example has already been met in §1.5 when it was pointed out that when gambling, people take into account the excitement of the gamble in addition to the monetary experiences, here expressed by saying that their utility depends on cash and thrill. Utility is the emotion pleading to be let into the house of pure reason and thereby enriching it.

2.5. PRESCRIPTIVE AND DESCRIPTIVE APPROACHES

The claim is therefore made that the approach to uncertainty developed here incorporates many aspects of human endeavour; and this despite the strict adherence
to reason. It enables you to both incorporate your beliefs and include your emotional and spiritual preferences. It does not tell you what to believe nor what to enjoy but merely says how you should organize your beliefs and preferences in a reasoned way, leading to a reasoned action. It is for all; for atheist and believer, for manager and hedonist, for introvert and extrovert. It is for everyone. Yet there is something that it is not.

In society people believe and act in ways that have been recorded in literature and studied by psychologists and sociologists. What emerges from these studies is a description of the way people act and believe. Literature is mainly a description as when Shakespeare describes what Othello did and thought in reaction to Iago. Psychologists describe peoples’ actions through observations and experiments, proceeding to explain the results in general terms. Advertising agencies have exploited the way people behave to present their products. All these approaches start from the observation of people and how they behave in reaction to circumstances, some behavior seeming, on reflection, to be sensible; others, in contrast, to be perverse or even stupid.

The approach here is somewhat the reverse, in that we begin by considering what is sensible in very straightforward circumstances, the premises already referred to, and then use reason to extend simple sense to more complicated scenarios. We use reason to provide what is termed a normative or prescriptive approach, where the methods of organizing beliefs provide a norm or a prescription against which the descriptive material can be contrasted. If, in this contrast, of prescriptive and descriptive, the normative view is found to be wanting, then it must be abandoned. I know of no case where the normative view can unequivocally be held to be poor in comparison with what happens in the description of reality. Often one needs care in applying the norm, but it can either be made to fit, as with behavior over gambling, or the actuality can be seen to be wrong, as with Ellberg’s paradox in §9.11.

Here is an example of a clash between descriptive and normative modes. We shall discuss the scientific method in Chapter 11 within the framework of probabilities and utilities, going on to discover how scientists ought to analyze their experimental results. But if we look at the way the scientists actually behave, we shall find that although they generally do fit into the normative framework, at least approximately, there are many occasions when they do not. Real scientists do not always behave like the normative scientist. Some of the criticisms that have been leveled against science have aspects of the descriptive viewpoint and are irrelevant for the normative attitude. Scientists are human beings, not mere calculators, and all we claim is that they can be assisted by the methods described here; not that they must use only these methods. Genius does not operate according to rules.

A claim for the normative method is that, if implemented, it should result in better decisions. For example, scientists sometimes use methods for assessing the uncertainty of their hypotheses that can be shown to be unsound, like the tail-area significance tests described in §11.10. Scientists ought, according to the normative viewpoint, to assess their hypotheses according to a result named after its discoverer, Bayes, and were they to do so, their analyses would, we claim, be more efficient. The
normative analysis describes some aspects of how one ought to behave, not how one does behave.

The normative theory is sometimes criticized because it does not describe how the world actually works. It has been said that some of the results are without value because people do not, or even could not, obey them. To that, my reply is how could people obey the normative conclusions when they are not aware of them and, even if they were, have received no training in their use. People cannot calculate without training in arithmetic or in the use of calculators. Why should they be able to use the normative ideas here presented without instruction? Many psychological studies of human decision making are as irrelevant to logical decision making as would be a similar study of people doing multiplication who have received no training in arithmetic.

One field in which the distinction between prescriptive and descriptive approaches has been recognized is economics. Important parts of this discipline are based upon the prescription that people base their behavior on rational expectation, a notion that will be extended and formulated precisely in the concept of maximization of expected utility (MEU) in §10.4. However, there is much evidence that people are not rational, in the economist’s sense; nor do they take into account expectation, in the precise interpretation of that word. As a result economic theory often does not correspond with what happens in the market. Some would argue that we need descriptive economics. I would argue that all should be taught about probability, utility, and MEU and act accordingly.

The fact that the normative and descriptive results are so often different is most encouraging, for suppose they were typically the same, then all the arguments in this book, all the probabilities and utilities, would merely serve to show you were right all along and my only reward would be to give a boost to your confidence. That the normative and descriptive results are different, and when they are the normative is better, suggests that the tools for handling uncertainty here developed would, if used, be of benefit to society.

2.6. SIMPLICITY

The analysis will begin by making some assumptions, or premises, that may seem to you to be too simple, and therefore unacceptable, or at best only approximations. This aim for simplicity is deliberate, for simple things have considerable advantages over the complicated. There are people who rejoice in the complicated saying, quite correctly, that the real world is complicated and that it is unreasonable to treat it as if it was simple. They enjoy the involved because it is so hard for anyone to demonstrate that what they are saying can be wrong, whereas in a simple argument, fallacies are more easily exposed. Yet it is easy to show by example that they can be wrong through being complicated.

Consider our solar system with its planets, sun, moons, asteroids, and comets. It is truly complicated for one planet has life on it, another is hot, another has rings, and they appear to move across the sky in complicated ways. Yet forget life and
heat and other complications and think of planets as point masses, surely a gross
simplification. Newton was able to show that if this were done it was possible to
account for the movements by means of a few simple laws, which were so successful
that today we can foretell an eclipse with great accuracy and even evaluate the tides.
Our claim is that the rules that will be developed here for uncertainty are, in this
respect, just like Newton’s. Our rules are few in number (three), simple and capable
of great development, and they deal with uncertainty in the way that Newton dealt
with motion.

There are two great merits to simplicity. The first is that if an idea is simple it is
much easier to develop it, and produce new results, than is possible with compli-
cations. To return to Newton again, from his simple ideas it was possible for him,
and other scientists, to predict many phenomena in the physical world, which, when
checked against reality, were seen to be correct. Contrast this with the complicated
ideas of others that were incapable of being extended to other situations. The second
advantage of simplicity is that of ease of communication, for simple concepts
presented by one person are more easily understood by another than are complicated
ones. It is no good having a simple idea from which, because of its simplicity, many
ideas flow, if they are found to disagree with reality. It is an interesting observation,
one sensibly discussed by philosophers, why nature does often appear to us to be so
simple. Quantum electrodynamics, with its few premises, explains all of physics
except the nucleus and gravitation. The genetic code holds promise of explaining a
lot of biology. Simplicity, always checked against facts, is a wonderfully successful
idea, so if our description of uncertainty at first feels too simple, even naive, please
bear with us and see what happens. I hope that you will not be disappointed.

2.7. MATHEMATICS

Anyone taking this volume off the shelves of a bookstore and flipping through the
pages will see some mathematical symbols, which may frighten them and lead to
their replacing it on the shelves unread and unpurchased. Perhaps there should be a
health warning attached — “Danger, this book contains mathematics”. This would
be a pity for it would better read — “The germ of mathematics contained herein is
harmless”. There is some mathematics here, so let me try to explain why and of what
it consists, for it really is harmless, indeed it is positively therapeutic.

For reasons that mathematicians find hard to understand, many people have an
aversion to maths, castigating it as boring or irrelevant, escaping from instruction in
it as soon as possible. The blindness of the humanities to mathematics is unfortunate
but must be recognized, hence the words of explanation that follow. The first aspect
of mathematics should cause no real problem; it is just another language and is no
more formidable than any foreign language. Because our discourse is limited to
uncertainty, only a small part of the language will be needed, such as might be
contained in a simple phrase book for tourists and the transition, from the English
language to the mathematical, thereby eased. When, later on, we write \( p(A | B) \), it
is merely a translation into mathematical language of the English phrase: “your
probability that the defendant committed the crime, given the evidence that has been presented in court''. (For the moment, let us not concern ourselves with how the translation is effected.) One advantage of the mathematical form is apparent, it is much shorter; indeed, it is a shorthand.

A second aspect of mathematics is its ability to deal with abstractions. Many people have difficulty in handling general concepts, preferring to think in terms of special cases. Thus when I remark to someone that “smoking is a cause of lung cancer” they are quite likely to reply that their uncle smoked like a chimney and lived to 85, failing to notice that their single case weighs but little against the tens of thousands in the trials that led to the generalization. Mathematics handles generalizations with ease. We have already done a little mathematics, perhaps without you even noticing it, for when in §2.1 a possible premise was described, it was put in the form “if you have stronger belief in event \( A \) than in event \( B \) and, at the same time, stronger belief in event \( B \) than in event \( C \), then necessarily you have stronger belief in \( A \) than in \( C \)”. There is the abstraction, for \( A \), \( B \), and \( C \) can be any events satisfying the first two conditions, the premise asserting that they must necessarily satisfy the third. We had an example with \( A \) dealing with rain, \( B \) with the train, and \( C \) with your car, but the principle expressed in the premise is general and therein lies the abstraction. The only real novelty is the use of capital letters, which provide the required generality. The same idea holds with \( p(A \mid B) \) above, for \( A \) and \( B \) are two events, in the “translation” \( A \) is the defendant’s guilt, \( B \) the evidence; but we want to talk about probabilities generally and this can be done using letters. The use of \( p(\cdot) \) will be discussed later. One major reason why we use mathematics is to achieve this abstraction, to be able to talk about any uncertainty without restriction to a topic like weather or guilt. Mathematics is a language of abstract ideas, which is perhaps why some people find it difficult, but it can be enlivened by examples, which is partly why we began with so many in Chapter 1. Of course the abstraction is enhanced if it can be applied, and it is amazing how many abstract concepts developed by mathematicians without any reference to reality, have proved to be relevant to the real world. I have just read an article about whales, which uses the concept of a Borel field, an abstract idea developed by a French mathematician. My knowledge of whaling is not sufficient to judge its usefulness, but at least the Whaling Commission thought it so by publishing the article in its journal.

Language and abstraction are the two key aspects of mathematics that are used here, and my hope is that they will be of little trouble to you, but there is a third aspect that could be the cause of great difficulties. Having got the language and the symbols for the generality, the mathematician uses an enormous battery of devices to manipulate the language, thereby creating new results. This is the technical side of the subject and one that the general reader cannot be expected to handle, so what is to be done? The procedure adopted here is to give the technical procedure whenever I feel that it is simple, which it fortunately is in most of the problems that will be met, but merely to indicate the new results in more difficult cases. Why not, do I hear you say, omit all the technical problems? The reason is that, in my opinion, it helps enormously to know why something is true, rather than being told it is true, for why should you believe me? Never believe anything on the authority of a single person
but seek confirmation — and reason is the best confirmation. For example, we shall meet Bayes rule, one of the most important results in our appreciation of the uncertain world, fit to rank with those of Einstein or Newton in the physical world. I want to convince you that what the rule says must be correct; it has got to be that way. The best way to convince you is to prove it to you, and that is what will be done in §6.3.

If we are going together into technicalities, we need a little preparation, so the final section of this chapter, §2.9, contains what little preparatory mathematics I feel you need to know before reading what follows. At least you need to have the translation from English, and essentially §2.9 provides the phrase book you require before entering the foreign country of the mathematician. So come and explore this strange country. Mathematics is a universal language because it deals with reason, which is common to all of us, unlike religion or literature. I can speak to a Pakistani statistician almost as easily as to my British colleagues simply because we share \( p(A \mid B) \).

2.8. WRITING

The primary purpose of this book is to convey information about uncertainty to you, the reader, and the book should mainly be judged by how well you understand the concepts on completion of your reading. Sound content and elegant clarity are my objectives. As a result, this book differs in style from much modern writing, where the conveying of information does not have high priority, and style matters as much as content. The differences in objectives between science writing and much of modern literature calls for a few comments on style. Writing is a linear procedure in that it effectively occupies a single line from first word to last, only physical necessity breaking it up into separate lines and pages. The clearest expression of this linearity used to be found in the early days of computers where the information was fed in on a tape, an unbroken sequence of symbols. This linearity is a nuisance when reason is employed because reasoning is not linear but has connections both backwards and forwards; connections that can be described on tape only by special devices, such as “go to”. Consequently, this book has been divided into sections, so that it is possible to refer back and forth to the text that is related to the matter under immediate discussion. The unfortunate result of this is that the reader cannot turn over the pages in sequence but must necessarily search other pages to experience the complete argument. Each section is numbered in the form \( a.b \), where \( a \) is the number of the chapter and \( b \) that of the section in that chapter. Thus you are now reading Section (denoted by §) 2.8, being the eighth section in Chapter 2.

A writer is often urged to avoid repetition of words or phrases in order, correctly, to improve the style. Unfortunately, when reason is employed it is not just confusing to do this, it is blatantly wrong. A journalist recently remarked that a quarter of the people in one place supported an idea, whereas 40% did in another. Presumably she was trying to avoid too much use of percentages but the juxtaposition of the fractional system with the decimal one results in confusion for the reader. Another
writer mentioned a person, weighing 18 stone, who had gone to summer camp and lost ten kilos. The use of two different scales and two typographies is ridiculous. An example that will bother us involves the uses of the words “probable”, “likely”, “chance” and words derived from them. The three are nearly synonymous but in our study they will be given precise meanings that makes, for example, probability different from likelihood. So if probability is meant, then it has to be repeated and the variation to likelihood would change the meaning. Doubtless you have already experienced overuse of “uncertainty” but there are no synonyms in the English language, except, so Fowler tells us, “whin”, “furze”, and “gorse”, so precision implies repetition, sorry. After the mathematics in the next section, our preparations will be complete and we will be ready to go on our journey into the uncertain world.

2.9. MATHEMATICS TUTORIAL

Everyone knows a little mathematics, even if it is only arithmetic, with its basic operations of addition $+$, subtraction $-$, multiplication $\times$, division $\div$, and equality $=$, with their associated symbols. Thus

$$5 + 3 = 8,$$

saying that five added to three, on the left-hand side of the equality, equals eight, on the right, and from which it follows that

$$5 = 8 - 3,$$

or, reading backwards, the subtraction of three from eight equals five. The displayed equalities are translations of the English phrases that follow them. Also

$$5 \times 3 = 15,$$

saying that five multiplied by three equals fifteen, with the consequence that

$$5 = 15 \div 3,$$

or the division of fifteen by three equals five. Notice that the second arithmetic equality above follows from the first by subtracting three from each side, for if there are two equal things and the same operation is applied to both sides, the results are also equal; on the left the $+3$ is omitted, on the right $-3$ is included. Similarly the fourth follows from the third by dividing each side by three; on the left $\times 3$ is omitted, on the right $\div 3$ is included. Operation like these, in which we do the same thing to both sides of an equality, yielding another equality, will find frequent use throughout this book.

Arithmetic becomes more mathematical when we use symbols to replace the numbers. You already appreciate that “three” and “3” are two representations of the
same thing; in mathematics other symbols may be used and, for example, letters of
an alphabet may be employed but with the difference that \( a \), for example, may be
used for any number. Thus you know
\[
5 + 3 = 3 + 5
\]
because the order in which numbers are taken to be added does not matter. We could
equivalently write
\[
a + b = b + a,
\]
where \( a \) replaces 5 and \( b \) replaces 3. However, the last equality is much more
powerful than that involving the mere addition of 3 and 5 because it holds for any
pair of numbers \( a \) and \( b \); it says that if you add \( b \) to \( a \), you get the same result as
adding \( a \) to \( b \). Here we have an example of the abstraction mentioned in §2.7 that
enables one to make general statements, here about any pair of numbers, in a form
convenient for manipulation; in particular, when we introduce probability, it will be
possible to make general statements about probability. Incidentally, if you feel that
\( a + b = b + a \) is trivial and obvious, notice that it is not true that \( a - b = b - a \), nor
\( a ÷ b = b ÷ a \). As an example of manipulation with letters in place of numbers,
consider the statement
\[
a + b = c
\]
which says that the number \( a \), when added to \( b \), yields \( c \). This is not true for any
numbers, but if it is true, then
\[
a = c - b
\]
on subtracting \( b \) from both sides of the equality. (Compare the case \( 5 + 3 = 8 \)
above.) Notice that the symbols \( a, b, c \), are printed in italics so that there is a clear
distinction between a cow and \( a \) cows. The Greek alphabet will be used in addition to
the Roman, but the Greek will be explained when needed.

We shall follow the standard, mathematical practice and not normally use the
arithmetical symbols \( × \) for multiplication, nor \( ÷ \) for division. For multiplication, no
symbol is used, the two numbers being run together; thus \( ab \) replaces \( a × b \). This
could not be done with the numeric description where 23 could mean 2 \( × \) 3 or
twenty-three, but it is useful and economical when the representation is by letter. If a
number is multiplied by itself, \( aa \), we abbreviate to \( a^2 \), the index 2 indicating two \( a \)’s
in the multiplication. \( a^2 \) is called the square of \( a \). If \( a^2 = b \), then \( a \) is called the square
root of \( b \). Thus \( 3 \times 3 = 9 \), so that 9 is the square of 3, and 3 is the square root of 9.
We often write \( \sqrt{b} \) for the square root of \( b \). For division, \( a ÷ b \) is replaced by \( a/b \),
using the solidus / instead of \( ÷ \). The solidus is called “forward slash” in computer
terminology. Sometimes it is typographically more convenient to rotate the solidus
to the horizontal and, in so doing, carry the denominator with it, so that \( a/b \)
becomes \( \frac{a}{b} \). There is one other mathematical convention we will need, that involving brackets, usually round ones ( ), which are needed to distinguish, for example,

\[
a/b + c \text{ from } a/(b + c).
\]

The first expression means take the number \( a \), divide it by \( b \) and add the result to \( c \); the second says add \( b \) to \( c \) and divide \( a \) by the result. Try it with some numbers: where

\[
10/2 + 3 = 8,
\]

yet

\[
10/(2 + 3) = 2.
\]

Generally operations within brackets, here addition, take precedence over those outside, here division. Most pocket calculators use brackets, though the better ones use the superior reverse-Polish notation, which avoids them.

There is one result involving brackets, that we shall frequently use, which says

\[
ab + ac.
\]

In words, if two numbers, \( b \) and \( c \), are added and the result multiplied by \( a \), the final result is the same as multiplying \( a \) by \( b \), then multiplying \( a \) by \( c \), and adding the products together. Try it with some numbers

\[
6(2 + 3) = 6 \times 5 = 30,
\]

or alternatively,

\[
6 \times 2 + 6 \times 3 = 12 + 18 = 30.
\]

Be careful though, this works for multiplication but not division, where \( a/(b + c) \) is not \( a/b + a/c \). Multiplication being harder than addition, \( a(b + c) \) is easier to evaluate than \( ab + ac \).

There are two other symbols we need, \( > \) and \( < \), signs of inequality. If \( a \) and \( b \) are two numbers, we write \( a > b \) to mean that \( a \) is larger than \( b \), as \( 5 > 3 \). The symbol is easy to understand and remember because it is larger on the left and smaller on the right, where it reduces to a single point, just as \( a \) on the left is larger than \( b \) on the right. Similarly \( a < b \) means that \( a \) is smaller than \( b \). Clearly if \( a > b \), then \( b < a \). If \( a \) and \( b \) are any two numbers, then one, and only one, of the following three statements must be true: \( a < b \), \( a = b \), or \( a > b \). If both \( a > b \) and \( b > c \), then necessarily \( a > c \). The reader may like to explore the similarity between this result and the premise described in the second paragraph of §2.1; lower-case letters replace the upper-case there and \( > \) replaces “is believed more strongly than.” If \( a \) is positive, we may write \( a > 0 \). If \( a > b \), then \( a - b > 0 \).
We often want to use several quantities and, rather than using different letters like $a$, $b$, $c$, it is often convenient to number them. Thus we write $a_1$, $a_2$, $a_3$, the numbering being presented through subscripts. Subscripts are much used. Often we want to employ several quantities without saying how many there are, in which case we might say there are $n$ of them, without specifying the value of $n$, 3 in the example. In that case, the quantities are listed as $a_1$, $a_2$, $a_3$, $a_n$, where the dots indicate the omitted values between the second, $a_2$, and the last $a_n$. It is purely a convention to write the first two and the last, filling the gap with dots.

Some other conventions will be used. Often it will be useful to display a statement of equality, usually called an equation by writing it in isolation, centred on a line, as has been done above with

$$a(b + c) = ab + ac.$$  

(2.1)

Often it is necessary to refer to the equation later in the text, so it is numbered in round brackets at the end of the line. We can then, as here, refer to Equation (2.1). The reference is an example of the non-linearity mentioned in the last section Equation (a.b) means equation b of chapter a; thus here (2.1) is the first equation in this, the second chapter. There are two arithmetical conventions that will be used. A number is given to two, say, significant figures when other figures are ignored. Thus $0.2316$ becomes $0.23$, or $2316$ becomes $2.3$ thousand. People often fail to understand the difference between $0.3$ and $0.30$; the latter is given to two significant figures and the $0$ is just as significant as any other digit. A decimal is given to two, say, decimal places if only the first two are provided. Thus $0.2316$ becomes $0.23$ and $0.02316$ becomes $0.02$ to two decimal places.

That is all the mathematics you need to start you off; so please try it and see the advantages that it brings.
3.1. MEASUREMENT

In this chapter the systematic study of uncertainty begins. Recall that there is a person “you”, contemplating an “event”, and it is desired to express your uncertainty about that event, which uncertainty is called your “belief” that the event is true. The tool to be used is reason (§2.1) or rationality, based on a few fundamental premises and emphasizing simplicity (§2.6). The first task is to measure the intensity of your belief in the truth of the event; to attach to each event a number, which describes your attitude to the statement. Many people object to the assignment of numbers, seeing it as an oversimplification of what is rightly a complicated situation, so let us be quite clear why we choose to measure and what the measurement will accomplish. One field in which numbers are used, despite being highly criticized by professionals, is wine-tasting, where a bottle of wine is given a score out of 100, called the Parker score after its inventor, the result being that a wine with a high score like 96 commands a higher price than a mere 90. Some experts properly object that a single number cannot possibly capture all the nuances that are to be found in that most delectable of liquids. Nevertheless, numbers do have a role to play in wine tasting, where a collection of different wines is tasted by a group of experts, the object being to compare the wines, which naturally vary; variation, as we shall see in §9.1, giving rise to uncertainty. In addition to the wines being different, so are the tasters, and in a properly conducted tasting, it is desirable to sort out the two types of variation and any interaction between wines and tasters, such as tasters of one
nationality preferring wines of their own country. If tasting results in comments like “a touch of blackcurrant to a background of coffee with undertones of figs,” sensible comparisons are almost impossible. A useful procedure is for each taster to score each wine, the usual method employing a score out of 20 devised at the University of California at Davis. It is then possible by standard statistical methods to make valuable judgements both about the wines and their tasters.

The point here is that, whether it is the Parker or Davis score that is employed, the basic function is to compare wines and tasters. Whether a wine with an average score of 19 is truly better than one with an average of 16, will depend on the variation found in the tasting. (Notice there are uncertainties here, but wine tasters do not always mention them.) What is not true is that the scores for different wines are combined in any way; a Chablis at 17 is not diluted with a claret at 15 to make a mixture at 16. The numbers are there only for comparison; 17 is bigger than 15. The situation is different with uncertainty where, in any but the simplest scenario, you have to consider several uncertainties and necessarily need to combine them to produce an overall assessment. A doctor has several beliefs about aspects of the patient, which need to be put together to provide a belief about the treatment. It is this combination that makes measurement of uncertainty different from that of wine, where only comparison is required. Now numbers combine very easily and in two distinct ways, by addition and by multiplication, so it is surely sensible to exploit these two simple procedures by associating numbers with your beliefs. How else is the doctor to combine beliefs about the various symptoms presented by the patient?

We aim to measure separate uncertainties in order to combine them into an overall uncertainty, so that all your beliefs come together in a sensible set of beliefs. In this chapter, only one event will be discussed and the combination aspect will scarcely appear, so bear with me while we investigate the process of measurement itself for a single event, beginning with some remarks about measurement in general. A reader who is unconvinced may like to look at §6.4, which concerns the uncertainty of someone who has just been tested for cancer. Without numbers, it is hard to see how to persuade the person of the soundness of the conclusion reached there.

Take the familiar concept of a distance between two points, where a commonly used measure is the foot. What does it mean to say that the distance is one foot? All it means is that somewhere there is a metal bar with two thin marks on it. The distance between these two marks is called a foot, and to say that the width of a table is one foot means only that, were the table and the bar placed together, the former would sit exactly between the two marks. In other words, there is a standard, a metal bar, and all measurements of distance refer to a comparison with this standard. Nowadays the bar is not used, being replaced by the wavelength of krypton light and any distance is compared with the number of waves of krypton light it could contain. The key idea is that all measurements ultimately consist of comparison with a standard with the result that there are no absolutes in the world of measurement. Temperature was based on the twin standards of freezing and boiling water. Time is based on the oscillation of a crystal, and so on. Our first task is therefore to develop a standard for uncertainty.
Before doing this, one other feature of measurement needs to be noticed. There is no suggestion that, in order to measure the width of the table, we have to get hold of some krypton light; or that to measure temperature, we need some water. The direct comparison with the standard is not required. In the case of distance, we use a convenient device, like a tape measure, that has itself been compared with the standard or some copy of it. The measurement of distances on the Earth’s surface, needed for the production of maps, was, before the use of satellites, based on the measurement of angles, not distances, in the process known as triangulation, and the standard remains a conceptual tool, not a practical one. So do not be surprised if you cannot use our standard for uncertainty, any more than you need krypton light to determine your height. It will be necessary to produce the equivalent of tape measures and triangulation, so that belief can be measured in reality and not just conceptually.

In what follows, extensive references will be made to gambles and there are many people who understandably have strong, moral objections to gambling. The function of this paragraph is to assure such sensible folk that their views need not hinder the development here presented. A gamble, in our terminology, refers to a situation in which there is an event, uncertain for you, and where it is necessary for you to consider both what will happen were it true, and also were it false. Webster’s dictionary expresses our meaning succinctly in the definition of a gamble as “an act...having an element of...uncertainty.” Think of playing the game of Trivial Pursuit and being asked for the capital of Liberia, with the trivial outcomes of an advance on the board or of the move passing to your opponents. Your response is, in ours and Webster’s sense, a gamble. The examples of §1.2 show how common is uncertainty and therefore how common are gambles in our sense. We begin by contemplating the act, mentioned by Webster, and it is only later, when decision analysis is developed in Chapter 10, that action, following on from this contemplation, is considered. There we have a little to say about gambling, in the sense of monetary affairs in connection with activities like horse racing, and will see that the moral objections mentioned above can easily be accommodated using an appropriate utility function.

3.2. RANDOMNESS

The simplest form of uncertainty arises with physical objects like playing cards or roulette wheels, as we saw in Example 7 of §1.2. The standard to be used is therefore based on a simple type of gamble. Take an urn containing 100 balls that, for the moment, are as similar as modern mass-production methods can make them. There is no significance in 100, any reasonably large number would do and a mathematician would take \( n \) balls, where \( n \) stands for any number, but we try to avoid unnecessary maths. An urn is an opaque container with a narrow neck, so that you cannot see into the urn but can reach into it for a ball, which can then be withdrawn but not seen until it is entirely out of the urn.

Suppose that the balls are numbered consecutively from 1 to 100, with the numbers painted on the balls, and imagine that you are to withdraw one ball from the
urn. In some cases you might feel that every ball, and therefore every number, had the same chance of being drawn as every other; that is, all numbers from 1 to 100 had the same uncertainty. To put it another way, suppose that you were offered a prize of 10 dollars were number 37 to be withdrawn; otherwise you were to receive nothing. Suppose that there was a similar offer, but for the number 53. Then if you are indifferent between these two gambles, in the sense that you cannot choose between them, you think that 37 is as uncertain as 53. Here your feeling of uncertainty is being translated into action, namely an expressed indifference between two gambles, but notice that the outcomes are the same in both gambles, namely 10 dollars or nothing, only the circumstances of winning or losing differ. We shall discuss later in Chapter 10 the different types of gambles, where the outcomes differ radically and where additional problems arise.

There are circumstances where you would not exhibit such indifference. You might feel that the person offering the gamble on 37 was honest, and that on 53 a crook, or you might think that 37 is your lucky number and was more likely to appear than 53. Or you might think that the balls with two digits painted on them weighed more than those with just one, so would sink to the bottom of the urn, thereby making the single-digit balls more likely to be taken. There are many occasions on which you might have preferences for some balls over others, but you can imagine circumstances where you would truly be indifferent between all 100 numbers. It might be quite hard to achieve this indifference, but then it is difficult to make the standard meter bar for distance, and even more difficult to keep it constant in length. The difficulties are less with krypton light, which is partly why it has replaced the bar.

If you think that each number from 1 to 100 has the same chance of being drawn; or if a prize contingent on any one number is as valuable as the same prize contingent on any other, then we say that you think the ball is taken at random, or simply, random. More formally, if your belief in the event of ball 37 being drawn is equal to your belief in the event of ball 53, and similarly for any pair of distinct numbers from 1 to 100, then you are said to believe the ball is drawn at random. This formal definition avoids the word “chance”, which will be given a specific meaning in §7.8, and embraces only the three concepts, “you”, “event”, and “belief”.

The concept of randomness has many practical uses. In the British National Lottery, there are 49 balls and great care is taken to make a machine, which will deliver a ball in such a way that each has the same chance of appearing; that is, to arise at random. You may not believe that the lottery is random and that 23 is lucky for you; all we ask is that you can imagine a lottery that is random for you. Randomness is not confined to lotteries, thus, with the balls replaced by people, not in an urn but in a population, it is useful to select people at random when assessing some feature of the population like intention to vote. We mentioned in §1.5, and will see again in §8.5, how difficulties in comparing two methods can be avoided by designing some features of an experiment at random, as when patients are randomly assigned to treatments. Computer scientists have gone to a great deal of trouble to make machines that generate numbers at random. Many processes in nature appear to act randomly, in that almost all scientists describe their beliefs about the processes
through randomness, in the sense used here. The decay of radioactive elements and
the transfer of genes are two examples. There is a strong element of randomness in
scientific appreciation of both the physical and the biological worlds and our
withdrawal of a ball from the urn at random, although an ideal, is achievable and
useful.

3.3. A STANDARD FOR PROBABILITY

We have an urn containing 100 balls, from which one ball is to be drawn at random.
Imagine that the numbers, introduced merely for the purpose of explaining the
random concept, are removed from the balls but instead that 30 of them are colored
red and the remaining 70 are left without color as white, the removal or the coloring
not affecting the randomness of the draw. The value 30 is arbitrary, a mathematician
would have \( r \) red, and \( n - r \) white, balls. Consider the event that the withdrawn ball
is red. Until you inspect the color of the ball, or even before the ball is removed,
this event is uncertain for you. You do not know whether the withdrawn ball
will be red or white but, knowing the constitution of the urn, have a belief that it will be
red, rather than white.

We now make the first of the premises, the simple, obvious assumptions
upon which the reasoned approach is based, and measure your belief that the ran-
dom withdrawal of a ball from an urn with 100 balls, of which 30 are red, will result
in a red ball, as the fraction \( 30/100 \) (recall the mathematical notation explained
in §2.9) of red balls, and call it your probability of a red ball being drawn. Alter-
natively expressed, your belief that a red ball will be withdrawn is measured by your
probability, \( 30/100 \). Sometimes the fraction is replaced by a percentage, here 30%,
and another possibility is to use the decimal system and write 0.3, though, as
explained in §2.8, it pays to stay with one system throughout a discussion. There
is nothing special in the numbers, 30 and 100; whatever is the fraction of red balls,
that is your probability.

Reflection shows that probability is a reasonable measure of your belief in the
event of a red ball being taken. Were there more than 30 red balls, the event would
be more likely to occur, and your probability would increase; a smaller number
would lessen the probability. If all the balls were red, the event would be certain and
your probability would take its highest possible value, one; all white, and the
impossible event has the lowest value, zero. Notice that all these values are only
reasonable if you think that the ball is drawn at random. If the red balls were sticky
from the application of the paint, and the unpainted, white ones, not, then the event
of being red might be more likely to occur and the value of 0.3 would be too low.

In view of its fundamental importance, the definition is repeated with more
precision. If you think that a ball is to be withdrawn at random from an urn
containing only red and white balls, then your probability that the withdrawn ball
will be red is defined to be the fraction of all the balls in the urn that are red.

The simple idea extends to other circumstances. If a die is thrown, the pro-
bability of a five is \( 1/6 \), corresponding to an urn with 6 balls of which only one is
red. In European roulette, the probability of red is \( \frac{18}{37} \), there being 37 slots of which only 18 are red. In a pack of playing cards, the probability of a spade is \( \frac{13}{52} \), or 1/4; of an ace, \( \frac{4}{52} = \frac{1}{13} \). These considerations are for a die that you judge to be balanced and fairly thrown, a roulette wheel that is not rigged and a pack that has been fairly shuffled; these restrictions corresponding to what has been termed random.

The first stage in the measurement of uncertainty has now been accomplished; we have a standard. The urn is our equivalent of the metal bar for distance, perhaps to be replaced by some improvement in the light of experience, as light is used for distance. Other standards have been suggested but will not be considered here. The next stage is to compare any uncertain event with the standard.

### 3.4. PROBABILITY

Consider any event that is uncertain for you. It is convenient to fix ideas and take the event of rain tomorrow (Example 1 of §1.2), but the discussion that follows applies to any uncertain event. Alongside that event, consider a second event that is also uncertain for you, namely the withdrawal at random of a red ball from an urn containing 100 balls of which some are red, the rest white. For the moment, the number of red balls is not stated. Were there no red balls, you would have higher belief in the event of rain, than in the impossible extraction of a red ball. At the other extreme, were all the balls red, you would have lower belief in rain than in the inevitable extraction of a red ball. Now imagine the number of red balls increasing steadily from 0 to 100. As this happens you have an increasing belief that a red ball will be withdrawn. Since your belief in red was less than your belief in rain at the beginning, yet was higher at the end with all balls red, there must be an intermediate number of red balls in the urn such that your beliefs in rain and in the withdrawal of a red ball are the same. This value must be unique, because if there were two values then they would have the same beliefs, being equal to that for rain tomorrow, which is nonsense as you have greater belief in red with the higher fraction. So there are two uncertain events in which you have the same belief: rain tomorrow and the withdrawal of a red ball. But you have measured the uncertainty of one, the redness of the ball, therefore, this must be the uncertainty of the other, rain. We now make the very important definition:

Your **probability** of the uncertain event of rain tomorrow is the fraction of red balls in an urn from which the withdrawal of a red ball at random is an event of the same uncertainty for you as that of the event of rain.

This definition is also a unique one. It includes and extends a previous definition from §1.2 that the **probability** of an uncertain event is a fraction.
out of 100. This is usually adequate, but any value between 0 and 1 can be obtained by increasing the total number of balls. When, as with a nuclear accident (Example 13 of §1.2) the probability is very low, perhaps less than 1/100, yet not zero, the number of balls needs to be increased. As we have said, a mathematician would have \( r \) red, \( n - r \) white, balls and the probability would be \( r/n \).

The following point may mean nothing to some readers, but some others would be aware of the frequency theory of probability, and for them it is necessary to issue a warning: There is no repetition in the definition. The ball is to be taken once, and once only, and the long-run frequency of red balls in repeated drawings is irrelevant. After its withdrawal, the urn and its contents can go up in smoke for all that it matters. Repetition does play an important role in the study of probability (see §7.3) but not here in the basic definition.

### 3.5. COHERENCE

In the last section, we took a standard, or rather a collection of standards depending on the numbers of red balls, and compared any uncertain event with a standard, arranging the numbers such that you had the same beliefs in the event and in the standard. In this way, you have a probability for any uncertain event.

You immediately, and correctly, respond ‘‘I can’t do it.’’ You might be able to say that the number of red balls must be at least 17 out of a 100 and not more than 25, but to get closer than that is impossible for most uncertain events, even simple ones like rain tomorrow. A whole system has been developed on the basis of lower (17/100) and upper (25/100) probabilities, which both go against the idea of simplicity and confuse the concept of measurement with the practice of measurement. Recall the metal bar for length; you cannot take the table to the institution where the bar is held and effect the comparison. It is the same with uncertainty, as it is with distance; the standard is a conceptual comparison, not an operational one. We put it to you that you cannot escape from the conclusion that, as in the last section, some number of red balls must exist that make the two events match for you. Yes, the number is hard to determine, but it must be there. Another way of expressing the distinction between the concept and the practice is to admit that reasoning persuades you that there must exist, for a given uncertain event, a unique number of red balls that you ought to be able to find, but that, in practice you find it hard to determine it. Our definition of probability provides a norm to which you aim, only measurement problems hinder you from exactly behaving like the norm. Nevertheless, it is an objective toward which you ought to aim.

When it comes to distance, you would use a tape measure for the table, though even there, marked in fractions of inches, you might have trouble getting an accuracy beyond the fraction. With other distances, more sophisticated devices are used. Some, like those used to determine distances on the Earth’s surface between places far apart are very elaborate and have only been developed in the last century, despite the concept of distance being made rigorous by the Greeks. So please do not be impatient at your inability, for we do not as yet have a really good
measuring device suitable for all circumstances. Nevertheless, you are entitled to wonder how such an apparently impossible task can be accomplished. How can you measure your belief in practice? Much of the rest of this book will be devoted to this problem. For the moment, let me try to give you a taste of one solution by means of an example.

Suppose you meet a stranger. Take the event that they were born on March 4 in some year. You are uncertain about this event but the comparison with the urn is easy and most of you would announce a probability of $\frac{1}{365}$, ignoring leap years and any minor variations in the birth rate during the year. And this would hold for any date except February 29. The urn would contain 365 balls, each with a different date, and a ball drawn at random. Now pass to another event that is uncertain for you. Suppose there are 23 unrelated strangers and consider the uncertain event that, amongst the 23, there are at least two of them who share the same day for the celebration of their births. It does not matter which day, only that they share a day. Now you have real difficulty in effecting the comparison with the urn. However, there exist methods, analogous to the use of a tape measure with length that demonstrate that your probability of a match of birthdays is very close to $\frac{1}{2}$. These methods rely on the use of the rules of the calculus of probability to be developed in later chapters. Once you have settled on $\frac{1}{365}$ for one person, and on the fact that the 23 are unrelated, the value of $\frac{1}{2}$ for the match is inevitable. You have no choice. That is, from 23 judgements of probability, one for each person, made by comparison with the standard, you can deduce the value of $\frac{1}{2}$ in a case where the standard was not easily available. The deduction will be given in §5.5.

The principle illustrated here is called coherence. A formal definition of coherence appears in §5.4. The value of $\frac{1}{2}$ coheres with the values of $\frac{1}{365}$. Coherence is the most important tool that we have today for the measurement of uncertainty, in that it enables you to pass from simple, measurable events to more complicated ones. Coherence plays a role in probability similar to the role Euclidean geometry plays in the measurement of distance. In triangulation, the angles and a single distance, measured by the surveyor, are manipulated according to geometrical rules to give the distance, just as the values of $\frac{1}{365}$ are manipulated according to the rules of probability to give $\frac{1}{2}$. Some writers use the term “consistent,” rather than “coherent,” but it will not be adopted here. The birthday example was a diversion, let us return to the definition of probability in §3.4.

### 3.6. BELIEF

The definition of probability holds, in principle, for any event, the numerical value depending not only on the event but also on you. Your uncertainty for rain tomorrow need not be the same as that of the meteorologist, or of any other person. Probability describes a relationship between you and the world, or that part of the world involved in the event (see §1.7). It is sometimes said to be subjective, depending on the subject, you, making the belief statement. Unfortunately, subjectivity has connotations of sloppy thinking, as contrasted with objectivity. We shall therefore use the other common term, personal, depending on the person, you, expressing
the probability. Throughout this book, probability expresses a relationship between a person, you, and the real world. It is not solely a feature of your mind, it is not a value possessed by an event but expresses a relationship between you and the event and is a basic tool in your understanding of the world. There are many uncertainties upon which most people agree, like the 1/365 for the birthday in the last section, though there is no complete agreement here. I once met a lady at a dinner party who, during the course of the evening, in which birth dates had not been mentioned, turned to me and said “You are an Aries”. She had a probability greater than 1/365 for dates with that sign, a value presumably based on her observation of my conversation. She is entitled to her view and considered alone, it is not ridiculous although in combination with other beliefs she might hold, she may be incoherent. Note, I am not an Aries.

Equally there are events over which there is a lot of disagreement. Thus the nuclear protester and the nuclear engineer may not agree over the probability of a nuclear accident. One of the matters to be studied in §6.9 and §11.6 is how agreement between them might be reached; essentially both by obtaining more information and by exposing incoherence.

Probability therefore depends both on the event and on you. There is equally something that it should not depend on; the quality of the event for you. Consider two uncertain events; the nuclear accident and winning a lottery. The occurrence of the first is unpleasant, that of the second highly desirable. These two considerations are supposed not to influence you in your expressions of belief in the two events through probability. This is important, so let us spell it out.

We suppose that you possess a basic notion of belief in the truth of an uncertain event that does not depend on the quality of the event. Expressed differently, you are able to separate in your mind how plausible the event is from how desirable it is. We shall see in Chapter 10 that plausibility and desirability come together when we make a decision, and strictly it is not necessary to separate the two. Nevertheless, experience seems to show that people prefer to isolate the two concepts, appreciating the advantages gained from the separation, so this view is taken here.

To reinforce this point, consider another method that has been suggested for comparing your uncertainty of an event with the standard. In comparing the nuclear accident with the extraction of a red ball from an urn in order to assess your probability for the former, suppose that you were invited to think about two gambles. In the first, you win 100 dollars if the accident occurs; in the second you win the same amount if the ball is red. The suggestion is that you choose the number of red balls in the urn so that you feel the two gambles are equivalent. The comparison is totally different from our proposal because the winning of 100 dollars would be trivial if there were an accident and you might not be alive to receive it; whereas the red ball would not affect you and the prize could be enjoyed. In other words, this comparability confuses the plausibility of the accident with its desirability, or here, horror. Gambling for reward is not our basis for the system and where it was mentioned in §3.2, the rewards were exactly the same in all the gambles considered, so desirability did not enter.
3.7. COMPLEMENTARY EVENT

Consider the event of rain tomorrow (Example 1 of §1.2). Associated with this event is another event that it will not rain tomorrow; when the former is true, the latter is false and vice versa. Generally, for any event, the event which is true when the first is false, and false when it is true, is called the event that is complementary to the first. Just as we have discussed your belief in the event, expressed through a probability, so we could discuss your probability for the complementary event. How are these two probabilities related? This is easily answered by comparison with the withdrawal of a red ball from an urn. The event complementary to the removal of a red ball is that of a white one. The probability of red is the fraction of red balls in the urn and similarly, the probability of white is the fraction of white balls. But these two fractions always add to one, for there are no other colours of ball in the urn; if 30 are red out of 100, then 70 are white. Hence the standard event and its complement have probabilities that add to one. It follows by the comparison of any event with the urn that this will hold generally. If your belief in the truth of an event matches the withdrawal of a red ball, your belief in the falsity matches with a white ball. Stated formally it means the following:

The probability of the complementary event is one minus the probability of the original event. If your probability of rain tomorrow is 0.3, then your probability of no rain tomorrow is 0.7.

This is our first example of a rule of probability; a rule that enables you to calculate with beliefs and is the first stage in developing a calculus of beliefs. Since calculation is involved, it is convenient to introduce a simple piece of mathematics, effectively rewriting the above statement in another language.

Instead of using the word “event”, it is often useful to use a capital letter of the Roman alphabet. E is the natural one to use, being the initial letter of event, and thereby acting as a mnemonic. Later it will be necessary to talk about several events and use different letters to distinguish them: thus E, F, G, and so on. When we want to state a general rule about events, it is not necessary to spell out the meaning of E, which can stand for any event; whereas in an application of the rule, we can still use E, but then it will refer to the special event in the application. Your probability for the event E is written p(E). Here the lower-case letter p replaces probability and the brackets encompass the event, so that in a sense they replace “of” in the English language equivalent. Some writers use P or Pr or prob but we will use the simple form p. Notice that p always means probability, whereas E, F, G etc. refer to different events and p(E) is simply a translation of the phrase “your probability for the event E.” It might be thought that reference should also be made to “you” but since we will only be talking about a single person, this will not be necessary, see §3.6.

Let us have a bit of practice. If R is the event of rain tomorrow, then the statement that your probability of rain is 0.3 becomes p(R) = 0.3. If C is the event of a coincidence of birthdays with 23 people (see §3.5), then p(C) = 1/2 to a good approximation. Notice that R is an event, r the number of balls, and mathematicians make much more use of a distinction between upper- and lower-case than does
standard English. If $E$ is any event, then the event that is complementary to $E$ is written $E^c$, the raised c standing for “complement” and again, the initial letter acting as a mnemonic. Complement being such a common concept, many notations besides the raised c are in use.

With this mathematical language, the rule of probability stated above can be written

$$p(E^c) = 1 - p(E),$$

this being a mathematical translation of the English sentence “The probability of the complementary event is equal to one minus the probability of the event.” The mathematics has the advantage of brevity and, with some practice, has the benefit of increased clarity. Notice that in stating the rule, we have not said what the event $E$ is since the statement is true for any event.

Let us perform our first piece of mathematical calculation and add $p(E)$ to both sides of this equation (see §2.9) with the result

$$p(E) + p(E^c) = 1,$$

or in words, your probability for an event plus your probability for the complementary event add to one. Several important rules of probability will be encountered later, but they have one point in common; they prescribe constraints on your beliefs. While you are free to assign any probability to the truth of the event, once this has been done, you are forced to assign one minus that probability to the truth of the complementary event. If your probability for rain tomorrow is 0.3, then your probability for no rain must be 0.7. This enforcement is typical of any rule in that there is great liberty with some of your beliefs, but once they are fixed, there are none on others that are related to them and is exactly an example of the coherence mentioned in §3.5. You are familiar with this phenomenon for distance. If the distance from Exeter to Bristol is 76 miles, and that from Bristol to Birmingham is 81 miles, then that from Exeter to Birmingham, via Bristol is inevitably 157 miles, the sum of the two earlier distances. Mathematically, if the distance from $A$ to $B$ is $x$, and that from $B$ to $C$ is $y$, then the distance from $A$ to $C$, via $B$, is $x + y$, a statement that is true for any $A$, $B$, and $C$ and any $x$ and $y$ compatible with the geography.

### 3.8. ODDS

Although probability is the usual measure for the description of your belief, some people prefer to use an alternative term, just as some prefer to use miles instead of kilometers for distance, and we will find that an alternative term has some convenience for us in §6.5. To introduce the alternative measure, let us return to any uncertain event $E$ and your comparison of it with the withdrawal at random of a red ball from an urn containing $r$ red and $w$ white balls, making a total of $n = r + w$ in all. Previously, we had 100 balls in total, $n = 100$, purely for ease of exposition. As
before, suppose $r$ is adjusted so that you have the same belief in $E$ as in the random withdrawal of a red ball, then your probability for $E$, $p(E)$, is the ratio of the number of red balls to the total number of balls, $r/(r + w)$. The alternative to probability as a measure is the ratio of the number of white balls to that of red $w/r$ and is called the odds against a red ball and therefore equally the odds against $E$. Alternatively, reversing the roles of the red and white balls, the ratio of the number of red balls to that of white $r/w$ is termed the odds on a red ball or the odds on $E$. We now encounter a little difficulty of nomenclature and pause to discuss it.

The concept of odds arises in the following way. Suppose that, in circumstances where $E$ is an event favorable to you, like a horse winning, you have arranged the numbers of balls such that your belief in $E$ equals that a red ball being withdrawn, then there are $w$ possibilities corresponding to $E$ not happening because the ball was white, and $r$ corresponding to the pleasant prospect of $E$. Hence it makes sense to say $w$ against $E$ and $r$ for $E$, or simply “$w$ to $r$ against,” expressed as a ratio $w/r$. As an example, suppose your probability is a quarter, $1/4$, that High Street will win the 2.30 race at Epsom (Example 8 of §1.2), then a quarter of the balls in the matching urn will be red, or equivalently for every red ball there will be 3 white; the odds against High Street are 3 to 1, the odds on are 1 to 3; as ratios, 3 against, 1/3 on.

Odds are commonly used, at least in Britain, in connection with betting, especially on sporting events like horse racing, and there odds mean odds against. Your probability of a horse, like High Street, winning is ordinarily small, so the odds against are large, $w$ being bigger than $r$, and are often expressed as so much to one, as above with 3 to 1. Punters do not like fractions and will often say “$w$ to $r$ against”; for example, if High Street’s prospects lessened from 3 to 1, they might say 7 to 2 rather than 3½ to 1. When the horse’s prospects become really good they avoid fractions by a different technique, resorting to odds on: thus 2 to 1 on is the same as 1/2 to 1 against. Odds in betting are always understood as odds against; in the few cases where odds on are used, they say “odds on”. Thus “against” is omitted but “on” included. As a way through this linguistic tangle, we shall always use odds in the sense of odds on. If we do need to use odds against, the latter word will be added. This is opposite to the convention used in betting and is weakly justified by the fact that our probabilities will commonly be larger than those encountered in sporting events, also because a vital result in §6.5 is slightly more easily expressed using odds on. It will also be assumed that you are comfortable with using fractions.

There is no standard notation for odds and we will use $o(E)$, $o$ for odds on replacing $p$ for probability. There is a precise relationship between probability and odds, which is now obtained as follows. $p(E)$ is the fraction $r/(r + w)$ and equally $p(E^c)$ is the fraction $w/(w + r)$. The ratio of the former fraction to the latter is $r/w$, which is the odds on, $o(E)$. The reader is invited to try it with the numbers appropriate to High Street. Consequently, we have the general result that the odds on an event is the ratio of the probability of the event to that of its complement. That sentence translates to

$$o(E) = \frac{p(E)}{p(E^c)}.$$
Because a ratio printed this way takes up a lot of vertical space, it is usual to rewrite this as

\[ o(E) = \frac{p(E)}{p(E^c)}, \]  

keeping everything on one line, as in English (see §2.9). Recall that \( p(E^c) = 1 - p(E) \), so that (1) may be written

\[ o(E) = \frac{p(E)}{[1 - p(E)]}. \]  

The square brackets are needed here to show that the whole content, \( 1 - p(E) \), divides \( p(E) \); the round brackets having been used in connection with probability.

Equation (3.2) enables you to pass from probability, on the right, to odds on the left. The reverse passage, from odds to probability, is given by

\[ p(E) = \frac{o(E)}{[1 + o(E)]}. \]  

To see this, note that \( p(E) = \frac{r}{(r + w)} \), so that dividing every term on the right of this equality by \( w \), \( p(E) = \frac{(r/w)}{(1 + r/w)} \) and the result follows on noting that \( o(E) = \frac{r}{w} \). Thus if the odds on are 1/3, the probability is 1/3 divided by (1+1/3) or 1/4. The change from 3 in odds to 4 in probability, caused by the addition of 1 to the odds in (3.3), can be confusing. Historians have a similar problem where dates in the 16 hundreds are in the seventeenth century; and musicians have four intervals to make up a fifth, so we are in good company. Notice that if your probability is small, then the odds are small, as is clear from (3.2). Equally a large probability means large odds. Probability can range from 0, when you believe the event to be false, to 1, when you believe it to be true. Odds can take any positive value, however large, and probabilities near 1 correspond to very large odds, thus a probability of 99/100 gives odds of 99.

Odds against are especially useful when your probability is very small. For example, the organizers of the National Lottery in Britain state that their probability that a given ticket (yours?) will win the top prize is 0.000 000 071 511 238, a value that is hard to appreciate. The equivalent odds against are 13,983,815 to 1. There is only one chance in about 14 million that your ticket will win. Think of 14 million balls in the urn and only 1 is red. Another example is provided by the rare event of a nuclear accident.

In everyday life, odds mostly occur in connection with betting, and it is necessary to distinguish our usage with their employment by bookmakers. If a bookmaker quotes odds of 3 to 1 against High Street winning, it describes a commercial transaction that is being offered and has little to do with his belief that the horse will win. All it means is that for every 1 dollar you stake, the bookmaker will pay you 3 and return your stake if High Street wins; otherwise you lose the stake. The distinction between odds as a commercial transaction from odds as belief is important and should not be forgotten. You would ordinarily bet at odds of 3 to 1 against only if your odds against were smaller, or in probability terms, if your probability of the horse winning exceeded 1/4.
3.9. KNOWLEDGE BASE

Considerable emphasis has been placed on simplicity, for we believe that the best approach is to try the simplest ideas and only to abandon them in favor of more complicated ones when they fail. It is now necessary to admit that the concept of your probability for an event, \( p(E) \) as just introduced, is too simple and a complication is forced upon us. The full reason for this will appear later but it is perhaps best to introduce the complication here, away from the material that forces it onto our attention. Our excuse for duping the reader with \( p(E) \) is the purely pedagogical one of not displaying too many strange ideas at the same time.

Suppose that you are contemplating the uncertain event of rain tomorrow and carry through the comparison with the balls in the urn, arriving at the figure of 0.3. It then occurs to you that there is a weather forecast on television in a few moments, so you watch this and, as a result, revise your probability to 0.8 in the light of what you see. Just how this revision should take place is discussed in §6.3. So now there are two versions of your belief in rain tomorrow, 0.3 and 0.8. Why do they differ, for they are probabilities for the same event? Clearly because of the additional information provided by the forecast, which changes the amount of knowledge you have about tomorrow’s weather. Generally your belief in any event depends on your knowledge at the time you state your probability and it is therefore oversimple of us to use the phrase “your probability for the event”. Instead we should be more elaborate and say “your probability for the event in the light of your current knowledge”. What you know at the time you state your probability will be referred to as your knowledge base.

The idea being expressed here can alternatively be described as saying that any probability depends on two things, the uncertain event under consideration and what you know, your knowledge base. It also depends on the person whose beliefs are being expressed, you, but as we have said, we are only thinking about one person, so there is no need to refer to you explicitly. We say probability depends on two things, the event and the knowledge. Some writers on probability fail to recognize this point, with a resulting confusion in their thoughts. One expert produced a wrong result, which caused confusion for years, the expert being so respected that others thought he could not be wrong. In the light of this new consideration, the definition of probability in §3.4 can be rephrased. Your probability of an uncertain event is equal to the fraction of red balls in an urn of red and white balls when your belief in the event with your present knowledge is equal to your belief that a single ball, withdrawn at random from the urn, will be red. The change consists in the addition of the words in italics.

This necessary complexity means that the mathematical language has to be changed. The knowledge base will be denoted by \( K \) the initial letter of knowledge, but written in script to distinguish it from an event. In place of \( p(E) \) for your probability of the event \( E \), we write \( p(E \mid K) \). The vertical line, separating the event from your knowledge, can be translated as “given” or “conditional upon”. The whole expression then translates as “your probability for the event \( E \), given that your knowledge base is \( K \)”. In the example, where the event is “rain tomorrow” and
your original knowledge was what you possessed before the forecast, \( p(E \mid K) \) was 0.3. With the addition of the forecast, denoted by \( F \), the probability changes to \( p(E \mid F \text{ and } K) \) and 0.8. Your knowledge base has been increased from \( K \) to \( F \) and \( K \).

Despite the clear dependence on how much you know, it is common to omit \( K \) from the notation because it usually stays constant throughout many calculations. This is like omitting “you” because there is only one individual. Thus we shall continue to write \( p(E) \) when the base is clear. In the example, after the forecast has been received, we shall write \( p(E \mid F) \). Although the knowledge base is often not referred to, it must be remembered that it, like you, is always present. The point will arise in connection with independence in §8.8.

Some people have put forward the argument that the only reason two persons differ in their beliefs about an event is that they have different knowledge bases, and that if the bases were shared, the two people would have the same beliefs, and therefore the same probability. This would remove the personal element from probability and it would logically follow that with knowledge base \( K \) for an uncertain event \( E \), all would have the same uncertainty, and therefore the same probability \( p(E \mid K) \), called a logical probability. We do not share this view, partly because it is very difficult to say what is meant by two knowledge bases being the same. In particular, it has proved impossible to say what is meant by being ignorant of an event, or having an empty knowledge base, and although special cases can be covered, the general concept of ignorance has not yielded to analysis. People often say they know nothing about an event but all attempts to make this idea precise have, in my view, failed. In fact, if people understand what is under discussion, like rain tomorrow, then, by the mere fact of understanding, they know something, albeit very little, about the topic. In this book, we shall take the view that probability is your numerical expression of your belief in the truth of an event in your current state of knowledge; it is personal, not logical.

### 3.10. EXAMPLES

Let us return to some of the examples of Chapter 1 and see what the ideas of this chapter have to say about them. With almanac questions, like the capital of Liberia, the numerical description of your uncertainty as probability would not normally be a worthwhile exercise, though notice how, in the context of “Trivial Pursuit” your probability would change as you consulted with other members of your team and, as a result, your knowledge base is altered. A variant of the question would present you with a number, often four, possible places that might be the capital, one of which is correct. This multiple-choice form does admit a serious and worthwhile use of probability by asking you to attach probabilities to each of the four possibilities, rather than choosing one as being correct, which is effectively giving a value 1 to one possibility and 0 to the rest. An advantage of this proposal in education is that the child being asked could face up to the uncertainty of their world and not be made to feel that everything is either right or wrong. There is a difficulty in making such
probability responses to multiple-choice examination questions, but these have been elegantly overcome and the method made a real, practical proposal.

The legal example of guilt (Example 3) is considered in more detail in §10.14 but for now just note how the uncertain event remains constant throughout the trial but the knowledge base is continually changing as the defence and prosecution present the evidence.

Medical problems (selenium, Example 4 and fat, Example 15) are often discussed using probability and so raise a novel aspect because you, when contemplating your probability, may have available one or more probabilities of others, often medical experts in the field. You may trust the expert and take their probability as your own but there is surely no obligation on you to do so since the expert opinion has to be combined with other information you might have, such as the view of a second expert or of features peculiar to you. There exists some literature, which is too technical for inclusion here, of how one person can use the opinions of others when these opinions are expressed in terms of probability.

Historians only exceptionally embrace the concept of probability, as did one over the princes in the tower (Example 5) but they are enthusiasts for what we have called coherence, even if their form is less numerate than ours. When dealing with the politics of a period, historians aim to provide an account in which all the various features fit together; to provide a description in which the social aspects interact with the technological advances and, together with other features, explain the behavior of the leading figures. Their coherence is necessarily looser than ours because there are no rigid rules in history, such as will be developed for uncertainty, but the concepts are similar. Whether probability will eventually be seen to be of value in historical research remains to be seen though, since so much in the past is uncertain, the potential is there.

The three examples, of card play (Example 7), horse racing (Example 8), and investment in equities (Example 9) are conveniently taken together because they are all intimately linked with gambling, though that term seems coarse in connection with the stock market; nevertheless, the placing of a stake in anticipation of a reward is fundamentally what is involved. Games of chance have been intimately connected with probability, and it is there that the calculus began and where it still plays an important role, so that many card players are knowledgeable about the topic. There is a similar body of experts in odds, namely bookmakers, but here the descriptive results seem to be at variance with the normative aspects of §2.5. Bookmakers are very skilled and it would be fascinating to explore their ideas more closely, though this is hindered by their understandable desire to be ahead of the person placing the bet, indulging in some secrecy. A descriptive analysis of stockbrokers would be even more interesting since they use neither odds nor probabilities. There is a gradation from games of chance, where the probabilities and rewards are agreed and explicit; to horse racing, where the rewards are agreed but not the probabilities, since your expectation of which horse is going to win typically differs from mine; to the stock market, where nothing is exposed except the yields on bonds.

Some of the examples, but especially that of opinion polls before an election (Example 12), are interesting because the open statement of uncertainty itself can
affect the uncertainty. An obvious instance of this arises when a poll says that the incumbent is 90% certain of winning the election, with the result that her supporters will tend not to vote, deeming it unnecessary, and your probability of their victory will drop. The other examples either raise no additional issues, or, if they do, the issues are better discussed when we have more familiarity with the calculus of probability to be developed in the following chapters. Instead let us recapitulate and see how far we have got.

3.11. RETROSPECT

It has been argued that the measurement of uncertainty is desirable because we need to combine uncertainties and nothing is better and simpler at combination than numbers. Measurement must always involve comparison with a standard and here we have chosen balls in urns for its simplicity. Other standards have been used, perhaps the best being some radioactive phenomena, which seem to be naturally random and, like krypton light, have the reliance of physics behind them. It has been emphasized that the role of a standard is not that of a practicable measuring tool but rather a device for producing usable properties of uncertainty. From these ideas, the notion of probability has been developed and one rule of its calculus derived, namely that the probabilities of an event and its complement add to one.

So what has been achieved? Quite frankly, not much, and you are little better at assessing or understanding uncertainty than you were when you began to read. So has it been a waste of time? Of course, my answer is an emphatic “No”. The real merit of probability will begin to appear when we pass from a single event to two events, because then the two great rules of combination will arise and the whole calculus can be constructed, leading to a proper appreciation of coherence. Future chapters will show how new information, changing your knowledge base, changes also your uncertainty, and, in particular, explains the development of science with its beautiful blend of theory and experimentation. When we pass from two events to three no new rules arise, but surprising features arise that have important consequences.
4.1. TWO EVENTS

So far we have only investigated a single event and its complement. We now pass to two events and the relationships between them. To fix ideas consider these two events that you are contemplating now but which refer to what happens one year in the future:

- Inflation next year will exceed 4%
- Unemployment next year will exceed 9% of the workforce.

These are two events of economic importance about which you are uncertain, and which are to be discussed in connection with a fixed knowledge base. It is tedious to have to spell out the whole sentences describing the events each time they are mentioned, so let us simply call the first event high and the second many. The complementary event, high not happening, will be termed low, and the complement of many will be few. So you are uncertain about high (inflation above 4%) and about many (unemployed above 9%). By taking the event high on its own you can proceed as in the previous chapter and assess the probability of high using the comparison with red and white balls in an urn. Suppose you think that if there are 40 red balls (and 60 white) in the urn, then the uncertainty of a red ball being drawn at random is the same as that of high inflation, then the probability of high inflation for you is 0.40 (and of low 0.60).
Now let the same thing be done for the event of many unemployed but to avoid confusion, in the new urn, also with 100 balls, replace red by spotted and white by plain. Then you will arrange for the number of spotted balls to be selected so that the uncertainty of drawing a spotted ball at random matches the uncertainty of many. Suppose that you select 50 as the number of spotted balls needed for the match, leaving 50 plain, then your probability of many unemployed is 0.50; you think that many and few employed are equally probable.

This has attended to each event separately, but the key question for the economist is likely to concern any possible relationship between the two. How can this be expressed in our scheme? The trick is to combine the two urns in the sense that we still have a single urn with 100 balls, but in this urn the balls are basically either red or white and, at the same time, either have black spots added or are left plain. Thus there are four types of ball; spotted red, plain red, spotted white, and plain white. The number of red balls has already been settled at 40, being the sum of the numbers in the first two of these four categories. Similarly, the sum of the numbers in the first and third, the spotted balls, is 50. The situation can conveniently be represented in a table.

<table>
<thead>
<tr>
<th>INFLATION</th>
<th>High (red)</th>
<th>Low (white)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNEMPLOYMENT</td>
<td>Many (spotted)</td>
<td>10</td>
<td>50</td>
</tr>
<tr>
<td>Few (plain)</td>
<td></td>
<td></td>
<td>50</td>
</tr>
<tr>
<td>Total</td>
<td>40</td>
<td>60</td>
<td>100</td>
</tr>
</tbody>
</table>

The rows in the table correspond to unemployment, the columns to inflation. There are two basic rows and two basic columns to which columns and rows of totals have been added. So far, by taking the two events separately, you have settled on the totals, both along the rows and down the columns, but what has not been settled are the entries in the table, corresponding to the numbers in the four separate categories of balls. There are several ways of thinking about these but, for the moment, let us concentrate on the number of balls that are both red and spotted, corresponding to both high inflation and many unemployed and to an entry in the top, left-hand corner of the table. This is a new event, in which two other events are both true, and can be contemplated in the same way as before; namely by thinking about how many balls of that type, red and spotted, are needed to make the uncertainty of drawing a red, spotted ball equate to your uncertainty of the event of both high inflation and many unemployed. The value cannot exceed 40 as only 40 red balls are available to receive spots. Suppose that you settle on 10. The table now looks like this.

<table>
<thead>
<tr>
<th>INFLATION</th>
<th>High (red)</th>
<th>Low (white)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNEMPLOYMENT</td>
<td>Many (spotted)</td>
<td>10</td>
<td>50</td>
</tr>
<tr>
<td>Few (plain)</td>
<td></td>
<td></td>
<td>50</td>
</tr>
<tr>
<td>Total</td>
<td>40</td>
<td>60</td>
<td>100</td>
</tr>
</tbody>
</table>
The table can be completed by simple arithmetic without any extra considerations of uncertainty; thus, in the first column, there are 40 red balls in all, of which 10 are spotted, so there must be 30 that are plain red. Continuing in this way with the rows, the table may be completed and then it looks like this.

\[
\begin{array}{ccc}
\text{UNEMPLOYMENT} & \text{High (red)} & \text{Low (white)} & \text{Total} \\
\text{Many (spotted)} & 10 & 40 & 50 \\
\text{Few (plain)} & 30 & 20 & 50 \\
\text{Total} & 40 & 60 & 100 \\
\end{array}
\]

On dividing every entry by 100 to obtain the fractions of balls of the different types, we have your probabilities.

\[
\begin{array}{ccc}
\text{UNEMPLOYMENT} & \text{High (red)} & \text{Low (white)} & \text{Total} \\
\text{Many (spotted)} & 0.1 & 0.4 & 0.5 \\
\text{Few (plain)} & 0.3 & 0.2 & 0.5 \\
\text{Total} & 0.4 & 0.6 & 1.0 \\
\end{array}
\]

Recall that you reached this table by the consideration of only three events, “high”, “many”, and “both high and many”, but now you have probabilities for many other, uncertain events. For example, your probability for the highly desirable event of low inflation and few unemployed is 0.2. (As an aside, recall that desirability does not enter into the numbers so far obtained in the table, which relate purely to question of uncertainty, see §3.6.) From the three original numbers in the table, you can calculate others such as the one just mentioned. There are many uncertain events in the table and all have their uncertainties determined from the three already given. This is an example of the principle mentioned in §3.5 of coherence, for although you were free to choose the original three values, once they are settled, all the others follow by the rules of probability and you have no further choice. They must all cohere. This is an important point and we will repeatedly return to it, but let us now look at some further statements that can be derived from the table and to which you have, perhaps unwittingly, committed yourself.

It is useful to have a term to describe such a table; it is called a **contingency table** because it describes how one event is contingent upon another. Strictly it is a contingency table of probabilities and is now used to express this contingency in another way.

### 4.2. CONDITIONAL PROBABILITY

Let us be a little more mathematical and introduce Roman letters for the two original events and their complements. In each case the initial letters are used, thus $H$ for high
inflation and $M$ for many unemployed. Then for complements, $H^c$ is $L$, low, and $M^c$ is $F$, few. The contingency table of probabilities is now as follows:

<table>
<thead>
<tr>
<th></th>
<th>$H$ (red)</th>
<th>$L$ (white)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(spotted) $M$</td>
<td>0.1</td>
<td>0.4</td>
</tr>
<tr>
<td>(plain) $F$</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.6</td>
</tr>
</tbody>
</table>

where the corresponding patterns on the balls have been retained to aid the understanding of what follows. Using the notation introduced in §3.7, we can write, for example, $p(M) = 0.5$ and $p(H) = 0.4$. Recall that a fixed knowledge base is supposed and is omitted from the notation for simplicity, though it should not be forgotten. The event of both high inflation $H$ and many unemployed $M$, considered earlier, is the event that may be denoted $H \& M$, though it is usual to omit the ampersand and write this simply as $HM$. Thus the occurrence of both events is the new event written by putting the two symbols together. This is only one way of combining two events; another will be encountered later in §5.1. Consideration above gave $p(HM) = 0.1$ and from the three assessments we saw that $p(LF) = 0.2$ among others that could have been derived.

Let us look at the uncertainty in this table in another way. So far the two features of inflation and unemployment have been treated symmetrically, whereas another possibility is to think about how one, inflation say, might influence unemployment, and see how the numbers in work are dependent on a change in the value of money. This viewpoint would lead you to think about what would happen to unemployment were inflation low. Notice the use of the subjunctive mood here, it is not known that inflation is low, you are merely thinking about what might happen were it to be low in a year’s time. So let us look at your uncertainty of $M$ were $L$ true, and show that your uncertainty here can be expressed as a probability, obtained from the numbers already in the table. If $L$ obtains, the equivalent for the standard is the withdrawal of a white ball, so supposing $L$ is true corresponds to supposing the ball is white. If the ball is white, the only uncertainty lies in whether it is spotted, corresponding to many unemployed, $M$. But of the 60 white balls, 40 are spotted, so the proportion of spotted balls among the white is $40/60 = 2/3$, and it is proportions that can be equated to probabilities. Consequently, it is not necessary to think about your probability of $M$ were $L$ to obtain; it has already been found as $2/3$ from the table of your original judgments. Expressed as a decimal, to conform with the others, to two decimal places this is 0.67, and in this style 0.2 in the table should be 0.20 and the others similarly. A reference back to the end of §2.9, where decimal representation was discussed, may help here.

This probability is written in mathematical notation as $p(M \mid L)$ and is read “your probability of $M$ were $L$ true.” The vertical line has been used in §3.9 to mean “given,” but here it means “were.” The distinction will be discussed in §4.6. Some writers make a distinction between probabilities like $p(M)$, which only explicitly refer to one event, and those like $p(M \mid L)$, which mention two. The former are
called, as here, probabilities, but the latter are termed “conditional probabilities”, differing in that although both refer to the uncertainty of $M$, the latter is conditional on $L$. The latter term will not be used, except in special circumstances, because we view all probabilities as conditional, on at least the knowledge base $K$ (see §3.9) and the adjective is superfluous. Thus, in our view, $p(M \mid K)$ and $p(M \mid L \& K)$ differ only in the conditions and not on the type of probability.

The value of $p(M \mid L)$ has been calculated, in terms of the standard of balls in an urn, as $40/60$ but it could equally be found in terms of probabilities, which are proportions of balls, rather than numbers. Thus, from the last table, $p(M \mid L)$ is $0.40/0.60$, which is identifiable as the ratio of $p(ML)$ to $p(L)$, so enabling the standard to be forgotten and all the calculations expressed in terms of probabilities. This idea will form the basis of the multiplication rule of probability to be developed in §5.3; for the moment we need only to notice the calculation of the “conditional probability” as the ratio of two probabilities.

What these ideas show is that from your three, original uncertainty judgments, $p(H)$, $p(M)$, and $p(HM)$, many other uncertainties can be deduced, like $p(M \mid L)$, by coherence. The reader might like to try others that follow from the table above; thus $p(M \mid H) = 0.10/0.40 = 0.25$. The reverse effect of unemployment on inflation can be found by considering probabilities like $p(L \mid M) = 0.40/0.50 = 0.80$ and $p(H \mid F) = 0.30/0.50 = 0.60$. All are expressions of how one event is contingent upon another. It is worth emphasizing, at the cost of repetition, that all these probabilities, and many others, have been obtained from the three original ones, $p(H)$, $p(M)$ and $p(HM)$, by coherence. You need not have started from these three. Another popular method is to think about $p(L)$, from which $p(H)$ is immediate as the complement, and then, using the standard urn, consider $p(M \mid L)$ and $p(M \mid H)$; taking inflation first and then thinking how unemployment depends on it. The reader will easily be able to obtain all the entries in the table from these three, just as with the original three. The order may be reversed, starting with $M$ (and $F$) and then considering $L$. You are free to make what judgments you like about some events, but, once having made them, you are no longer free to judge others; their judgments can be calculated from the original values. If you do not like the probabilities obtained by calculation, then your only resource is to return to the original values and change these until overall coherence is attained, and you are satisfied that all the numbers reflect your beliefs. This idea will be used as a basis for some probability assessments in Chapter 13. Coherence is our most important tool in the evaluation of our uncertainty, and this book is not about what your uncertainties must be but about how they must cohere.

4.3. INDEPENDENCE

The study of the uncertainty relations, expressed through probability, between unemployment and inflation are continued in this section and the contingency table of probabilities is repeated here for convenience with the slight change that a second
decimal place, always a 0, has been included since the calculations that follow will be done to this precision.

From the final column of this table, we see that your probability of there being many unemployed next year, \( p(M) \), is 0.50. But suppose there was low inflation next year, then the previous column shows that your probability of many unemployed has increased to 0.40/0.60 = 0.67 using the ratio concept of the last section. In symbols, \( p(M) = 0.50 \) but \( p(M \mid L) = 0.67 \). This is a quantitative expression of your belief that low inflation will tend to increase unemployment. (Some economists may not agree with this, so we repeat, the values are not mandatory; insert your own, but be coherent.) Also recall that these are your judgments now about events a year ahead.

Suppose that you did not have this belief but felt that inflation and unemployment next year were unrelated. Were this so, and you still felt that \( p(M) = 0.50 \), you would have \( p(M \mid L) = 0.50 \) as well. What would the entries in the table look like then? Again recognizing \( p(M \mid L) \) as the ratio of \( p(ML) \) to \( p(L) \), the entry against \( ML \) must be 0.30. All the other entries in the table then follow by simple arithmetic as before and the table will look like this:

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>H</td>
<td>L</td>
</tr>
<tr>
<td>M</td>
<td>0.10</td>
<td>0.40</td>
</tr>
<tr>
<td>F</td>
<td>0.30</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>0.40</td>
<td>0.60</td>
</tr>
</tbody>
</table>

This table was derived on your view that \( L \) did not affect \( M \) with \( p(M) = p(M \mid L) \). But from the numbers in the table, it can be seen that it is also true that \( p(M) = p(M \mid H) \), so that high inflation would similarly not affect your uncertainty regarding the numbers of unemployed. Not only this, consider the effect the other way round, of unemployment on inflation. \( p(L) = 0.60 \) but equally \( p(L \mid M) = 0.30/0.50 = 0.60 \) and similarly \( p(L \mid F) = 0.60 \). Again we have an example of coherence. Once you have decided that \( L \) did not affect \( M \), you have decided that no aspect of inflation, high or low, effects unemployment, many or few; nor does unemployment affect inflation. In this case we say that the two events are independent. Let us make this more formal and, to clarify a further point, recall the knowledge base on which all your judgments of uncertainty have been made. The concept is stated for any two events, \( E, F \), and not just for the specific events of high inflation and many unemployed.

If two events \( E \) and \( F \) are such that, on knowledge base \( K \), you assert that

\[
p(E \mid K) = p(E \mid FK),
\]

then we say that you judge \( E \) and \( F \) to be independent given \( K \).

The motivation for the use of the word independent is that your uncertainty of \( E \) is independent of the inclusion of \( F \). From the considerations just advanced with
inflation and unemployment, \( F^c \) similarly does not affect \( E \), nor does \( E \) or \( E^c \) affect \( F \), so that the relationship of independence is symmetric between the two events and you can talk about the independence of them, or that one of the events is not contingent upon the other. To exhibit this symmetry between the two events, the defining equation just displayed can be written

\[
p(EF | K) = p(E | K) \times p(F | K).
\]

In words, your probability of both events happening is the product of their separate probabilities. The reader will be able to verify this using the ratio considerations, though the point will be examined more carefully when the multiplication rule is introduced in §5.3.

Independence is an extremely important concept in the study of uncertainty. A glimpse into why this is so can be seen from the contingency table, for if two events, \( M \) and \( L \) in the example, are independent, you will only have to think about \( p(M) \) and \( p(L) \), or equivalently the numbers of spotted and of white balls in the urn. All the other probabilities, or numbers of balls that are both spotted and white, will follow from the admission of independence, and you can obtain the body of the table from the margins. Without independence, many calculations of uncertainties would become prohibitively difficult.

### 4.4. ASSOCIATION

In your original assessment of the uncertainties involving the two events of low inflation \( L \) and many unemployed \( M \), you did not regard them as independent on your knowledge base. Instead you thought that the probability of many unemployed would be increased were the inflation to be low. In symbols, \( p(M | L) \) exceeds \( p(M) \), omitting reference to \( K \). The numbers were 0.67 and 0.50, respectively. The same inequality is true if every event is replaced by its complement. Thus \( p(M^c | L^c) \) exceeds \( p(M^c) \), or \( p(F | H) \) exceeds \( p(F) \), the numbers being 0.75 and 0.50, respectively. The same inequality even persists if the events are interchanged. Thus just as \( p(M | L) \) exceeds \( p(M) \), \( p(L | M) \) exceeds \( p(L) \), the numbers being 0.80 and 0.60, respectively. Indeed, the example was constructed to reflect the view of one economist who thought that more people in work (event \( F \)) would put money in peoples’ pockets and thereby increase inflation (event \( H \)); \( p(H | F) = 0.60 \) exceeds \( p(H) = 0.40 \). We say that two events \( M \) and \( L \) are positively associated, if the occurrence of one increases the probability of the other, or generally:

If, on knowledge base \( K \), two events \( E \) and \( F \) are such that

\[
p(E | FK) > p(E | K),
\]

then the two events are said to be **positively associated on** \( K \).

(Here use has been made of the symbol \( > \), meaning “greater than,” explained in §2.9.) It then follows that \( p(F | EK) > p(F | K) \) on reversing the roles of the two events, and the same inequalities hold if both events are replaced by their complements.
A senior policeman was quoted as saying that the proportion of members of an ethnic minority amongst those convicted of mugging was higher than the proportion in the general population. In our language and omitting reference to a fixed knowledge base, \( p(E \mid C) > p(E) \), where \( E \) is the event of belonging to the ethnic minority and \( C \) conviction for mugging. This association implies that \( p(C \mid E) > p(C) \), the members of the ethnic minority are more likely to be convicted of mugging than is a random member of the population. To some, the second statement sounds more racist than the first, yet they are equivalent. We return to this example in §8.7.

Notice that the inequalities are reversed if one of the events is replaced by its complement but the other is not. Thus if \( E \) and \( F \) are positively associated, then \( p(E \mid F^c) < p(E) \). In our example, \( p(M \mid L) > p(M) \), so that \( M \) and \( L \) are positively associated, whereas, recalling that \( L^c \) is \( H \), \( p(M \mid H) < p(M) \), the numbers being 0.25 and 0.50 respectively. The situation will become clearer when the multiplication rule of probability has been introduced in §5.3. If, in the definition of positive association, \( > \) is replaced by \( < \), or in words “exceeds” by “is less than,” the events are said to be negatively associated on \( K \). The upshot is that the positive association between \( E \) and \( F \) implies positive association between their complements, but the negative association between \( E \) and \( F^c \) or between \( E^c \) and \( F \). In your judgment, low inflation is positively associated with many unemployed, but is negatively associated with few unemployed. If \( E \) and \( F \) are independent on the knowledge base, \( p(E \mid F) = p(E) \) and there is zero association. Numerical measures of the amount of association have been introduced, and are much used, but need not concern us here.

4.5. EXAMPLES

Some of the examples in §1.2 are extended here to illustrate the ideas of independence and association. If, to the event of rain tomorrow (Example 1), we add the event of rain on the day after tomorrow, then you would not ordinarily regard them as independent, because in many places weather on successive days tend to be similar and you would ascribe positive association between them. Many events that occur in time sequence exhibit this positive association, as inflation one year tends to be followed by the inflation the following. Negative association within successive members of a sequence is rare.

Two almanac events (Example 2), would usually be independent. Thus the capital of Liberia being Monrovia is totally unconnected with the population of France being above 60 million, in that being told the truth of one would have no effect on your uncertainty of the other. Of course, if they were both events concerning France, there might be some association.

In legal trials (Example 3) independence is often appropriate. For example, evidence about the defendant being at the scene, and evidence about the possession of a weapon may be independent in your view. However there can be subtle connections that result in associations that are hard to handle coherently. For example, if the same witness is involved in the scene and weapon evidence, there may be reason to think of an association. This is discussed further in §10.14.
The medical examples of selenium (Example 4) and saturated fat (Example 15) remind us that association is a problem that often arises, especially in the treatment of patients, because the effect of one medicine may be influenced by other medical aspects. Thus it is possible that the beneficial effect of selenium may be reduced if saturated fat is removed from the diet. Drug companies have to be aware of possible interactions of one drug with another and the possibilities become even more complex when more than two events are involved, as will be seen in Chapter 8. The lack of independence has bedevilled much medical research so that special techniques have been developed to overcome it.

The event that a card will be an ace (Example 7) is not independent of the event that a second card, drawn at random from the same pack without replacement of the first ace, will also be an ace. For if the first event occurs, there are only 3 aces left in the pack, now of 51 cards, and your probability of an ace is reduced from 4/52 to 3/51 and there is negative association. The event that High Street will win the 2.30 race (Example 8) is certainly not independent of another horse winning the same race, but it may be reasonable to judge it independent of Congress winning the 3.15.

The event that a card will be an ace (Example 7) is not independent of the event that a second card, drawn at random from the same pack without replacement of the first ace, will also be an ace. For if the first event occurs, there are only 3 aces left in the pack, now of 51 cards, and your probability of an ace is reduced from 4/52 to 3/51 and there is negative association. The event that High Street will win the 2.30 race (Example 8) is certainly not independent of another horse winning the same race, but it may be reasonable to judge it independent of Congress winning the 3.15.

The event that a card will be an ace (Example 7) is not independent of the event that a second card, drawn at random from the same pack without replacement of the first ace, will also be an ace. For if the first event occurs, there are only 3 aces left in the pack, now of 51 cards, and your probability of an ace is reduced from 4/52 to 3/51 and there is negative association. The event that High Street will win the 2.30 race (Example 8) is certainly not independent of another horse winning the same race, but it may be reasonable to judge it independent of Congress winning the 3.15.

The electricity industry in Britain, rather than the nuclear (Example 13) provides a good example of an unsound judgment of independence. The electricity grid, carrying supplies around the country, is designed so that a failure in one part of it can be compensated by re-routing the electricity, with the intention that no place suffers an interruption to the supply. Even two failures can be allowed for, with a third route available. In the original calculations about supply, failures were supposed independent and the calculations of the small probability of a place having no supply were based on this assumption. However, one cause of failure is the trees fouling the electricity cables, especially in a high wind in the spring when growth of the trees is vigorous. Thus a storm in April can cause several failures, revealing that independence of interruption events is not a sensible assumption. Once this is recognized, the common cause can be introduced, and under a different knowledge base incorporating the storm, independence recovered, reminding us how important the base is in the definition, for $E$ and $F$ may be dependent under $K$, but independent under $GK$, for some $G$ (see §8.8).

History (Example 5), as was seen in §3.10, is affected by a nonnumerate form of coherence and similarly is conscious of association in a more literary guise than that presented here. Politics (Example 12) is replete with associations like that between social class and voting. Independence plays an important role in science (Examples 15 and 20) because the ability to repeat scientific experiments is a key concept, as explained in §11.11, and the repetitions are typically independent because they are performed by different scientists in different environments. Most experiments, especially those in the biological sciences, have an element of uncertainty in them that has to be handled with a statistical analysis that almost always involves basic assumptions of independence. Indeed, some writers have been so overwhelmed by independence that it dominates their understanding of probability to such an extent that a popular statistics text book hardly mentions conditional probability. Scientific procedures for handling association within an experiment are discussed in §11.4.
4.6. SUPPOSITION AND FACT

In §3.9, the vertical line in the mathematical expression for probability was used in the sense of “given.” Thus $p(E \mid K)$ was your probability that the event $E$ was true, given your knowledge base $K$, whereas in §4.2, the same line has been used in the sense of supposition, using the subjunctive. Thus $p(E \mid F)$ was your probability that the event $E$ was true, were another event $F$ true. There is a vast deal of difference between knowing something to be so, as with $K$, and supposing it to be so, as with $F$, so is this a case of sloppy mathematical language? We think not and here explain the apparent liberty of using the same symbol for apparently different concepts.

The notation $p(E \mid F)$ omits reference to the knowledge base, so let us introduce temporarily some more complicated, but accurate notation and write $p(E \mid F : K)$ for your probability of $E$ on the supposition that $F$ is true, and knowing $K$; the colon separating the supposition, on the left, from knowledge, on the right. Now contemplate the two probabilities

$$p(E \mid FG : K) \quad \text{and} \quad p(E \mid F : GK),$$

where $G$ is a third event. The only difference between these two probabilities is that in the one on the left, the truth of $G$ is mere supposition, being to the left of the colon, whereas in the probability on the right, $G$ is known to be true, being to the right of the colon while all the others elements in the two expressions being the same. Consequently, the change from the left-hand probability to the right-hand one is entirely accounted for by your learning that $G$ is not just supposition, but is fact. We now make the assumption that the change from supposition to fact does not alter your uncertainty of $E$, and therefore your probability; in other words, the two probabilities displayed above are equal.

At first sight, this assumption looks wrong. If you have learned that inflation was low, rather than merely supposing it to be low, you might well appreciate the uncertainty about unemployment differently. By contrast, we saw in §4.5 that the probability of a second ace when one had already been drawn was $3/51$, and the value would surely be the same whether you were merely making a supposition and thinking about the situation before any card had been taken, or whether you had actually seen the first ace. So the assumption is sometimes reasonable. Why the difference between inflation and the aces?

The answer is that when you learn about inflation, you almost certainly learn about something else as well. For recall that it is inflation next year that is under discussion, and so the event can only become a fact after the passage of a year. During that year you will have learned many other things. In other words, your knowledge base will have changed, apart from the extra knowledge of inflation. But in the two probabilities displayed above, about which the assumption was suggested, they had the same base, $K$. So the assumption amounts to saying that if $G$ passes from supposition to fact, and nothing else happens, then the two uncertainties are the same, as with the aces. In this form it is often found acceptable. If it is, then there is no need to make the distinction between supposition and fact, and the
vertical line can be used for either or both purposes. Hence the notation \( p(E \mid F) \) is adequate and there is no need for the complication.

4.7. SEEING AND DOING

Having developed the concept of your probability of an uncertain event \( E \), given that you either know or suppose another event \( F \) to be true, a concept that has been denoted \( p(E \mid F) \), we will, in the next chapter, develop the rules that such probabilities must play; essentially the rules governing coherence between uncertainties. These rules are really simple and, with a little experience, are not hard to use. Because of the comparison with the standard, they are equivalent to the rules that obtain for the proportions of balls of different types in an urn. If the calculus of probability, at least at the level at which it will be used here, is as simple as the balls in an urn, then in contrast, there is an aspect of probability that really is difficult, so difficult that even experts in the field can make errors more frequently than they care to admit. The difficulty lies in the relationship between the probabilities, on the one hand, and the real uncertain world you are attempting to describe on the other. There is a difficulty in translating your opinions about inflation and employment into probabilities, and then, after calculating, translating the results of the calculations back into reality. It does not stretch language too far to say that the science is easy but the art is difficult. Examples of this arise in many places in this book, but here we explore the notion of association, as developed here, and an apparently similar notion of causation.

Let us return to the example of unemployment and inflation and consider carefully what you mean by \( p(H \mid F) = 0.6 \). You are contemplating now what the economy will look like a year ahead, in particular, on the two events of high inflation and few unemployed then, thinking of how they are associated and saying that if few are unemployed, then the probability of high inflation is 0.6, greater than it would be with many unemployed. Suppose that you, the person making this statement, are a politician concerned about unemployment in the country and are proposing to increase public expenditure, creating new jobs, and hence reducing the number out of work. You might think that high inflation would possibly result and even think that many people at work cause inflation because they have more money to spend. This could be incorrect since the original statements of association refer to a passive situation in which you are merely contemplating, whereas causation here reflects an intervention, by raising public expenditure. The contrast has been happily expressed by distinguishing between “seeing” and “doing”. Association says that if you see \( F \) at the end of the year, then you will expect to see \( H \). Causation says that if you do something to make \( F \) true, you will get \( H \). There is a lot of difference between seeing and doing, because the latter involves intervention in the system, whereas the former merely demands observation.

Here is another example, a chemical engineer was disturbed by the variability of the product being made and launched an investigation to find the cause of the variability. An obvious result of the study was that there was a critical temperature
for the chemical reaction involved, either too hot or too cold and the product was unsatisfactory. In our language, an association was established between quality and temperature. The process being used had no real control over the temperature of the vessel in which the product was made, so it was decided to re-design the vessel so that it could be kept near to the critical temperature revealed by the study. This was done, at a considerable expense, only to discover that the quality of the product was markedly less than in the study. The reason was that the new design had affected other features of the production process, which was not previously thought important. The investigation had been concerned with seeing what happened. The new process was the result of doing something. Again we see that there can be a real difference between seeing and doing. There is a well-established association between heavy consumption of saturated fat and heart disease (Example 15) found by observing people, but it does not follow that reducing the amount of fat, doing something, will reduce deaths from heart disease, although more recent evidence suggests that it may be true. The association between smoking and lung cancer was established before it was shown that smoking was a cause of lung cancer.

We shall have little to say about causation but the distinction between seeing and doing will often arise, especially in connection with Simpson’s paradox in §8.2. The general point to be made here is that in making your probability statements, you need to be alert to the precise interpretation of the events involved.
Chapter 5

The Rules of Probability

5.1. COMBINATIONS OF EVENTS

It has been shown how your uncertainty of an event $E$, when you know or suppose event $F$ to be true, can be described by a number $p(E | F)$, termed your probability of $E$, given $F$. This is for a knowledge base that will be supposed fixed throughout the following discussion and therefore mostly omitted from the notation. In almost all practical cases, several uncertainties, or probabilities, are involved and it is necessary to combine them to reach an overall measure. Probabilities combine according to rules, and the aim of this chapter is to explain the rules so that you can perform the necessary calculations. There are three basic rules from which all others can be derived; one of them is slight and the other two are developed from the two ways in which events may be combined. This chapter begins with a study of these two ways.

We have already met in §4.2 one way in which two events can be combined. If $E$ and $F$ are any two events, then the event which is true if, and only if, both events are true, was written $E \& F$, or more succinctly, $EF$. It is called the conjunction of the two events. If $E$ is the event of rain tomorrow, Saturday, and $F$ is the event of rain on Sunday, then $EF$ is the event that it rains on both days. If $E$ is the event that a person is white, and $F$ is the event that the same person is male; then $EF$ is the event that the person is a white male. If $E$ is the event that the ball, taken at random from the
standard urn, is red; and $F$ is the event that it is spotted; then $EF$ is the event that the ball is both red and spotted.

There is another way in which two events can be combined. Consider the event which is true provided at least one of $E$ and $F$ is true and is therefore only false if both events are false. It is called the \textit{disjunction} of $E$ and $F$ and will be written $E$ or $F$. (It is sometimes written $E + F$ but this can be misleading since the plus sign with events does not obey the same rules as it does with addition in arithmetic.) When $E$ is the event of rain on Saturday, and $F$ that of rain on Sunday, $E$ or $F$ is the event of rain at some time during the weekend. If $E$ is the event of a ball being withdrawn from the urn and found to be red, and $F$ the event of a similar withdrawal having black spots added, then $E$ or $F$ is the event of the ball being decorated, in the sense of having colour or spots applied. If $E$ is the event of high inflation and $F$ that of many unemployed, then $E$ or $F$ is the event that the government will experience unpopularity either from the inflation or from the unemployed.

It may be helpful to distinguish between these two methods of combining events by presenting the rules on combination in the form of a truth table that describes the truth of a combination in terms of the truths of the original events. At the same time, recall that we have already met another way of creating a new event, by means of the complement $E^c$ in §3.7. Here is the truth table for all the three methods, conjunction, disjunction, and complement in which, for any row of the table, the status of the first two events determines the status of the other three. For example, in the first row, if both events are true, then so are the conjunction and the disjunction but the complement is false.

\[
\begin{array}{cccc}
E & F & EF & E \text{ or } F \\
\text{true} & \text{true} & \text{true} & \text{true} \\
\text{true} & \text{false} & \text{false} & \text{true} \\
\text{false} & \text{true} & \text{false} & \text{true} \\
\text{false} & \text{false} & \text{false} & \text{true} \\
\end{array}
\]

There are other ways in which events can be combined, including combinations involving more than two events, but they can all be expressed in terms of the three given in the truth table.

The rule that governs the relationship between your probabilities of an event and its complement was considered in §3.7, where it was seen that your probability of the complement was one minus your probability of the event; or equivalently that your probabilities of an event and of its complement add to one. In symbols,

\[p(E^c) = 1 - p(E).\]

We now consider the rules that apply to the methods of combining two events by disjunction and conjunction. They are necessarily more complicated than that for the complement, involving, as they do, two events. The rules will be developed by the device of comparison with the standard of balls withdrawn at random from an urn, since what holds for the standard must also hold for the general concept of
probability. Essentially, the rules of probability are just those of balls of different types in an urn.

5.2. ADDITION RULE

We first look at the way probabilities behave when two events are combined by disjunction, and begin by taking the standard urn that has been used before with balls that are either red or white, and simultaneously either spotted or plain. Let $R$ be the event that a ball, drawn at random from the urn, is red; and $S$ the event that it is spotted. The combination $R$ or $S$ is then the event that the ball is decorated, either by color or spots, or both.

Now recall that probability is just the fraction of relevant balls in the urn, so, out of 100, we have merely to count the numbers to obtain the probabilities. A first reaction might be to say that the number of balls that are either red or spotted is the number that are red plus the number spotted. But a moment’s reflection will show that this is false, for in so doing the balls that are both red and spotted will have been counted twice, once as red, once as spotted. The following is the true state of affairs:

The number of balls that are decorated is the number that are red, plus the number that are spotted, less the number that are both red and spotted.

In that sentence, the first number is related to the disjunction of the events, $R$ or $S$, the next two to the individual events, and the last to the conjunction of the events, $RS$. Recalling that probability is the fraction of balls of the relevant type, we can divide every number in the statement above by 100 and interpret the results as probabilities, so that the statement is equivalent to:

The probability that a withdrawn ball is decorated, either by color or by spots or by both, is the probability that it is red, plus the probability that it is spotted, less the probability that it is both red and spotted.

Let this be written in mathematical language. We have

$$p(R \text{ or } S) = p(R) + p(S) - p(RS).$$

Since any two events $E, F$ admit comparison with the urn, this result holds for any two events, so that

$$p(E \text{ or } F) = p(E) + p(F) - p(EF). \quad (5.1)$$

Equation (5.1) is the general rule for calculating the probability of either of the two events occurring; the disjunction. It is not a happy result since it involves not just the individual probabilities of the two events, but also the probability of the event that arises from the other method of combination, conjunction, $EF$. There is an important, special case where the result simplifies.

Two events $E, F$ are exclusive if it is impossible for them to occur simultaneously. Alternatively expressed, the conjunction is impossible. The obvious case is where $F$
is the complement of $E$, for an event cannot be both true and false. Here are some examples of exclusive events.

1. Inflation next year will exceed 6%. Inflation next year will be below 3%.
2. The defendant was at the scene of the crime in the club. The defendant was at home.
3. High Street will win the 2.30. Gladiator will win the 2.30.
4. Your neighbor will vote Republican. Your neighbor will vote Democrat.

If $E$ and $F$ are exclusive, then you will assess the impossible event, $EF$ to have probability zero, $p(EF) = 0$. Equation (5.1) then simplifies to produce the result that

$$p(E \text{ or } F) = p(E) + p(F).$$  \hspace{1cm} (5.2)

This result is much simpler than the general form (5.1) but it does only apply to exclusive events and is therefore limited in scope. For obvious reasons, (5.2) is called the addition rule of probability, though we shall use the same term for the general Equation (5.1). In view of its fundamental importance, the addition rule of probability is now stated in full generality and, in particular, we recall that all uncertainties are relevant to a knowledge base $K$.

If $E$ and $F$ are any two events, uncertain for you on knowledge base $K$, then

$$p(E \text{ or } F \mid K) = p(E \mid K) + p(F \mid K) - p(EF \mid K).$$  \hspace{1cm} (5.3)

This is the addition rule of probability. If $E$ and $F$ are exclusive on $K$, then

$$p(E \text{ or } F \mid K) = p(E \mid K) + p(F \mid K).$$

Although this result may seem, at first, a little complicated, though simpler when it relates to exclusive events, recall that it is only an expression about fractions of balls in the standard urn. When considering an example, it is often useful to think of the calculations in terms of fractions of balls.

### 5.3. MULTIPLICATION RULE

The addition rule deals with the combination $E$ or $F$, the disjunction of two events, though, in general, it involves the conjunction $EF$ as well. We now turn to this last form of combination and develop another rule, using the same device, as in the last section, of comparison with the standard urn. If, as before, $R$ refers to the event of the ball being red, and $S$ to the event of being spotted; $RS$ is the event of being both red and spotted. The red balls are either spotted or plain, so the number that are both red and spotted is equal to the number that are red multiplied by the fraction of the red ones that are spotted. Dividing by the total number of balls, 100, it can be seen that:
The fraction of balls that are both red and spotted is the fraction that are red times the fraction of the red that are spotted. (It may clarify the statement to insert actual numbers of balls; for example, those in the third table of §4.1.) Replacing each of the fractions by probabilities, we have:

Your probability that a ball, withdrawn at random from the urn, is both red and spotted is your probability that it is red, multiplied by your probability that it is spotted, given that it is red.

Here the concept of conditional probability, explored in §4.2, has been used, equating the fraction of red that are spotted with your probability of being spotted, given that a ball is red. Finally, we turn the literary form into mathematical language and replace the special events, \( R \) and \( S \), by general events, \( E \) and \( F \), to obtain the result

\[ p(EF) = p(E) \times p(F \mid E). \]

It is usual to omit the multiplication sign, as explained in §2.9, and write

\[ p(EF) = p(E)p(F \mid E). \]  \hspace{1cm} (5.4)

As with the addition rule, let us next restate it in full generality including reference to the knowledge base.

For any two events \( E \) and \( F \) that are uncertain for you on knowledge base \( K \),

\[ p(EF \mid K) = p(E \mid K)p(F \mid EK). \]  \hspace{1cm} (5.5)

This is the multiplication rule of probability. Product rule is an alternative term.

Like the addition rule, it is merely an expression of a result concerning fractions of balls, and it can be useful to think in terms of these when calculating. Notice one important feature of the multiplication rule; it involves two knowledge bases, unlike the addition rule that had only one, \( K \); for here, in addition to \( K \), there is \( K \) augmented by \( E \). This feature will play a vital role in describing how your uncertainties change when new information, \( E \), is acquired.

In the case of the addition rule, it was seen that it simplified if the two events were exclusive, and that then the result could be expressed in terms of your individual probabilities of the two events, without the inclusion of the other combination \( EF \). The multiplication rule can similarly be simplified and involves only the individual probabilities. This happens, not when the events are exclusive, but when they are independent, see §4.3. Recall that \( E \) and \( F \) are independent, given \( K \), if

\[ p(F \mid EK) = p(F \mid K) \]

and using this in (5.5), we have the result that

if \( E \) and \( F \) are independent, given \( K \), then

\[ p(EF \mid K) = p(E \mid K)p(F \mid K). \]  \hspace{1cm} (5.6)

The disjunction \( E \) or \( F \) is sometimes called the sum of the two events, and the conjunction \( EF \) the product. With this terminology, the last form of the multiplication
rule reads that your probability of the product of two independent events is the product of their separate probabilities; a result that is attractive because it is easy to remember. Unfortunately, it is only true if the events are independent; otherwise it is wrong, and often seriously wrong. Similarly (5.2) reads that your probability of the sum of two events is the sum of their separate probabilities. Again this is only true under restrictions, but this time the restriction is not independence, but the requirement that the events be exclusive. Simple as these special forms are, their simplicity can easily lead to errors and are therefore best avoided unless the restrictions that made them valid are always remembered throughout the calculations. The desire for simplicity has often been emphasized, but here is an example where it is possible to go too far and think of the addition and multiplication rules in their simpler forms, forgetting the restrictions that must hold before they are correct. Notice that the restriction necessary for the simple form of the addition rule, that the events be exclusive, or the disjunction impossible, is a logical restriction, having nothing to do with uncertainty; whereas independence, the restriction with the multiplication rule, is essentially probabilistic. It is perhaps pedantic to point out that the simple form of the addition rule is correct if you judge the disjunction to have probability zero, rather than knowing it is logically impossible, but we will see in §6.8 that it is dangerous to attach probability zero to anything other than a logical impossibility.

5.4. THE BASIC RULES

There are now two rules that your probabilities have to obey: addition and multiplication. To these we add a third, one that is so simple that we have passed it by as obvious, for it merely says that any probability lies between the limits of 0 and 1 and that an event that you know to be true has probability at the upper limit of 1. This is strangely called the convexity rule. The three rules are now stated together:

**Convexity rule.** For any event $E$ with knowledge base $K$, your probability of $E$, given $K$, $p(E \mid K)$, is a number between 0 and 1. If, on $K$, you know $E$ to be true, then your probability is 1.

**Addition rule.** For any two events, $E$, $F$, with knowledge base $K$,

$$p(E \text{ or } F \mid K) = p(E \mid K) + p(F \mid K) - p(EF \mid K).$$

**Multiplication rule.** For any two events, $E$, $F$, with knowledge base $K$,

$$p(EF \mid K) = p(E \mid K)p(F \mid EK).$$

It is a fact that can hardly be emphasized too strongly that these three rules encapsulate everything about probability, and therefore everything about your uncertainty measurement, in the sense that although the rules have been obtained through comparisons with a standard, all other properties of probability can be
deduced from these three, and the standard forgotten. Although we have used the standard of balls drawn at random from an urn, it will be seen in §5.7 that other standards lead to the same three rules. All that you need to know about your uncertainty measurements, all the results that experts have obtained, and some are very sophisticated, are contained within these three rules. It is now possible to give a formal definition of the concept of coherence mentioned in §3.5. A person’s beliefs are coherent if, when those beliefs are expressed in terms of probabilities, they obey the three rules just stated. In §5.7, it is shown that an incoherent person is potentially capable of losing money for sure.

As an undergraduate, I once attended a course of 24 lectures on Newtonian mechanics. The first lecture was devoted to a careful mathematical formulation of Newton’s laws and, at the end, the lecturer explained that the remaining 23 lectures would merely consist of calculations based on these laws and went on to say that, since you can calculate, in a sense the lectures are redundant. A similar feature obtains here, so that once you have understood the three laws of probability just stated, you can calculate for yourselves and not read further. Of course, the undergraduates continued with the lectures to gain experience in calculation and, more importantly, to see how to apply Newton’s method; so I hope that you will continue with this book, but I do sincerely suggest that you ensure the rules are thoroughly understood before proceeding.

All the properties of probability follow from the three rules, but equally, the term probability is used only in the sense of something that obeys the three rules. It sometimes happens that probability is employed to mean any number that measures belief, lying between 0 and 1; that is, merely obeying the first, convexity, rule. Here we will follow Humpty Dumpty in making probability mean exactly what we say, namely obeying all three rules, not just a subset.

The fact that the three rules have been derived from assumptions, and not just invented, is not always appreciated. One cannot sit down in one’s ivory tower of the Prologue and invent rules. This is because there are uncertain events of some simplicity (we have chosen to use balls in an urn) where convexity, addition, and multiplication do hold. One school of thought replaces the last two by rules that use maxima and minima. These rules may be suitable in some contexts, but they do not obtain with balls in urns or other simple situations that we will meet later. People may sensibly reject our comparison of general uncertainty with balls in urns, or betting at the casino, but some justification for alternative rules, like maxima and minima, is required.

Another way of expressing the ideas of the previous paragraphs is to say that the calculations of several uncertainties, forming a calculus of probabilities, are based entirely on addition and multiplication. What is also remarkable about this is that probabilities combine in two different ways: addition and multiplication. Most common concepts only combine in one way. Lengths add, but they do not multiply; or when they do, they produce something different, area. You may add sums of money but it makes no sense to multiply 3 dollars by 7 dollars. Even human beings can combine in only one way to produce another human being, by the addition of sperm to egg, though there are now many ways of effecting the addition. Probability
is so rich because of its two methods of combination, corresponding to the two ways that events may combine.

Despite this richness, recall that the three rules are only results concerning fractions of balls in an urn, expressed in a different language. If you have trouble thinking about some of the results in this book, do not be ashamed to think in terms of fractions of balls in an urn, if you find that convenient. Nevertheless, experience shows that it is better to forego the habit and calculate directly in terms of probabilities. Notice that the rules have been expressed in terms of probabilities and not in terms of the odds (§3.8) with which some people are more familiar. This is because the rules are easier to comprehend, and to use, in probability form. The interested reader might like to translate the addition rule into odds: the result is a mess. Bookmakers are familiar with the multiplication rule but sometimes do not understand the addition rule.

After the above had been written a little voice in my ear said that I was not quite correct and that the addition rule in the form stated above is not adequate for all that had been claimed. “Don’t forget conglomerability” it said, as if one could forget a word as long as that. The objection is sound; most probabilists do introduce a conglomerability rule, which cannot be justified by reference to the standard, and use it extensively to produce deep results, but my contention is that conglomerability is just a mathematical device for handling infinities and not a basic property relevant to the finite situations that we shall encounter. We shall not need to use sophisticated tools like integration or differentiation but can make do with simple devices that are adequate for a layperson’s understanding. To assuage the curious, and curiosity is to be encouraged, we will mention conglomerability in §12.8 when more experience of using the rules has been gained.

There is another important (some might say outrageous) claim for the three rules. Most of us like to think of ourselves as logical, though we often have difficulty in living up to the ideal. Now logic deals with the truth and falsity of events and the rules are principally captured in the truth table of §5.1; thus if $E$ and $F$ are both true, then it logically follows that $EF$, the conjunction, is also true. Probability deals with all events, principally uncertain ones, but true and false events are included with $p(E) = 1$ if $E$ is true and 0 if false. I claim that probability is the unique extension of logic and that your ideal should not be to be logical, but to be coherent in the sense of the three rules. The grand assertion is that you must see the world through probability and that probability is the only guide you need. “Understanding Uncertainty” means knowing the three rules of probability. The language of life is that of probability. Probability is as essential as ethics, religion, physics, genetics, and politics. Probability should operate everywhere and is a feature of all these topics because uncertainty is present in all of them.

5.5. EXAMPLES

One result in probability was met in §3.7 but does not appear in the basic rules just listed; so to support our claim that all results in probability follow from the basic ones, let us derive the earlier result from these. There it was seen that your
probability of an event, and your probability of its complement, necessarily added to
one; yet this does not appear in the three rules and the complement is not even
mentioned. To establish the correctness of this result, take any event \( E \) and its
complement \( E^c \). These two events are exclusive (§5.2) since they cannot both be true.
The addition rule may therefore be applied in its simpler form of (5.2) to provide

\[
p(E \text{ or } E^c) = p(E) + p(E^c).
\]

The event on the left-hand side of this equation, \( E \) or \( E^c \), must be true since \( E \) is either
true or false, and by the convexity rule, a true event has probability 1. Hence the
above result reads

\[
1 = p(E) + p(E^c),
\]

and the earlier result is obtained, thereby substantiating the claim that the earlier
result follows from the three rules. Further rules that follow from the basic ones will
be developed later.

In §3.5 a problem about birthdays was mentioned, to illustrate the idea that, from
some easily assessed probabilities, others that were harder to think about could be
found. Let us see how the rules achieve this and begin with three people. For each of
them you state that your probability they were born on March 4 is \( \frac{1}{365} \), and
similarly for any other date. You further believe that knowledge of the birthday of
any of them would not affect your probability for any other; in the language of §4.3,
on your knowledge base, the birth dates for different people are independent. The
rules are now used to calculate the probability that at least two of the three share the
same, unstated birthday.

To do this we calculate the probability of the complementary event that none of
them share a birthday, when the required result will be one minus this value, by the
general result just obtained. Take the three people in order. The first person will have
some birthday and for the second to have a different day, it must be among the 364
other days, so your probability is \( \frac{364}{365} \) by the addition over the 364 exclusive
possibilities. Now take the third; their birthday is restricted to the remaining 363
days, so your probability that the day will be different from the first two is \( \frac{363}{365} \).
By the multiplication rule, and using your assumed independence, your probability
that all three will differ is \( \frac{364}{365} \times \frac{363}{365} \times \frac{362}{365} \) and so on.
This is 0.9918 to four decimal
places. It follows that your probability that at least two of them share a birthday is
one minus this, at 0.0082. This is small, less than 1%.

In the original example there were 23 people, not 3, but the general method of
calculation is the same. Having 364 days available for the second, 363 for the third,
there will be 362 for the next, 361 for the next, decreasing by 1 each time. For 23
your probability for all 23 having different birthdays will be

\[
\frac{364}{365} \times \frac{363}{365} \times \frac{362}{365} \times \text{ etc.} \times \frac{343}{365},
\]

the last fraction and product corresponding to the twentythird person. A calculator
enables this to be found to be about \( \frac{1}{2} \). Hence your probability of the complement,
that at least two share, is also about \( \frac{1}{2} \), as stated. Thus from probabilities that are easily thought about, like \( \frac{1}{365} \), can be calculated others that are far from easy. This use of the probability rules is typical.

As another example of the rules, consider the probability of a nuclear accident in Example 13 of § 1.2. The following simplified version will illustrate the ideas of how this might be assessed. Suppose that an accident can occur only if two things simultaneously happen; first, a fuel rod jams, an event \( R \); second, the cooling thermostat fails, an event \( C \). Then you are interested in the event \( RC \). The probability of this can be evaluated by the multiplication rule as \( p(R)p(C \mid R) \). Suppose your probability of jamming is 0.01 and, if the rod jams, the probability that the thermostat will fail to respond to the consequent overheating is 0.04. In symbols, \( p(R) = 0.01 \) and \( p(C \mid R) = 0.04 \). Then the probability of an accident is the product
\[
0.01 \times 0.04 = 0.0004.
\]
Notice that although the two separate probabilities are modest, the product is small. In reality more than two things will have to occur simultaneously for there to be an accident and as each involves multiplication by a probability, necessarily less than one, the accident probability decreases with each multiplication and its very small value can be assigned, provided the individual probabilities, of modest size, can be found. Again, in practice, there will be many ways for an accident to arise, each can have its probability found by this use of the multiplication rule and the addition rule used to combine them. Thus if, in addition to the failure method mentioned above with probability 0.0004, there was another method, exclusive of the first, with probability 0.0007, the total probability would be 0.0011. Two words of caution need to be included: first, the uncertainties refer to a fixed period of time, say over a year; and second, they refer to a fixed knowledge base.

5.6. EXTENSION OF THE CONVERSATION

The three rules are the basic ones but many others can be derived from them, a particularly useful one having the delightful name of the extension of the conversation. Although the proof of the rule involves some technical mathematics, which we said would be avoided in general, it is given here because the technicalities are very simple, and because it will perhaps show the reader, by example, how these simple ideas can be used to extract many other results from three basic rules. The reader prepared to embark on the journey of discovery should recall that probabilities are only numbers and that the manipulations that follow are essentially a combination of arithmetic and the basic rules; the language, like \( p(E \mid F) \) covering many possible arithmetical interpretations, one of which is given in the cancer example that follows. The reader who is not interested can proceed directly to the result, Equation (5.7) helped by the literary equivalent in the following paragraph.

Take any event \( E \) whose probability you wish to find, and let \( F \) be another event. From these, two other events can be constructed, \( EF \) and \( EF^c \). The latter is the event that is true if, and only if, both \( E \) is true and \( F \) is false. The events \( EF \) and \( EF^c \) are exclusive since \( F \) cannot be both true and false. The addition rule in its simpler
form (5.2) gives
\[ p(EF \text{ or } EF^c) = p(EF) + p(EF^c). \]
The event on the left is just \( E \) since the truth of \( F \) is irrelevant. So
\[ p(E) = p(EF) + p(EF^c). \]
Next apply the multiplication rule to each of the two terms on the right. Thus \( p(EF) = p(E \mid F)p(F) \), and similarly with \( F^c \). The result is
\[ p(E) = p(E \mid F)p(F) + p(E \mid F^c)p(F^c). \tag{5.7} \]
This is the rule of the extension of the conversation and holds for any two events on a common knowledge base. The reason for the terminology is that you are considering, or conversing, about \( E \) on the left of (5.7), and extending the conversation on the right to include event \( F \).

Like all the results, this can be thought of in terms of ratios of balls in the standard urn. Let \( E \) correspond to red and \( F \) to spotted. Then the rule says that the proportion of red balls is equal to the proportion of red among the spotted, times the proportion of spotted, plus the proportion of red among the plain, times the proportion of plain. The last sentence is the literary equivalent of (5.7).

An immediate question is what use is this rule; why extend the conversation to include another event, making life more complicated? The reason is that the conditional probabilities of \( E \) that appear on the right-hand side of (5.7) are often easier to think about than those of \( E \) on its own. Here is an example that we meet again in §6.4. Suppose there is a clinical test for cancer that can either yield a positive \( + \) or negative \( - \) result but is not perfectly reliable, so introducing an element of uncertainty. Suppose that all the patients showing a positive result have to go for a more extensive analysis. It then becomes important to know how probable it is that a person will show \( + \) on the test. With a clinical test, it is usual to know how good it is in the sense that the probabilities of false positives and false negatives are agreed and known. That is, if \( C \) is the event of having cancer, \( p(- \mid C) \) for the false negatives, and \( p( + \mid C^c) \) for the false positives, are known. Here \( C^c \) is, as usual, the complement, not having cancer. If the conversation is extended from \( + \) (playing the role of \( E \)) to include \( C \) (playing that of \( F \)) then, from (5.7),
\[ p(+) = p( + \mid C)p(C) + p( + \mid C^c)p(C^c). \tag{5.8} \]
Finally, with \( p( + \mid C) = 1 - p(- \mid C) \) and \( p(C^c) = 1 - p(C) \), your required probability of a positive outcome, \( p(+) \), has been expressed in terms of the known falsity rates and your probability that, before the test, a patient has cancer, \( p(C) \).

Here is a numerical example. The rates are low for a good test, so suppose
\[ p(- \mid C) = 0.01, \quad p( + \mid C^c) = 0.05. \]
The first value means that a patient who truly has cancer has only one chance in 100 of slipping past the test undetected and therefore is almost certain, probability 0.99, of being detected, $p(+ | C) = 0.99$. The second value means that a cancer-free patient still has probability 0.05 of a positive test result. If only 2% of the population has cancer, and you consequently take $p(C) = 0.02$, your probability of a positive result is, by (5.8),

$$0.99 \times 0.02 + 0.05 \times 0.98 = 0.0688.$$ 

So you assess the probability of a positive result at almost 7%, much greater than the 2% of the patients who truly have cancer.

The analysis just advanced recognizes that a positive test result can arise from one of two causes; a patient with cancer can be correctly diagnosed, $p(+ | C)$; or a healthy patient can respond incorrectly, $p(+ | C^c)$. If all patients had cancer, only the first case would apply and $p(+) = p(+ | C)$; if none, then only the second operates and the errors are experienced, $p(+) = p(+ | C^c)$. The general result (5.8) is a combination of these two cases and the formula for the extension of the conversation reflects this, adding a proportion $p(C)$ of the first value, and the complementary proportion $p(C^c)$ of the second. We say that the conditional probabilities have been mixed and (5.7) reflects this mixture of $p(E | F)$ and $p(E | F^c)$ in proportions $p(F)$ and $1 - p(F) = p(F^c)$.

It has repeatedly been emphasized that probabilities behave like proportions of balls in urns, so let us redo the cancer calculations in those terms without any of the mathematical apparatus. Mathematicians rather frown on this form of argument but it is useful for those who find the symbolism too abstract and, most importantly, it is correct; its serious disadvantage is that it only handles special, numerical cases and does not, like the general Equation (5.7), reveal the structure of the edifice that is your logical way of thinking about uncertainty.

Instead of our usual urn of 100 balls, let this one have 10,000 balls, otherwise the numbers will be uncomfortably small. With 2% of the patients having cancer, there will be 200 balls labeled “cancer” and the remaining 9,800, “cancer-free”. The falsity rate for the former was 1%, so 2 will register negative, leaving 198 positive. The falsity rate for the latter was 5%, 1 in 20, so 490 will register positive. Hence the total number of positives is $198 + 490 = 688$ out of 10,000, exactly as before. Notice that the high rate of positives, nearly 7%, compared with the cancer rate of 2%, is mostly due to the 490 healthy patients that the test got wrong. An alternative way of laying out the arithmetic is by the use of a contingency table, as was done with unemployment and inflation in §4.1.

5.7. DUTCH BOOKS

Let us see where we have got to in the argument from where we began with examples of uncertainty in Chapter 1. As a result of some assumptions about the measurement of uncertainty involving comparison with a standard of balls in an urn, we have
demonstrated that the measurement, called probability, has to obey three rules, convexity, addition, and multiplication, which form the basis of a calculus that can be used to make your appreciation of uncertainty coherent. This derivation of the rules from a standard has been used because it is perhaps the simplest and the least free from objections. However, some readers may not be convinced and their doubt is not at all unreasonable. You may feel unhappy using a single number to describe something as subtle as not knowing, or you may be concerned at a comparison that in many cases, for example with inflation, you would have difficulty in making. In this and the following sections, we discuss how other, quite different approaches lead to the same rules. That is, whatever way uncertainty is approached, probability is the only sound way to think about it. The alternative approaches will only be dealt with in outline, enough for you to appreciate their main ideas. If probability is the only sound way to think about uncertainty, it is valuable to have many derivations of the rules, thereby strengthening your confidence in the rules.

One derivation has been briefly mentioned in §3.6 that involved gambling. As usual, let $E$ be an uncertain event and suppose a gamble on $E$ is offered by you at odds of 5 to 1 against; meaning that, for a stake placed by another, you will pay out 5 times that stake if $E$ is subsequently found to be true, and return the stake. If $E$ is not true, then you will retain the stake. The importance of numbers, as has already been explained, lies in their abilities to combine easily, so let us suppose you contemplate a second gamble, but this time on the complement of $E$, denoted, as usual, $E^c$. With two gambles, something interesting happens. Here is an example.

Suppose that you offer a gamble on $E$ at odds against of 1 to 1, commonly called “evens”, and at the same time offer one on $E^c$ at odds against of 2 to 1. Next suppose that I come along and place a stake of 3 on the first gamble and a stake of 2 on the second. What will happen? If $E$ is true, then you will lose 3 on the first and gain the stake of 2 on the second; a total loss of 1. Suppose $E$ is false, $E^c$ true, then you will keep the stake on the first, a gain of 3, but will lose 4 on the second, because you will have to pay out twice (2 to 1) the stake (of 2). So your total loss will be 1. Hence whatever happens, whether $E$ is true or false, you will lose 1. You might just as well give me 1 and forget about the gambles.

If, as here, I can choose the stakes such that I will win for sure, and you will lose for sure, we say that I have made a Dutch book against you. It has just been shown that if you give odds of evens against an event and odds of 2 to 1 against its complement, then you will lose money for sure with an intelligent placing of stakes. (The stakes of 3 and 2 were selected deliberately.) Clearly you want to avoid the possibility of a Dutch book and the question is, how can this be done? The answer is to turn the odds into probabilities, as with equation (3.3) in §3.8, and arrange the probabilities to add to 1. In the example, your equivalent probability for $E$ was $1/2$, that for $E^c$ was $1/3$. These do not add to 1.

The method of the example may easily be extended to prove that the avoidance of Dutch books implies one of the rules of probability, namely that

$$p(E) + p(E^c) = 1$$
as obtained in §3.7. Using more complicated combinations of events and their associated gambles, it is possible to derive all three rules of probability. Hence we have here a quite different approach to uncertainty, employing gambles, which leads to exactly the same results, thereby adding to our confidence that the results are correct. There are three reasons why the gambling approach has not been employed here. First, many people, understandably, object to gambling. Second, there are difficulties with uncertainty being confused with desirability, see §3.6. The third reason is that the proofs are more complicated than those presented here. Notice that in the urn approach, all the rules of probability have been proved, not merely presented as plausible. A proof seems to me to be the best way of convincing you that the rules are correct, indeed, inevitable.

One final remark about Dutch books before we leave them. If you go to a race meeting and investigate the odds offered by a bookmaker against the horses in a single race, you will find that it is always possible for you to arrange your stakes such that you will lose money for sure. That is, the bookmaker has arranged his odds such that he has the potentiality for a Dutch book against unwary gamblers. Of course, he cannot guarantee this, since he does not control the stakes, but this is how he makes his money. Turn the bookmaker’s odds against into probabilities and you will find they always add to more than 1.

5.8. SCORING RULES

Some people reasonably object to the derivation of the rules used here because they feel that the standard is not usable, or operational, though we attempted to overcome this objection in §3.5. Here is a method of deriving probability that is operational, though unfortunately it has been little used.

Suppose that I ask you to give me a number that describes your uncertainty for an event $E$, where you are free to use whatever process you like, even one that merely provides a number that keeps this annoying inquisitor quiet. But you are told that, if the event is subsequently found to be true, you will be given a score that is the square of the difference between your number and 1. If it is false, you will be scored by the square of the difference between your number and 0. For an explanation of “square” see §2.9. Thus, if you say 0.7 and the event is true, you score $(1 - 0.7)^2 = 0.3^2 = 0.09$; if false, you score $0.7^2 = 0.49$. In practice the scores are multiplied by 100, giving a modest 9 if the event is true but a more substantial 49 if false. In symbols, if you provide a number $x$ you will score $(1 - x)^2$ or $x^2$ according to whether the event is true or is false. What number $x$ will you give? The scores are to be thought of as penalty scores so that you aim to make them as small as possible. Furthermore, you may be asked to provide uncertainty numbers for other events, in which case the scores for the various events will be added to produce a total score.

It is easy to see, and so easy that it is left as an exercise for the reader, that your score will be smaller, and hence better, if you obey the convexity rule of probability. That is, the number provided must lie between 0 and 1, and that if you know the event to be true, it must be 1. Using these scores for several events, it is possible to
prove the addition and multiplication rules of probability. That is, the numbers that you give must satisfy those rules or else you will necessarily receive a larger penalty score than you need have done. The proofs here are not so easy and are omitted, which is a pity since the proof of the multiplication rule is one of the most beautiful pieces of modern, simple mathematics. The use of a scoring rule based on squares therefore leads to the same rules of probability. It is called a quadratic rule.

Nevertheless, an objection will occur to many of you; why use those scores, other scores might have given different results; for example, those based on maxima and minima mentioned in §5.4. What happens if scores that are not quadratic are used? There are two possibilities. The first type of score means that effectively you will think of any event as either “true” or “false” with no shades of meaning in between. Alternatively expressed, you will, to any event, assign one of two numbers, one number can be interpreted as “true,” the other as “false.” The second type of scoring rule will lead to a range of numbers, which may not be probabilities, but will be capable of being transformed into probabilities. For example, one scoring rule leads to your stating odds. These we have seen in §3.8 can be easily transformed into probabilities. The first type of rule is unsatisfactory because it does not distinguish between different strengths of beliefs in an uncertain event. Nevertheless a pupil under instruction is often forced by their teacher to say “true” or “false” when uncertain, so denying their uncertainty. (The comments in §3.10 are relevant here.) There is no general agreement on which, among the second type of scoring rule, is best. The choice between them may depend on other factors. For example, odds are preferred by some people, probabilities by others. An important conclusion is that there are no scoring rules that lead to the maxima and minima rules mentioned in §5.4. Scoring rules necessarily lead to probability, or something equivalent to it, like odds.

5.9. LOGIC AGAIN

A modern computer operates according to the rules of logic. Each statement is regarded as either true or false and the calculations operate within the rules to produce other statements that are similarly either true or false. The computer does not deal with uncertainty directly but can only handle uncertainty by operating with probabilities, or other numbers, which themselves obey the rules of arithmetic. Suppose we were to think of a machine that dealt with uncertainty directly, rather than with just truth and falsity; what rules would it have to obey? The person “you” that has been used previously is here replaced by a machine and we are enquiring what rules this machine would have to use in a generalization of logic (compare §5.4). This is a complicated matter but let me try to convey an outline of the ideas involved.

As before, take two events, $E$ and $F$. There are several uncertainties here like those of

$$E, \quad F, \quad E \mid F, \quad F \mid E, \quad EF,$$
discussed in Chapter 4. Thus there is the uncertainty of one event, were the other known to be true, exemplified by $E \mid F$. Some basic requirements establish that there must be relations between these five uncertainties, in the form that some must be functions of the others. What functions could these be? Here the mathematics becomes a little involved, but the result is that the relationships are just those of the probability rules and the functions are just those of addition and multiplication. In other words, we are back to the familiar territory, even though the starting point and the route have both been different. In many ways this is the best way of deriving the rules because it assumes so little and because it exhibits the powerful feature of probability, namely that it is a generalization of logic. It has the pedagogical objection that the proofs are hard, much harder than those offered here with balls in urns, which is not too serious provided the reader has trust in the mathematician. It also has the more cogent objection, namely that it encourages the idea that a computer can measure uncertainty. This is not so, all the material does is to provide the rules and it does not say what the probabilities should be, only how you (or the computer) should manipulate those it has. This point has been made in §1.7: You are free to believe what you wish within the bounds of the rules prescribed by probability, but these you must never offend. Unfortunately, many writers have not appreciated this point and tried to develop a machine concept of ignorance, from which other uncertainties could be derived. This is unsound. A machine cannot know what an uncertainty is any more than it can tell whether an event is true or false, except in comparison with other events that it has been told about.

5.10. DECISION ANALYSIS

There is one other way of justifying the rules of probability. It ignores the concept of uncertainty directly and instead inquires how you should act in the face of uncertainty. Forget about the uncertain events, only consider whether you should act this way or that when faced with a situation in which you do not know all the facts. The emphasis is on the action, rather than on thinking about the events, as we have done. Alternatively expressed, you need to decide what to do, so the topic is called “decision analysis”. We shall not have anything to say about this here, because in Chapter 10 it is demonstrated how the results we already have enable you to act in the face of uncertainty. With this before us, it will be easier to understand the advantages and disadvantages of decision analysis. We shall also see how decision analysis leads us back to probability, in that coherent actions necessitate uncertainty being so described and the three rules used.

The upshot of the material in the last four sections is that we have five, rather distinct methods of establishing the rules of probability. These are

1. Comparison with a standard.
2. Avoidance of Dutch books in gambling.
3. The use of scoring rules.
4. An extension of logic.
5. Action in the face of uncertainty.

These can be thought of as five pillars supporting the same edifice, the edifice of probability, and whichever way you look at uncertainty, the end result is the same. It is possible to use other approaches that lead to different rules, for example, involving upper and lower probabilities, see §3.5. These can be dismissed on grounds of simplicity, or for confusing the idea of measurement with the practice. By contrast, there are no approaches that lead to rules of comparable simplicity to those of probability. We can therefore go forward in the real confidence that our rules are the proper ones to use. Recall that, although they may appear, especially in their use, to be complicated, in reality they are only expressions of simple properties of proportions of balls in urns.

We next go on to develop, from the three rules, another rule of great importance; so important that it deserves a chapter to itself. But before doing so consider two words of caution lest my enthusiasm for probability becomes too gross.

5.11. THE PRISONERS’ DILEMMA

Our cautionary tale concerns two prisoners, Ann and John, where each has separate decisions to make; whether or not to confess to a crime. Their dilemma is described in the contingency table below, though it differs from the tables encountered in Chapter 4 in that the entries are not probabilities but the consequences of their decisions.

<table>
<thead>
<tr>
<th>JOHN'S DECISION</th>
<th>Confess</th>
<th>Not Confess</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN'S Confess</td>
<td>0,0</td>
<td>2, −2</td>
</tr>
<tr>
<td>DECISION Not Confess</td>
<td>−2,2</td>
<td>1</td>
</tr>
</tbody>
</table>

Ann controls the rows, the upper corresponding to her confessing, the lower applying to when she does not. John similarly controls the columns, on the left confessing, on the right not confessing. The entries in the table are each a pair of numbers, the first being the reward to Ann, the second that to John. For example, if neither confesses, the right-hand, lower entry, they both get a reward of 1; whereas if Ann confesses with John still not confessing, she would increase her reward to 2, at the cost of John losing 2; the entry 2, −2 in the top, right. The rewards have been selected for simplicity, rather than as an accurate reflection of prison conditions. The problem is how should they act when they cannot communicate, so that each is uncertain about what the other will do. The uncertainties here, caused by one person now knowing what the other will do, suggest probability, so that Ann might consider her probability that John will confess; while he evaluates his probability of her confessing. But consider the following argument.

Ann thinks what she should do were John to confess, when the left-hand column of the table is relevant. Recalling that the first entry in each pair refers to her
decision, she should also clearly confess for, although she will get no reward (value 0) as a result, it is better than the loss of 2 (value \(-2\)) that will arise if she does not confess. Similarly if John were not to confess, the right-hand column, confession (value 2) is preferable for her, yielding more than not confessing (value 1). So Ann argues that whatever John does, it is better for her to confess, and her uncertainty about his choice is irrelevant. Similarly when John considers what Ann might do, it is always better for him to confess (0 instead of \(-2\) if Ann confesses, 2 instead of 1 if she does not), and his uncertainty about her is also irrelevant, with the upshot that they both decide to confess, ignoring their uncertainties and both ending up with no reward, 0,0.

This conclusion is strange, since, had neither confessed, they would each have increased their reward by 1. The difficulty with both not confessing is that, had John not confessed, Ann could have improved her position by confessing, increasing her reward to 2, and similarly with their roles reversed. No such improvement is possible when both confess. The dilemma therefore poses a real problem for which several resolutions have been proposed, none of which is entirely satisfactory. To report on the real progress that has been made would take us too far from the main thesis. The point that concerns us here is that although both participants face uncertainty, the expression of that uncertainty in the form of probability does not help in the resolution of the dilemma. The difficulty appears to be this: the whole treatment of uncertainty here presented concerns a single person, you, facing uncertainty, whereas the dilemma involves two persons who are not able to co-operate. It is possible to consider two people, with their individual uncertainties, by means of probability, provided there is an element of co-operation between them. For example, if John announces that his probability of rain tomorrow is 0.7, then it is possible to evaluate the effect his statement of probability might have on Ann when she contemplates the possibility of rain tomorrow. It is the lack of co-operation, and the consequent separation of their roles, that seems to be the cause of the trouble. The cautionary tale of Ann and John reminds us that the treatment of uncertainty offered here is not universally applicable.

What seems to be true is that if only one person, or one group of persons acting in co-operation is involved, then the probability calculus is satisfactory. At the other extreme, if there is a complete lack of co-operation, as in the prisoners’ dilemma, or with two armies in a battle, probability may fail. There are intermediate cases, such as a company marketing a product for sale to consumers, where there is no co-operation between producer and consumer but equally no hostility. Here the probability calculus appears to be helpful and typically produces a sensible resolution for both the producer and the consumer. Games, where there is competition between two players, can cause real problems to both practitioners and mathematicians that have not been satisfactorily resolved.

5.12. THE CALCULUS AND REALITY

The calculus of probability, based on the three rules, is, at least in the situations discussed in this book, rather easy to use, being essentially, as its name suggests,
merely a method of calculation. What can be more difficult is to relate the calculus to the real, uncertain world. The problem will repeatedly arise as we progress through the book. Here we anticipate some of the difficulties, using the specific example of weather forecasting. We suppose a meteorologist has to forecast tomorrow’s weather in Arizona. Future weather (Example 1 of §1.2) is uncertain, so probability should be incorporated into the forecast. Actually, British weather forecasts rarely include probabilities, preferring emphatic statements like “it will rain tomorrow”. One argument put forward in defense of this policy is that people will not understand probabilities, to which my response is that people will not until they are used. No, the difficulties with probability lie deeper.

Many people have a low opinion of weather forecasts, a view which often stems from the emphatic nature of the forecasts. They recall the occasions when the statement “it will rain” has been followed by a dry day, forgetting the days when it did rain as forecasted. According to our thesis, the emphatic statement should be replaced by one like “the probability of rain tomorrow is 0.8.” A minor advantage of this style is that the meteorologist is less obviously wrong since, even when the weather is dry, he is covered by the 0.2 possibility of a dry weather. Recall that the probability reflects the meteorologist’s belief that the event, rain tomorrow, will be true. (I once heard a forecaster in Florida, where probability is used, say that it meant that 80% of you will get wet.) But what does it mean that “rain tomorrow” is true? Does it mean it will rain somewhere in Arizona, or everywhere in the state? Are the inhabitants of Tucson entitled to criticize the forecast if their city is dry when most are wet? These considerations suggest that the probability form has unsatisfactory features. A way out of the difficulty is indicated by looking at the practice of bookmakers. A popular activity in England is to bet on having a white Christmas. There has to be a precise definition of “white Christmas” in order that there is no argument about when the payout takes place. A typical definition is that at least one flake of snow settles on a small plate, placed on a roof in London, at some time during the 24 hours of Christmas day. The idea could be adapted to cover “rain tomorrow,” referring to a rain gauge at a specified location in Arizona. To be useful, several localities would be needed to distinguish the wetter parts from the drier ones. A lesson learned from this is that the statement, about which the belief is expressed in probability terms, should, in principle, be testable as to its truth and, in particular, be well defined. We say, in principle, because there are statements like “the Earl of Oxford wrote ‘Hamlet’”, which cannot be verified now, and maybe never, yet can be reasonably described as true or false, even if you do not see how to do the verification.

It was seen, with the discussion of scoring rules in §5.8, that when verification is possible a penalty score can be constructed, which will provide assistance in assessing the meteorologist’s ability, not only on one occasion, but over a period. This has been used with weather forecasts of rain at a specified place in the United States, where the professionals performed well, achieving a low penalty score. There remains a problem even then with how detailed the forecast is. Compare the statement “rain tomorrow” with “at least two millimeters (2 mm) of rain tomorrow”, both referring to the same, specified site. The latter must necessarily have the smaller
probability, for the first event can happen in two, exclusive ways, “not more than 2 mm” and “at least 2 mm” so that by the addition rule, your probability of the first event equals the sum of the probabilities of the other two and, since probability is never negative, the first must exceed either of the other two. Generally, if the truth of one event implies the truth of a second, the first must have a smaller probability. Applying this to the forecast, the more specific the forecast, the smaller must be the probability, and it must be taken into account in assessing the meteorologist’s ability.

The lesson to be learned from this study of weather forecasts applies generally and warns us to be careful in the specification of the uncertain events that are being referred to. This also applies to your knowledge base. It is not merely a question of calculating with probabilities but also one of relating the ingredients of your probability statements to reality. You do not need to think only about $p(E | K)$ but also about the precise nature of $E$ and $K$. 
6.1. TRANSPOSED CONDITIONALS

This chapter is devoted to what is surely the most interesting rule in probability, with an overall importance that makes it fit to rank alongside the basic equations of Einstein or the fundamental rules of genetics. But first a few examples that are included to demonstrate the need for the rule.

No one who has absorbed the thesis of this book will confuse

\[ p(E | F) \]

with

\[ p(F | E) \].

The notation makes it apparent that they are different, reversing the orders of the two events, \( E \) and \( F \). In the first probability, \( E \) is an uncertain event whose belief is being measured supposing, or knowing, that \( F \) is true (plus an unstated \( K \)). In the second probability, \( E \), far from being uncertain, is supposed or known to be true; it is \( F \) that is uncertain and whose belief is being assessed. Despite the obvious differences, people are continually confusing one probability with the other. They are termed \textit{transposed conditionals}, because \( E \) and \( F \) have been transposed in the two probabilities, each taking it in turn to be the conditional. They are sometimes referred to as Janus examples after the Roman god with two heads looking in opposite directions. Notice that the confusion occurs in ordinary logic, as in this example from a newspaper, the person’s name being changed. “If it is true that you should never trust a man with a tidy desk, then you should have complete faith in
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Peter Brown, for his desk, indeed every surface in his room, is cluttered with papers and books.” The first part of the sentence says “tidy” implies “untrustworthy,” the second that “untidiness” implies “trustworthy,” and the deduction of the second from the first ignores those who are both untidy and untrustworthy. The reversal here can be recognized by noting that $E$ implies $F$ is equivalent to $F^c$ implies $E^c$ not $E^c$ implies $F$; here $E$ is “tidy,” $F$ is “untrustworthy.” Notice that the mathematical notation for probability makes the distinction, which is not easily apparent in the English language, very clear; so much so that the language and notation have been advocated in legal cases, where the confusion is rife. The precision of the mathematical language should appeal to the legal mind. There follow some examples of the confusion.

**Example 1. Armadillos.**

Armadillos frequently give birth to identical twins. A scientist took advantage of this fact to study the effects of environmental factors on the animals, confident that they would not be influenced by genetic differences, as there are none between such twins. One twin was enabled to live a sedentary life; the other was made to work in a treadmill for much of the time. It was observed that the worker developed much thicker and stronger legs than the sedentary animal. A puzzle in anthropology is the existence together of Neanderthal man and essentially modern man. The former had much thicker leg bones than ourselves. On the basis of the observations on armadillos, the scientist concluded that Neanderthal man was more physically active than were our ancestors.

**Example 2. Disease symptoms.**

The first example was specific but the others are deliberately made more abstract, to emphasize the generality of the situations. Doctors studying a disease $D$ noticed that 90% of patients with the disease exhibited a symptom $S$. Later, another doctor sees a patient and notices that she exhibits symptom $S$. As a result, the doctor concludes that there is a 90% chance that the new patient has the disease $D$.

**Example 3. Forensic science evidence.**

A crime has been committed and a forensic scientist reports that the perpetrator must have attribute $P$. For example, there may be DNA of type $P$ at the scene that can only be accounted for as having come from the guilty party. The police find someone with $P$, who is subsequently arrested and brought to trial, charged with the crime. In court the forensic scientist reports that attribute $P$ only occurs in a proportion $p$ of the population. Since $p$ is very small, the court infers that the defendant is highly likely to be guilty, going on to assess the chance of guilt as $1 - p$ since an innocent person would only have a chance $p$ of having $P$.

**Example 4. Significance tests.**

Scientists often set up an Aunt Sally and attempt to knock it down. (In America there is a sex change and Aunt Sally becomes a straw man.) Thus they may suppose that a chemical has no effect on a reaction and then perform an experiment which, if the effect did not exist, would give numbers that are very small. If they obtain numbers that are large compared with expectation, they say the straw man, usually called a null hypothesis, is rejected and that the effect does exist. By “large” here they mean numbers that would only arise a small proportion $p$ of times, were the null hypothesis true. When they do arise they speak of having confidence $1 - p$ that the effect exists. The procedure summarized here is called a significance test and $p$
is the significance level of the test. Scientific journals are unfortunately full of significance test, often with $p = 0.05$, and will be discussed in §11.10.

What have these examples in common? They all turn things upside down, or put them back to front. The exercise affected the armadillo’s legs but the inference for man was that the legs were indicative of exercise. The disease gave rise to the symptom but, with the new patient, the symptom was suggestive of the disease. If innocent, there is only a chance $p$ of the evidence, leading to a statement, based on the evidence that there is only a chance $p$ that he is innocent. If the straw man was correct, the result would be small; the fact that it is not small is used as evidence that the straw man is false. In each case, the first statement has been turned around to provide the second. Now this is not entirely ridiculous; one can infer something about a disease from a symptom, but we need to do it with some care. It cannot be done in the naive ways described in these examples. The proper inversion is accomplished by the probability rule that is the concern of this chapter.

6.2. LEARNING

Bayes rule has an even more important role than that of clarifying transposed conditionals; it tells us how we ought to learn. All of us learn as a result of new experiences. When we are children, we do it easily and almost without effort; at school, we make the activity more formal; in middle age, we get more set in our ways; in old age, learning becomes difficult and we engage but little in the activity. This is descriptive (see §2.5) in contrast to the prescriptive, or normative form; how ought we to learn? Let us see how we can answer this question by using the framework of probability so far developed. For any statement or event, $F$, you have a probability $p(F)$ on some knowledge base. Next suppose that you acquire new evidence, $E$, that bears on the truth of $F$, so affecting your uncertainty of $F$; this will change your probability to $p(F|E)$ and learning is accomplished by your change from $p(F)$ to $p(F|E)$. The normative question is: How do you pass from the former, old uncertainty to the later, new one? In the formal learning process at school, with its emphasis on right and wrong, you learn that $F$ is true, $p(F|E) = 1$ but the formulation to be presented here is a generalized, and more realistic, model. It has already been explained, in connection with scoring rules in §5.8, that in teaching there can be too much emphasis on certainty and that a proper appreciation of uncertainty is to be encouraged. The rule that is the subject of this chapter tells you how to pass from your initial uncertainty of $F$ to your revised uncertainty of $F$ when you acquire new evidence $E$. The claim is made that a major aspect of learning is captured by the rule. It does not deal with the extraordinary inspiration of a genius when an epiphany is experienced, but it does explain how you routinely ought to learn by the acquisition of new evidence. And, of course, it describes how a computer might learn (§5.9).

Example 2 above of a disease and its symptom provides a simple illustration. $p(D)$ might be the doctor’s initial probability that the new patient has disease $D$. The observation is then made that the patient exhibits symptom $S$ and the doctor’s opinion
about $D$ changes from $p(D)$ to $p(D \mid S)$. The problem to be discussed and solved here is how the change is to be made. As has been suggested in discussing this example above, a factor that the doctor will surely take into account is how probable it is that patients with the disease exhibit the symptom; in our terminology $p(S \mid D)$. It is here that transposed conditionals enter and become important, because the learning transition from $p(D)$ to $p(S \mid D)$ involves the Janus effect $p(S \mid D)$, looking in the opposite direction. The rule therefore simultaneously does two things: It provides a prescriptive account of learning and relates transposed conditionals. Therein lies its great importance.

Before leaving this “buildup” to the great rule, let us point out something else the rule does. Suppose that patients with $D$ nearly always exhibit symptom $S$, so that $p(S \mid D)$ is very large, near 1. At first glance, this suggests that a patient with the symptom has high probability of suffering from the disease. But this is not necessarily so, for suppose patients without the disease also often exhibit the symptom, with $p(S \mid D^c)$ also near 1. Then it looks as if the symptom has little or no diagnostic power and the doctor cannot learn much from its presence because it often occurs, whether the disease is present or not. It will be seen that learning involves both $p(S \mid D)$ and $p(S \mid D^c)$ and leads us to a very important observation that is often forgotten. It is essential in learning not only to consider the evidence $E$ (or $S$) on the basis that $F$ (or $D$) is true but also on the basis that it is false. It is a good rule in life always to consider the alternatives; here not having the disease, as well as having it. Recall that $p(D \mid S)$ and $p(D^c \mid S)$ necessarily add to 1; this is not true of the transposed values, $p(S \mid D)$ and $p(S \mid D^c)$. Enough whetting of appetites, let us pass to this wonderful result about learning and the Janus effect.

### 6.3. BAYES RULE

To establish the rule, recall the multiplication rule of probability of §5.3. Omitting explicit reference to the knowledge base, it reads for two uncertain events $E$ and $F$,

$$p(EF) = p(E)p(F \mid E).$$

In words, the probability that two events are both true is equal to the probability of the first, times the probability of the second, given that the first is true. Or the proportion of balls that are both red and spotted is the proportion that are red, times the proportion of spotted amongst the red. The result is still true if the two events are interchanged so, in the above result, write $E$ wherever $F$ occurs, and $F$ wherever $E$, which, recall, are any two events. This gives

$$p(FE) = p(F)p(E \mid F).$$

But the event $FE$ is exactly the same as the event $EF$, being only true when both events are true, and in particular has the same probability. In other words, the left-hand sides of the two equations just displayed are equal; so the same must be true of the right-hand sides. Consequently,

$$p(E)p(F \mid E) = p(F)p(E \mid F).$$
If \( p(E) \) is not zero, both sides may be divided by it to obtain

\[
p(F \mid E) = p(E \mid F)p(F) / p(E).
\]

Here we have what we want: \( p(F \mid E) \) on the left, in terms of the transposed conditional \( p(E \mid F) \) on the right. We also have the learning process mentioned in the last section, with \( p(F) \) on the right and \( p(F \mid E) \) on the left, showing how you can learn about \( F \) on knowing that \( E \) is true. This is Bayes rule. Let us now state it formally and include the knowledge base, lest it be forgotten.

**Bayes Rule.** For any two events \( E, F \) and knowledge base \( K \)

\[
p(F \mid EK) = p(E \mid FK)p(F \mid K)/p(E \mid K)
\]

provided that \( p(E \mid K) \) is not zero.

The result is named after the Rev. Thomas Bayes, a nonconformist minister who lived in Tunbridge Wells, England. The strict rules of grammar demand the clumsy Bayes’s rule, but we treat Bayes as an adjective. The result, or something near to it, is in a paper of his that appeared posthumously in 1763. There now follow several examples of its use.

### 6.4. MEDICAL DIAGNOSIS

Let us return to the medical example of diagnosis in §5.6. We were concerned with a diagnostic test for cancer which yielded either a positive or negative result and patients giving a positive result had to go for further tests. The test had the following probabilities for you:

\[
p(- \mid C) = 0.01, \quad p(\ + \mid C^c) = 0.05,
\]

where \( C \) denotes the event that the patient has cancer, \( C^c \) that they do not, and \(+, -\) denote the two possible results of the test. The idea here is that a positive result is indicative of cancer and, in the language of §4.4, having cancer and having a positive test result are positively associated. The two probabilities describe uncertainties concerning the errors. The first is the error of failing to indicate cancer when it is present; the second of indicating cancer in a healthy patient. The first error is the more serious and in this example has the lower error probability. Using the fact that the probability of the complementary event is one minus the probability of the event, we have the probabilities of the correct indications to be

\[
p(\ + \mid C) = 0.99, \quad p(- \mid C^c) = 0.95.
\]

In §5.6 it was also supposed that

\[
p(C) = 0.02,
\]
or that 2% of patients taking the test had cancer. The rule of the extension of the conversation was used to evaluate

\[ p(+) = 0.0688, \]

demonstrating that almost 7% of tested patients would give a positive result. It was pointed out that this value was much greater than the probability of cancer at 2%, an increase caused by the errors of which the test is capable.

Now let us look at the situation of a patient who has been given a test which yielded a positive result. What can be said about whether or not they have cancer? Here \( + \) is known, the uncertain event is \( C \). We therefore require \( p(C | +) \). This immediately follows from Bayes rule, with \( C \) replacing \( F \) and \( + \) replacing \( E \) in the statement of the rule above, giving

\[ p(C | +) = p(+ | C)p(C)/p(+). \]

All the numerical values on the right-hand side are available above and inserting them into the rule,

\[ p(C | +) = 0.99 \times 0.02 / 0.0688 = 0.2878. \]

Similarly for a patient with a negative result, the probability of cancer is

\[ p(C | -) = p(- | C)p(C)/p(-) = 0.01 \times 0.02 / 0.9312 = 0.0002, \]

where the fact that \( p(-) = 1 - p(+) \) has been used. It is an alarming experience for a person to take a test of this type and obtain a positive result, for the result is all too easily interpreted by them to imply that they have cancer. The truth is less alarming, for the probability is about 29%, a much higher figure than the initial 2%, but nothing like certainty. The result is a striking testimony to the advantage of attaching numbers to uncertainty, for no literary discussion could possibly convince one that cancer was still unlikely despite the positive test result. It would be better to have a test that gave more reliable indications with smaller errors, but this may be expensive or require visits to a hospital, whereas the one studied here may be given by nonmedical staff. They are often referred to as screening tests. Notice that a patient who records negative has almost no chance of having cancer, with only 1 in 5000 slipping through the net. A similar situation arises with roadside tests, used on the spot by the police, to assess the presence of alcohol in the blood of drivers.

The calculations just performed exhibit the normative learning phenomenon discussed in §6.2, the positive test result having changed your probability of a cancer from 0.02 to 0.29, a negative one decreasing it to a negligible amount; either way you have learned something about whether or not you have cancer. Elaborating on
this aspect of the test will be postponed until we have a more convenient form of Bayes rule in terms of odds in the next section.

When the cancer example was discussed earlier, the calculations for \( p(+) \) were performed using the balls-in-urn approach, in addition to employing the rule of the extension of the conversation. The same arithmetical technique can be used here, avoiding Bayes rule. In §5.6, to which the readers may like to return to refresh themselves on the numerical results obtained there, it was shown that out of the 10,000 balls in the urn, 688 were positive and, of these, 198 were also with cancer. As usual, probability corresponds to a fraction of balls, and here the probability of cancer, given a positive test result, is the fraction of positive balls that are cancerous, namely 198 out of 688, giving a probability of \( \frac{198}{688} = 0.2878 \) as before.

The analysis exhibited in this example is basic to many medical diagnoses where the test results, or symptoms, are not perfectly reliable, their performance being described by the error rates. The value of the test depends on the two error probabilities and also on the incidence of the disease in the population presenting themselves for diagnosis, \( p(C) \) in the example. With the three values available, all the uncertainties in the diagnosis can be found using the extension of the conversation and Bayes rule. The reader is advised to work through another numerical example to get the feel of the situation.

A common social reaction to tests like the one just described is to criticize them for admitting errors and to demand certainty. Similar objections are heard elsewhere, for example when errors occur in vaccination and society rejects the vaccine, or when a doctor makes a wrong diagnosis, a surgeon makes a faulty incision, or an innocent person is found guilty. The fact is that errors are an essential feature of the way we live and their elimination is often impossible and always costly. A person who accuses a surgeon of making an error might ask themselves how often they make errors. Instead of reaching for the ideal, society would do better to recognize that some, hopefully small, uncertainty is inevitable and learn to live with it through a proper understanding of probability. How, except by Bayes rule, can one convince a lady who has experienced the trauma of having a positive test after a breast scan, that she is nevertheless more than twice as likely not to have, as to have, cancer. A probability of 0.2878 translates into odds of 2.4746 to 1, about 5 to 2 against.

It was emphasized in §4.2, with the example of inflation and unemployment, that all the uncertainties in a \( 2 \times 2 \) contingency table could be found in terms of three probabilities. Our medical example can be written in the contingency form, with rows for the test result and columns for cancer, and uses three basic values, the two error probabilities, and the incidence probability: \( p(- \mid C), p( \mid C^-) \), and \( p(C) \). From these we calculated \( p(C \mid +), p(C \mid -), \) and \( p(+) \). Notice that in the statement of Bayes rule that yielded \( p(C \mid +) \), only two of the basic probabilities appeared, \( p(+ \mid C) \) and \( p(C) \), whereas the other probability needed, \( p(+) \), had to be calculated. We now take a look at an alternative form of Bayes rule that avoids this last calculation, employing only the basic values, which exhibits the learning process more clearly.
6.5. ODDS FORM OF BAYES RULE

Recall that Bayes rule says that

\[ p(F \mid E) = \frac{p(E \mid F)p(F)}{p(E)} \]

and that in the medical example we had to calculate \( p(E) \), there \( p(+) \), before it could be used. We now derive another form of the rule that does not involve this extra calculation. In the rule, replace \( F \) every time it appears by its complement \( F^c \), with the result

\[ p(F^c \mid E) = \frac{p(E \mid F^c)p(F^c)}{p(E)}. \]

If we take the ratio of the two terms on the left-hand sides of these two equations, it must be equal to the ratio of the two terms on the right. But \( p(E) \) appears in both of these latter and will disappear on taking the ratio, which is just what we want to happen. The result is

\[ \frac{p(F \mid E)}{p(F^c \mid E)} = \frac{p(E \mid F)}{p(E \mid F^c)} \frac{p(F)}{p(F^c)}. \]

Here are three ratios. That on the far right is the ratio of the probability of \( F \) to that of its complement. This was encountered in §3.8, where it was called the odds on \( F \) and written \( o(F) \). Similarly the ratio on the far left is the odds on \( F \), given \( E \), written \( o(F \mid E) \). Using this notation for odds on and reinstating the knowledge base, the rule can be stated formally:

**Bayes Rule.** For any two events \( E, F \) considered with knowledge base \( K \), for which \( p(EF \mid K) \) is not zero,

\[ o(F \mid EK) = \frac{p(E \mid FK)}{p(E \mid F^cK)} o(F \mid K). \]

(The qualification, that your probability for the conjunction of the events is not zero, is needed to avoid division by zero.) In words, this says that the odds on \( F \), given \( E \) and \( K \), are the odds on \( F \), given \( K \) alone, multiplied by a ratio of two probabilities. Let us look at this ratio.

At first glance it looks like another odds with \( F \) in the numerator and its complement below. But this is not so, for the two probabilities do not concern \( F \) as the uncertain event, as with odds; they are both probabilities of \( E \), not \( F \) nor its complement, and confusion with odds would involve a transposed conditional. The numerator and the denominator are both probabilities of the same event, but under different circumstances, the former when \( F \) is true, the latter when it is not, so that the ratio merits a different name from odds. It is called the *likelihood ratio* of \( F \), given \( E \). Bayes rule can now be stated in the form, the odds on \( F \), given \( E \), are equal
to the product of the odds on $F$ and the likelihood ratio of $F$, given $E$. In other words, a single multiplication is all that is required to pass from the original odds to the ones incorporating the extra information. Notice that with our convention of using odds on, the likelihood ratio also has the probability of the event in the numerator and of the complement in the denominator. Writers who use odds against, have to invert our likelihood ratio.

Before continuing with the discussion of the rule in this new form, a little must be said about the term, likelihood ratio. When mathematicians meet a new idea, which they often need to refer to, they give it a name. Where is this name to come from? Usual practice is to take a word from the English (or other) language and use it as the precise meaning of the term for the new idea. We have already seen this done once with the word “probability”. Our mathematical usage is in the very precise form of comparison with the standard urn as a measure of belief, which does not include, for example, the perfectly proper English usage in the phrase “He could probably do it”. The same thing is done here and the word “likelihood” is employed. In English, these two words are nearly synonymous, whereas the mathematical usages are for two very different things. In §7.8, another near-synonym, “chance” will be used, as something different again. This habit of taking standard words and giving them very precise meanings is often found confusing to others, but experience shows that, with practice, it works very well. So while likelihood and probability may be near-synonyms in everyday English, they are totally different in our usage, which difference we now explain.

We have written $p(E \mid F)$ for your probability of $E$, given $F$. It is also referred to as your likelihood of $F$, given $E$. It may seem unnecessary to have two words, but the reason is that $p(E \mid F)$ depends on two things, $E$ and $F$. In its dependence on the first, we think of it as probability; in its dependence on the second, as likelihood. This dependence is emphasized by the use of “given”, $p(E \mid F)$ is your probability of $E$, given $F$, whereas it is your likelihood of $F$, given $E$. In the likelihood the event $E$ is to be thought of as fixed. Likelihood behaves differently from probability. We saw that the latter added in the addition law. Likelihood does not add; it is not true that

$$p(E \mid F) + p(E \mid G) = p(E \mid F \text{ or } G),$$

even when $F$ and $G$ are exclusive. To emphasize the distinction, different notations are sometimes used, and $\ell(E \mid F)$ is written for the likelihood of $F$, given $E$. Then Bayes rule may be written, omitting reference to the knowledge base,

$$o(F \mid E) = \frac{\ell(F \mid E)}{\ell(F^c \mid E)} o(F).$$

An advantage of this form is that all the expressions therein have as main argument $F$, or its complement, with $E$ in the conditions, though the earlier form, in terms of probability and odds, is often to be preferred.
Notice that our object of removing \( p(E) \) from the calculations has been achieved. All we need are your odds on \( F \) and your probabilities of \( E \), both when \( F \) is true and when it is false (or the equivalent likelihoods). To appreciate the new form’s importance, let us take an example which is important in its own right as it leads into the use of our ideas in legal trials in §10.14. It also emphasizes the role of Bayes in handling new evidence, beyond its use with transposed conditionals.

### 6.6. FORENSIC EVIDENCE

Suppose that you are a member of the jury in a criminal trial. The event that the defendant is truly guilty of the crime with which he has been charged is, for you, an uncertain event within our meaning of the phrase. You will therefore, at any stage of the trial, have your probability of guilt, or equivalently, odds on guilt. Denote the event by \( G \) and the odds by \( o(G) \). During the course of the trial, your odds will change as you listen to the evidence. Denote a particular piece of evidence by \( E \). Then, on receipt of this evidence, your odds will change from \( o(G) \) to \( o(G \mid E) \) and Bayes rule will tell you how to effect this change.

Consider a specific form of evidence. Suppose the crime is one of breaking and entering and that the criminal has left DNA evidence at the scene, made when he broke the window to gain access. A forensic scientist has examined this evidence and found that the DNA is of a genotype that occurs in a proportion \( f \) of people. Furthermore, the defendant is of the same genotype. The evidence \( E \) thus consists of two parts; the match between the DNA of the defendant and the DNA at the scene, and the proportion of people with this genotype.

We are now ready to apply Bayes rule. Replacing \( F \) in the formulation above by \( G \) here, it reads

\[
o(G \mid E) = \frac{p(E \mid G)}{p(E \mid G^c)} o(G),
\]

the original odds on guilt being multiplied by the likelihood ratio for guilt, given the new evidence, to provide the final odds on guilt given the new evidence. Consider the two likelihoods involved in the likelihood ratio. If the defendant is truly guilty, then there will be a match between the evidence at the scene and his own DNA because he will have left the DNA. It follows that the numerator, \( p(E \mid G) \), equals 1. If the defendant is truly not guilty, then the true perpetrator of the crime is another member of the population within which the proportion is \( f \). It therefore seems reasonable to take \( p(E \mid G^c) \) to be \( f \), leaving until §7.7 the consideration of whether this is correct, as it often is. Hence, the likelihood ratio is \( 1/f \) and Bayes rule gives

\[
o(G \mid E) = \frac{1}{f} \times o(G).
\]

(The multiplication sign, usually omitted, is inserted for clarity.) In words, the original odds on guilt are multiplied by the reciprocal of the frequency of the
genotype, to obtain the new odds. If it is a common genotype that occurs in 20% of the population, then the odds are multiplied by 5. If it is a rare type that only occurs in 1%, then the odds are multiplied by 100. If you are contemplating breaking and entering, it would pay to be of a common genotype.

The analysis in this section is the correct treatment of Example 3 in §6.1, introduced to illustrate the dangers of transposed conditionals, a danger that was early recognized in legal circumstances and led to the error of confusing $p(E \mid G)$ with $p(G \mid E)$ being called the prosecutor’s fallacy, which may be a little hard on the legal profession which is no worse than others in making the mistake. Experience has led to the useful suggestion that whenever you make a statement of uncertainty, you make it in a form where the uncertain event and the conditioning event are clearly stated and separated. Always state $p(A \mid B)$, making it transparent what A and B are.

6.7. LIKELIHOOD RATIO

The odds form of Bayes rule is more appropriate than the earlier probability form because it clarifies the learning process from $p(F)$ to $p(F \mid E)$ on receipt of evidence $E$. Remembering that odds are equivalent to probability, in which one can pass easily from one to another, the odds form shows that learning is accomplished by taking the odds $o(F)$, multiplying it by the likelihood ratio of $F$, given $E$, to obtain the revised odds $o(F \mid E)$. The learning process is performed by a single multiplication. (Readers with an understanding of logarithms will appreciate that the process becomes even easier if they are used, the multiplication being replaced by the simpler addition. Actually log-odds are a better measure of uncertainty in some respects than either odds or probability.) The multiplying factor, the likelihood ratio, involves the probabilities of the evidence both on the supposition that $F$ is true, and that it is false. It is often useful to quote the likelihood ratio separately from any considerations of the uncertainty of $F$. Values of the ratio near 1 have little learning effect, only very large, or very small, values give rise to substantial learning: the former favoring the truth of $F$, the latter its falsity. Its importance reminds us to emphasize again that you must consider how the evidence depends both on $F$ and also on the alternative possibility $F^c$.

Significance tests were mentioned in §6.1 where evidence is said to be significant if it is improbable when $F$ is true, that is, if $p(E \mid F)$ is small. But suppose that the evidence is equally improbable when $F$ is false, then the likelihood ratio is 1 and the effect of the evidence on the odds on $F$ is to leave them, and your opinion of $F$, unaltered by the evidence, despite significance. By contrast, if the evidence is highly probable when $F$ is false, the odds are much diminished. Yet the scientific literature is full of significance tests which only take into account that $p(E \mid F)$ is small. The situation is not as bad as this might suggest because significance tests ordinarily are designed so that $E$ not only is improbable on $F$ but is highly probable on $F^c$. The likelihood ratio is then small and the odds on $F$, given $E$, small, in agreement with ideas of significance. Nevertheless, the odds can differ substantially from the significance level, so that the latter can be misleading.
The example of the DNA evidence in the last section illustrates the general point of needing to look at alternatives. If guilty, the evidence is sure to match, but if innocent, the match is less certain, how certain depending on the frequency of the genotype. Thus $p(E \mid F) = f$ is highly relevant. A similar, legal illustration is provided by glass fragments scattered at the break-in. If guilty, the defendant will have matching fragments on his clothing and $p(E \mid F) = 1$ again. But if innocent he may also be certain to have matching fragments if he is a builder who works with glass, with $p(E \mid F^c) = 1$ if $K$ includes this knowledge.

Even when the likelihood ratio is large, it may still not convince you that $F$ is true. The reason for this is that the ratio has to be multiplied by the odds, and if these are small, the final odds may also be small. Go back to the example of the DNA evidence in the last section, where the likelihood ratio was $1/f$. Suppose that any male in the town might have broken in, and that there are $n + 1$ such men. (Recall the nuisance of the extra one when passing from probability to odds, see §3.8.) The initial odds on guilt are $1/n$. As a result of multiplying by the ratio $1/f$, the final odds are $1/fn$. Now $fn$ is about equal to the number of people in the town whose genotype matches that at the scene of the crime, and may be quite large. Consequently the DNA evidence does not, on its own, convince you of the defendant’s guilt. Another way of looking at the same need to use both ratio and odds, is to recall the point made in §4.2 that with two events, three probabilities are required to describe completely your uncertainty. In Bayes rule, three uncertainties are present, your probability of, or odds on, $F$, and your two probabilities for the evidence. The final odds depend on all three aspects of uncertainty and none of them should be forgotten. Admittedly only the ratio of two of them is required, but it is rare to possess this ratio without knowing the individual values. The central lesson of this section is that you must consider the uncertainty of any evidence on the basis of all hypotheses that might explain it. Here only two, $F$ and $F^c$, have been considered, but the point is quite general.

### 6.8. CROMWELL’S RULE

Bayes rule in its original, probability, form says that

$$p(F \mid E) = p(E \mid F)p(F)/p(E)$$

providing $p(E)$ is not zero, which is assumed throughout this section. Suppose that your probability for $F$ were zero, then since multiplication of zero by any number always gives the same result, zero, the right-hand, and hence also the left-hand, sides will always be zero whatever be the evidence $E$. In other words, if you have probability zero for something, $F$, you will always have probability zero for it, whatever evidence $E$ you receive. Since, if an event has probability zero, the complementary event always had probability one, it also follows that if you believe something so strongly that you give it probability one, then, whatever evidence you receive, you will continue to believe in it. No evidence can possibly shake your strongly held belief.
To many people, this last result seems unacceptable. Scientists often appear to have probability one for some hypothesis, but if you press them, they will admit that their probability is just a little bit less than one; enough for it to be diminished by very striking evidence. That is, evidence with a very small likelihood ratio. They accept this because the history of science shows them that theories do alter over time with additional evidence. Really striking evidence is usually agreed to damage seriously, if not destroy, a theory \( F \).

This is a convenient point to remind the reader that there is almost nothing in this book to say what your beliefs should be; only how they should fit together, or cohere. Cromwell’s rule is a slight exception, but all it does is to exclude values 0 and 1 in most circumstances, because their use can lead to what many people consider unsatisfactory results. As an example of such a result, consider the case of a person who holds a view \( F \) with probability 1. Then coherence says that it is no use having a debate with them because nothing will change their mind. The discussion in §1.4 is relevant.

Almost all thinking people agree that you should not have probability 1 (or 0) for any event, other than one demonstrable by logic, like \( 2 \times 2 = 4 \). The rule that denies probabilities of 1 or 0 is called Cromwell’s rule, named after Oliver Cromwell who said to the Church of Scotland, “think it possible you may be mistaken”. Its acceptance means that the convexity rule of probability needs to be strengthened.

**Convexity Rule.** For any event \( E \) with knowledge base \( K \), your probability of \( E \), given \( K \), \( p(E | K) \) is a number between 0 and 1. Your probability is 1 if, and only if, \( K \) logically implies the truth of \( E \).

This is the same as the original form of the rule in §5.4 with the addition of the words “and only if”. Naming the rule after Cromwell is perhaps arbitrary, but recall Stigler’s law mentioned in the Prologue. The same spirit of open-mindedness occurs in the Jain philosophy where it has been encapsulated in the maxim “It is wrong to assert absolutely”.

The adoption of Cromwell’s rule means that you always admit the possibility that you might be wrong. Nothing, except logic, is incapable of being influenced by evidence. Much of the time you can admit probabilities of one, as was done in the legal case of §6.6, because the arithmetic would hardly be altered if you replaced it by “nearly one,” yet occasionally, it will be necessary to admit that the one is really one less a very small amount. Mathematicians often refer to a very small quantity as epsilon, after the Greek letter commonly used for such a value. So let your beliefs have probability 1 minus \( \epsilon \); believe it possible, you might be mistaken. I have one minus epsilon for my belief that the thesis of this book is correct. The law should not treat the defendant as innocent until proved guilty but should admit a very small probability that he is guilty; for if not, no evidence could coherently lead to conviction, however strong that evidence.

The whole of the argument in this section depends on a fixed knowledge base. If that base changes, then the situation can be different from that described. Suppose that you learn that some part of \( K \) is false; something that you had supposed to be true is in fact not so. Then the knowledge base changes and you need to deal with a new one. In the new one the probability that was zero need no longer be so and
evidence can now affect your beliefs whereas before it could not. If my knowledge base included the “fact” that viruses and bacteria are both killed by antibiotics, then my medical practice will change if I am persuaded that this is not so and only bacteria are affected.

6.9. A TALE OF TWO URNS

The inclusion of the following example has two purposes: to test your coherence, and to show you Bayes rule as a learning tool in a simple case. Suppose that before you is an urn containing a large number of balls that are identical, except that some are colored red, the rest are white. An urn, in fact, of the type that was used as a standard, but unlike the standard, there are two, and only two, possibilities: either 2/3 of the balls are red, or 2/3 are white, and you do not know which. All that information constitutes your knowledge base. The first possibility, where the red balls predominate, will be called the red urn, and denoted $R$, white the second, with a majority of white balls, will be termed the white urn, $W$. Since there are only two possibilities, $R$ is the complement of $W$. You are uncertain whether the urn you have before you is the white one or the red, so you will have odds on it being that color, $o(R)$. For example, you might think it just as likely to be white as red, so that your odds are 1, or evens. In the discussion that follows, let this be so, $o(R) = 1$. There is no obligation to take this value and you are welcome to try any other value, except probabilities of 1 or 0, in accordance with Cromwell’s rule.

You would like to remove this uncertainty and one way would be to invert the urn, tip out the balls and look at which color predominated. Suppose this is not available to you, as realistically happens in practical cases that the urn example models. In a consideration of whether the white-tipped or red-tipped beetle was more common, it would be impossible to look at all beetles. What you could do is look at some beetles and, in the urn case, you could take individual balls from the urn and look at their colors. Suppose that you do this in such a way that you think the selection of a ball is at random, see §3.2. Let $r$ denote the event that a withdrawn ball is red; and $w$ that the ball is white. Thus capital letters refer to the unknown constitution of the urn, lower-case letters to the color of the ball, which may be observed and hence known. You immediately have two probabilities that follow from your supposition of randomness: $p(r \mid R) = p(w \mid W) = 2/3$. These are your probabilities that the withdrawn ball will be of the same color as the purported color of the urn. It follows, since $r$ and $w$ are complementary events, that $p(w \mid R) = p(r \mid W) = 1/3$.

Before proceeding further, imagine that the number of balls in the urn is very large, so that the removal of a few hardly alters the proportions of the colors present, and ask yourself the question: if 12 balls have been withdrawn at random and 9 are found to be red, the other 3 white, what are your revised odds on it being the red urn? Answer the question intuitively, without the help of Bayes or any other probability rule. Answer it as you would if you were a member of a jury and the 12 balls were 12 pieces of evidence, of equal importance, which the court had produced, 9 by the prosecution and 3 by the defense.
Having given your intuitive response, let us do the calculations, starting with just one ball taken from the urn at random and found to be red. Recall Bayes rule in §6.5,

\[ o(R \mid r) = \frac{p(r \mid R)}{p(r \mid W)} o(R), \]

where \( R \) replaces \( F \) and \( r \) replaces \( E \) in the earlier result. All the quantities on the right-hand side have been evaluated already. The odds were evens, \( o(R) = 1 \), and the two likelihoods for the ratio are \( p(r \mid R) = 2/3 \) and \( p(r \mid W) = 1/3 \). The ratio is therefore 2, and the revised odds, as a result of withdrawing the red ball, are \( o(R \mid r) = 2 \). It is twice as probable to be the red urn as it is to be the white one, or \( p(R \mid r) = 2/3 \). It is easy to see, in the same way, that had the withdrawn ball been white, the odds would have been halved, instead of doubled, and \( p(R \mid w) = 1/3 \).

In summary, the withdrawal of a red ball doubles the odds on it being the red urn; a white one halves the odds. The same thing will happen for subsequent withdrawals, each red one results in a doubling, each white one in a halving of the odds on it being the red urn. To return to the numerical example where 12 balls were withdrawn and 9 found to be red, 3 white; there are 9 doublings and 3 halvings with the result that, since each doubling cancels out a halving, the total effect is of 6 doublings and the result is a multiplication \( 2 \times 2 \times 2 \times 2 \times 2 \times 2 = 64 \). So that starting from odds of one, the 12 balls have resulted in your odds changing to 64. Your probability that the urn is indeed the red one has increased from \( 1/2 \) to \( 64/65 = 0.985 \) to three decimal places. You have strong evidence that it is the red urn and, in the legal example, perhaps enough to pass a judgment of guilt.

Notice the strong use of coherence. The assumption that the balls were withdrawn at random, coupled with your initial belief that the urn could just as reasonably be the red one as the white, implies that after 9 red and 3 white have been seen, you must have a probability 0.985 that the urn is the red one. You may like to compare your intuitive answer, requested above, with this coherent value. For most people the intuitive answer is much smaller. In other words, they are not as convinced by the evidence as coherence requires. This even applies to the withdrawal of a single ball; using common sense, the odds are not doubled but a factor less than 2 is used. I have even known people who use a factor less than 1; that is, the red ball indicates to them that it is less likely to be the red urn. One of them, in explanation, said that “life is always cussed”. The claim here is not being made that evidence is always underrated, for there are cases where more is claimed for evidence than is reasonable, but only that reasonable use of evidence requires coherence and the calculus of probability.

Here is one of the most important lessons from this book: the probability calculus shows you how to interpret evidence sensibly. It enables you to interpret the single ball, or the single beetle, in the context of the urn, or the population of beetles. It enables you to assess the evidence provided in the court of law. It enables you to assess the value of a medical test correctly. Generally, it shows how one set of beliefs leads inevitably to other beliefs.
There is an artificiality about the urn example, in that there were only two possibilities for the fraction of red balls. In reality, there would be many possibilities and any fraction might be possible. The argument already used extends to the general case. We do not include it here, because the extension involves technical mathematics whose infliction on the reader would distract from the general point about coherence. The reader should be able to manage three possibilities, adding the possibility of equal numbers of red balls and white balls, by using the original form of Bayes rule in §6.3. A modified form of this example is studied in §7.5.

There is another lesson that can be learned from this little example. We said that 12 balls had been withdrawn and 9 were red. It did not matter what the order was, a consideration that will be important when we tackle exchangeability in §7.3. Furthermore, the 12 and 9 did not both concern us, for it was only the difference between the numbers of the two types of balls that entered into the final calculations. This was because each red ball made a doubling, each white a halving, so that a red ball cancelled out the effect of a white one. All that mattered was the excess of one color, here red, over the other. What is happening here is that one has a lot of evidence, for example $rrwrrwrrwrr$, being the 12 balls in order, but most of it can be cast aside and all that matters in the excess of red over white, here 6. Spotting what really matters in a mass of evidence is greatly helped by probability considerations. The full history of the 12 balls does not matter, the excess 6 is sufficient, which is the technical term used. It is useful in handling a lot of data, to see what is sufficient for the task in hand.

It was supposed that initially you thought the urn was as likely to be red as white, putting $o(R) = 1$. Suppose instead that you had a different value for the odds, then it would still be true that every red ball withdrawn randomly from the urn would double your odds and every white ball halve them. If it was truly the red urn, there would be about twice as many doublings as halvings and your odds would increase, so that you would, after many balls had been withdrawn, become almost convinced (probability near one) that the urn was truly red. Similarly, were it the white urn, the halvings would occur twice as often as the doublings, and you would think it the white urn. In either case, truth will be revealed whatever you thought initially. When we discuss science in §11.6, it will be seen that this mechanism of Bayes rule is about how different views, here about the urn, are generally brought into agreement by evidence, here of balls withdrawn.

6.10. RAVENS

This section concerns an example that has been much discussed by philosophers, yet yields easily to a probability analysis. Although it superficially appears trivial, it does serve as a useful introduction to some aspects of scientific method, free of technical difficulties. Alternatively, the section can be omitted without damage to the appreciation of the remainder of the book.

People are often concerned with general statements; statements that are not confined to one, or a few, instances, but hold in many, if not all, cases. “All men are aggressive”, “cheese is rich in calcium”, “a body, when released, falls to the
ground” are all general statements, as distinct from special cases like “John is aggressive.” We have called such statements, events, though the word “hypothesis” might here be more apt. Scientists are especially involved with hypotheses, which have been referred to as Aunt Sallies, or straw men, in §6.1. Evidence in support of such general statements can be obtained from special cases; as “John is aggressive” supports “All men are aggressive”. People sometimes have difficulty with general statements, being more comfortable with special cases.

Consider the general statement, hypothesis or event, “All ravens are black”. You are uncertain about this because you have not seen all ravens, yet have never seen a raven that was not black. It is convenient to think in terms of a contingency table, as in §4.1, where the two rows refer to the type of creature, raven or nonraven, and the two columns to the color, black or nonblack. The entries in the body of the table are numbers in the four categories and lead to extra totals for rows and columns. The entries needed in the subsequent analysis have been inserted; thus the total number of ravens is \( n \) and the proportion of them that are black is \( f \). If the general statement is true, \( f = 1 \). Similarly, the total number of nonblack creatures is \( N \), of which a proportion \( g \) are not ravens. Again, if the general statement is true, \( g = 1 \). The general statement is also equivalent to saying the number in the top, right-hand cell of the table is zero, so that the two statements “All ravens are black” (the first row) is the same as “All nonblack creatures are nonravens” (the second column).

<table>
<thead>
<tr>
<th></th>
<th>Black</th>
<th>Nonblack</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ravens</td>
<td>( fn )</td>
<td>( gN )</td>
</tr>
<tr>
<td>Nonravens</td>
<td>( n-f )</td>
<td>( N-g )</td>
</tr>
</tbody>
</table>

You are uncertain about the general statement, or hypothesis, but your uncertainty would be changed by seeing a raven and observing that it was not black, when the hypothesis is immediately seen to be false. This is obvious, but let us see how Bayes rule confirms this. Recall the rule in odds form

\[
o(F \mid E) = \frac{p(E \mid F)}{p(E \mid F^c)} o(F),
\]

where evidence \( E \) changes your odds on the hypothesis \( F \). In the current usage, \( F \) is the hypothesis that all ravens are black, and the evidence \( E \) is that of a nonblack raven. But if \( F \) true, \( E \) is logically false and therefore has probability zero. So \( p(E \mid F) = 0 \) and inserting this into the equation just given, the right-hand side is zero, so the left-hand side must also be zero. Hence \( o(F \mid E) = 0 \) and you have zero odds and so zero probability for the hypothesis. This is heavy going and does not need Bayes or even probability, only elementary logic, and is included here merely to show that Bayes works even in the extreme case.

In contrast, suppose you see a raven and note that it is black. Does this change your belief in the hypothesis? Now we do need Bayes rule. If the
hypothesis is true, the raven is bound to be black, so \( p(E \mid F) = 1 \) and the rule gives

\[
o(F \mid E) = \frac{1}{p(E \mid F^c)} o(F).
\]

The analysis now depends on \( p(E \mid F^c) \), the probability that a raven will be black, when “all ravens are black” is not true. This is the proportion of ravens that are black in the society in which not all raven are black. (This point will be considered in more detail in Chapter 7 but is immediately appealing if you return to our original concept of belief in relation to balls in an urn. Here there are creatures considered both with respect to color and whether they are ravens.) From the table, this is \( f \). Hence Bayes rule gives

\[
o(F \mid E) = \frac{1}{f} o(F).
\]

This is essentially the same result as the second displayed equation in §6.6. The likelihood ratio is \( 1/f \), which is greater than one, and the odds in favor of the hypothesis are increased by the observation of a black raven. How much they are increased depends on \( f \), what you think the proportion of black ravens might be. You may well think \( f \) is nearly one; in which case the observation of a black raven will have little effect on your belief in the hypothesis.

The aspect of this situation that has puzzled philosophers is that since, as we have seen “All ravens are black” is logically the same as “All nonblack creatures are nonravens,” the observation of a nonblack creature to be a nonraven should also affect your opinion of the original hypothesis. But this is not true, for the sight of a green creature and the observation that it is a snake does not affect your belief in the colors of ravens. Let us see what Bayes has to say. The evidence is that a nonblack creature is not a raven, denoted by \( E^c \) to distinguish it from the previous evidence. As before, if the hypothesis is true, that evidence has probability one. If it is not true, it has probability \( g \), using exactly the same argument as before, referring to a column of the table, rather than to a row. Hence Bayes rule gives us that

\[
o(F \mid E^c) = \frac{1}{g} o(F).
\]

So the odds on the hypothesis have again increased, but now by the factor \( 1/g \) rather than \( 1/f \). But look at the table: \( g \) is the proportion of nonblack creatures that are nonravens. Ravens constitute a very small proportion of all creatures, and the same is true if we concentrate on nonblack ones. So \( g \) is very close indeed to one, and so is \( 1/g \). Hence the change in your odds is negligible and the observation of the green snake has hardly any effect. Whereas \( f \) is not as close to one and the black raven has more effect.

The reader’s understanding of what is happening here may be aided by changing the scenario from ravens to men, and the property of being black to that of being...
aggressive. The hypothesis is “all men are aggressive” and is equivalent to “all nonaggressive people are non-men, that is, women”. Here \( f \) and \( g \) are of the same order of magnitude and the observation of a man behaving aggressively has almost as much weight as that of a peaceful person turning out to be a woman.

6.11. DIAGNOSIS AND RELATED MATTERS

In §5.6 and §6.4, an example of medical diagnosis was discussed, and here we return to it for a third time because it has yet more features worthy of comment. Recall that patients either had cancer, event \( C \), with probability \( p(C) \), or not. They were also given a diagnostic test that could either yield a positive, +, or negative, −, result; the former being positively associated with cancer. The performance of the test was described by two error probabilities \( p(− \mid C) \), false negatives, and \( p(+ \mid C^c) \), false positives. These three probabilities completely describe the uncertainties and from them all other uncertainties, like \( p(+) \), can be found using the probability rules. In place of the error probabilities, practitioners often use the success ratios \( p(+) \mid C \), termed the sensitivity, and \( p(− \mid C^c) \), the specificity. In the numerical example we had

\[
p(− \mid C) = 0.01, \quad p(+ \mid C^c) = 0.05, \quad p(C) = 0.02
\]

and from these we calculated \( p(+) = 0.0688 \) about 0.07. As a result, it follows that while only 2% have cancer, 7% will respond positively, three and a half times as many. This increase from the true cancer rate to the apparent rate is typical of situations, where the rate is small and errors occur. As an extreme example, take a type of cancer that is very rare with \( p(C) = 0.001 \) but with a test of the same sensitivity and specificity. The rule of the extension of the conversation establishes that

\[
p(+) = p(+) \mid C) p(C) + p(+) \mid C^c) p(C^c) = 0.99 \times 0.001 + 0.05 \times 0.999 = 0.0509.
\]

Here the true cancer rate of 0.001 has yielded an apparent rate of 0.05, an increase by a factor of 50. The situation may have arisen in the United States where the National Rifle Association asked a sample of citizens whether they had used a gun in self-defense during the past year. Here \( C \) is replaced by true usage and + by reported usage, recognizing that people do not always tell the truth. The error probabilities above are reasonable when questions of this type are posed. Yet if only one person in a thousand had truly used a gun in self-defense, it will appear that one in twenty did, providing grist to the Association.

The transposed conditional, or Janus effect, of Example 2 in §6.1 has already been mentioned in connection with the cancer figures. Here \( p(+) \mid C \) at 0.99 is quite different from \( p(C \mid +) \) at 0.29, see §6.4. This has led to a serious error in cancer surgery where a predictor was used to classify younger women as at high (+) or low (−) risk of developing breast cancer later in life. Here \( p(C) \) can be quite high at 0.1,
or 10%, with good sensitivity at \( p(+) \mid C) = 0.92 \) but poor specificity at \( p(\neg) \mid C^c) = 0.50 \); the latter figure implying that among those women who do not develop breast cancer, high and low risk classifications are equally common. A surgeon who observed the large fraction, 92%, of high-risk patients among those with breast cancer, advocated removing the breasts of young women at high risk, so that they could not be affected later in life. This is absurd. What the surgeon is uncertain about is cancer, \( C \); what is known is that the patient is high risk, \( + \); so what is required is \( p(C \mid +) \), which here is evaluated by Bayes rule to be 0.17, a much lower figure than the 0.92, which the surgeon mistakenly used.

There is another type of error that rarely occurs in the medical context, where sensitivity and specificity are carefully distinguished, but has arisen in psychology and in law. A popular example concerns a town, where the buses are either red or blue. An accident occurs at night in which the bus involved is driven away without the driver apparently being aware that anything untoward had happened. A witness says that it was a red bus and the lawyer acting for the company uses in defense the argument that the illumination at night was poor and the witness was mistaken. The law pondered the frequency of mistakes and asked a psychologist for their experience of errors of color identification in poor light and was quoted an error rate of 10%. What both experts failed to recognize is that two types of error are involved here, that of identifying a red bus as blue; and that of thinking a blue bus is red. These could be different. The situation fits into the diagnostic schema here used, \( C \) corresponding to the bus being truly blue, \( C^c \) to it being red. A positive result, \(+\), is replaced by the witness statement that it was blue, and negative, \( \neg \), to their saying it was red. The two errors are the probabilities of thinking a red bus was blue and vice versa. The other relevant uncertainty is \( p(C) \), the proportion of blue buses in the town, a factor that can easily be forgotten.

A lesson to be learned from all the examples and discussions in this chapter concerning two associated events, here \( C \) and \(+\), is to think of the basic probabilities, three in all, \( p(\neg) \mid C \), \( p(+) \mid C^c \), and \( p(C) \), and calculate all others from them. The notation can be enormously clarifying both in developing the concepts required and in calculating with them. The advantage of the notation becomes even more pronounced when considering three events in Chapter 8, but before doing this, it is needful to discuss a possible confusion between frequency, of say cancer in a population with your uncertainty of cancer expressed as your probability. This is done in the next chapter.

### 6.12. INFORMATION

We ordinarily use data to provide us with information about something of which we are uncertain, as in the test for cancer in §6.4, where the data, the positive or negative result of the test, give information about the possibility of cancer in the patient. To see how this works, it is necessary to be more precise about what is meant by information. If you had probability near 1 for an event, you would feel you had a fair amount of information about the event, feeling confident in its truth; and similarly
with probability near 0, leading to some assurance that it was false. On the contrary, with probability of $\frac{1}{2}$ you have little information, feeling the event is as likely to be true as to be false. Considerations such as these suggest that your information about an event depends on your probability $p$ for the event, decreasing with $p$ as $p$ increases from 0, reaching a minimum at $p = \frac{1}{2}$ and then increasing to its original value at $p = 1$. The figure illustrates the idea and a more detailed analysis would reveal the exact form of the curve and consequently the numerical values for information. It turns out that information has a unique, precise meaning, which is at the basis of what is now called the “information age”. The analysis to derive this unique value is not performed here because it is rather technical. Instead the concept is explored in a more qualitative form using the cancer diagnosis of §6.4 as an example.

Initially you had a probability $p(C) = 0.02$ that the patient had cancer, corresponding to a reasonable amount of information, since it is near 0. Suppose, seeking to increase your information about that patient, the test is performed with a negative result; then we saw that $p(C | -)$ was 0.0002, even closer to 0, so that, referring to the figure, information has been gained as one might have anticipated. But suppose, on the contrary, the test had yielded a positive result, which we saw gave $p(C | +) = 0.2878$, then information has been lost as your probability has increased from near 0. The example shows what is, in fact, a general phenomenon, that data can both increase and decrease information, in apparent conflict with the idea that data are collected, or evidence presented in court, with the hope of acquiring more information. To resolve this, notice that the information was increased with a negative result and we saw this had $p(-) = 0.9312$, whereas it only decreased with a positive result, $p(+) = 0.0688$. Since the first probability is vastly larger than the second, the test would nearly always (perhaps 93% of the time) increase information and rarely (7%) decrease. The example illustrates the general phenomenon:

Data may increase or decrease your information, but you always expect it to increase your information.
(The term “expect” will be encountered in §9.3 and given a precise meaning; for the moment treat it in its usual linguistic sense.)

Rather loosely, the result displayed above, says that data are always expected to be of value. That is one reason why we need a Freedom of Information Act. The result can be extended even further and used to justify the public dissemination of data that, at the moment, we consider private. For example, why are not tax returns public, for their general availability would seriously hinder tax evasion? A legal application will be found in §10.14. The ideas do not find acceptance because of a limitation of all the methods in this book, namely that they only apply to an individual, they are of less relevance when two people are involved, especially if there is antagonism between them.
Chapter 7

Measuring Uncertainty

The study of the rules of probability is interrupted in order to deal with an important, outstanding issue: the measurement of uncertainty. The method of comparison with a standard, which was used to obtain the rules, is rarely satisfactory and other methods need to be developed.

7.1. CLASSICAL FORM

With any event $E$ is associated the complementary event $E^c$ which is true whenever $E$ is false, and false whenever $E$ is true. It was shown in §3.7 that your two probabilities for these events necessarily add to one: $p(E) + p(E^c) = 1$. It follows that the measurement of the uncertainty of any event may be replaced by that of its complement because one probability can be calculated from that of the other. We saw in §5.5 an example, involving birth dates, where this was advantageous. Here we study the special case where your beliefs in the event and its complement are the same; $p(E) = p(E^c)$. In that case, since they add to one, both probabilities must equal one half; $p(E) = p(E^c) = \frac{1}{2}$. An example is provided by the genuine toss of what appears to you to be a coin from a reputable mint, where your belief that it will land heads equals that for tails; hence both events, “heads” and “tails”, have probability one half. Notice that there is no obligation on you to have the same beliefs in the two outcomes, only that if you do, your probabilities are both one half. The idea extends to the throw
of a cubical die; if you have the same beliefs for each of the six faces falling uppermost, then each must have probability one sixth, for six equal numbers, adding to one makes each of them equal to one sixth. Strictly we have yet to prove an addition rule for probabilities with more than two events; it will be done in §8.1.

Generally, if an uncertain outcome has $N$ possibilities, only one of which can occur, and if your beliefs in each possibility are the same, then your belief in each is $1/N$. The coin has $N = 2$, the die $N = 6$, and roulette $N = 37$ or $38$. This is the classical definition of probability and has essentially been used in §3.2 when considering an urn containing $N$ balls numbered consecutively from 1 to $N$, for if all numbers are equally uncertain when a single ball is withdrawn, we said the ball was drawn at random and each value had probability $1/N$. The classical definition is fine in a limited context but is deficient in that for most cases such a split into equally uncertain possibilities does not exist: For example, contemplating uncertainty about tomorrow's weather has no such split. The real importance is as a standard with which other events may be compared. Notice that a tangible account of equal beliefs was provided by your attitude to a reward, in that if you are indifferent between a prize if ball 7 is withdrawn, or one contingent on ball 37, and this for any pair of different numbers, then your beliefs, and hence your probabilities, are all the same. The classical definition is therefore operational.

It is perhaps worth repeating the point, illustrated with the toss of a coin above, that there is no obligation on you to have a probability of one half for heads, since you may judge the coin to be biased and take 0.55 or any other value between zero and one. Similarly you may judge the roulette wheel to be biased. These are not illogical values, merely unusual ones; indeed, they may be sensible if you have reason to suspect the casino. Some people argue that if there are $N$ possibilities, only one of which can arise, and if you assign probability $1/N$ to each, then you are ignorant of the outcome using this as a definition of ignorance. This is unsound, for it is a strong statement to judge all possibilities equally uncertain, surely not one of ignorance. Why, with $N = 2$, is the probability of $1/2$ ignorance but one of 0.55 knowledge? Our attitude is that judgments of uncertainty are always made against a knowledge base and that ignorance, or an empty base, is not a sensible position. As soon as you understand the meanings of “toss” and “coin,” you are not ignorant of coin tosses. Ignorance has no place here but this does not mean that the assignments of $1/N$ should be avoided; on the contrary, they often provide a convenient default position. Thus, suppose geneticists are attempting to isolate a gene in a species having $N$ chromosomes, then their knowledge base may not guide them as to which chromosome it lies on, and, in default of more information, they may assign the same probability to each. Similarly, at the commencement of a police investigation with $N$ suspects, the police might reasonably regard all equally probable of being guilty. In neither case is it ignorance, but merely a sensible position describing uncertainty.

The concept of equal beliefs, basic to the classical form, can often be used to advantage in other situations; we illustrate with the example in §4.1 of inflation next year. It may be convenient to think of an inflation figure that you think is equally likely to be exceeded, or not be attained. If you settle on 3%, then your probability of it being less than 3% is $1/2$ and the same value of $1/2$ holds for values greater than 3%.
The idea can be extended to find a value, like 2%, such that you think it is as likely to be less than 2% as between 2% and 3%. Similarly, 5% might be a value such that you feel the inflation might exceed it as be between 3% and 5%. Now you have four ranges of inflation, all equally probable. The idea can be extended to provide a probability distribution, as will be shown in §9.8. There remain many phenomena where the classical definition cannot be used, so we pass to a more powerful device based on frequency.

7.2. FREQUENCY DATA

Earlier we met the idea that if you, as a doctor, had seen many patients with a disease and noted that a proportion $p$ of them had exhibited a symptom, then your probability that a further patient with the disease would show the symptom was also $p$. That is, you pass from a frequency among the patients seen, to a probability or belief about a further patient. This passage is so common that there has grown up a confusion between frequency, which refers to data, and probability, which is belief, so that people speak of the frequency interpretation of probability. There is a connection between the two concepts, but it is wrong to identify them, so let us investigate the situation carefully, starting with a simple example.

Suppose that you have before you a drawing pin; the American term is a thumb tack. Such a pin has the property that, when tossed, it can either land with the point down on the table, $D$, or sticking up in the air, $U$. You are uncertain about the event that the pin will fall with the point up and will express this by your probability $p(U)$. We assume some knowledge base that remains fixed throughout the discussion. Now let the pin be tossed a number of times under conditions that remain stable; you do not, for instance, alter the tossing procedure. To be specific, let the results of 10 tosses in order be $UUDDUUUUDD$ and denote this result by $x$. Notice that six times the pin fell uppermost and four times it fell with the point down, giving a frequency of $U$s of 0.6. You are about to toss an eleventh time and are uncertain about the event $U$ on that occasion. What is your probability $p(U | x)$? A natural response is 0.6, the frequency in the series of 10 tosses, and this is the procedure used by the doctor in the example. Is it sound? Can you pass from a frequency to a belief in this way? Is it coherent to do so? There are three reasons for thinking that the passage from frequency to belief is not so straightforward.

First, suppose that you had only tossed the pin once instead of 10 times. Looking back at the series of 10 results given above, you see that the first toss gave $U$ and that the frequency of $U$s is therefore 100%. Is your probability that the second toss will result in the pin falling point uppermost the same as the frequency, namely 1? Surely not, it might have increased a little from the original value $p(U)$, as with the red and white urns in §6.9, but not so far as to make the event certain for you, thereby violating Cromwell’s rule (see §6.8). So you cannot make the identification of frequency and belief when the former is based on little information, here a single toss. If 10 is enough to allow the identification, but 1 is not, where do you draw the borderline; is 7 enough?
A second reason for doubting the identification is demonstrated by shifting the example. Suppose that the pin and the tosses are replaced by observations of the weather on successive days. Each day you observe if it is dry $D$ or unsettled $U$, meaning “not dry”. Suppose you record the weather on 10 successive days and obtain the same sequence $x$ as before. What is your probability that the eleventh day will be unsettled? I suggest that the frequency of unsettled days in the last 10, here 0.6, is not a reasonable answer, at least under my knowledge base, because successive days of weather tend to be alike. Indeed, the forecast that tomorrow’s weather will be the same as today’s, is often better than the one based solely on being the frequency of weather. The last two days in $x$ were both dry, so we are in a dry spell and your probability that tomorrow will be unsettled may be less than the frequency 0.6. This example is based on weather in Western Europe, and readers in other parts of the world may need to adapt it to their own conditions, using their knowledge base. The key point is that the order of the $Us$ and $Ds$ may matter with weather, but usually not with drawing pins.

Those are two reasons for doubting the identification of frequency with belief. Here is another of a different character. Suppose, after having tossed the pin with the results given, you are now provided with a different type of drawing pin and told that the next, eleventh, toss is to be made with this pin. It would not be sensible to ignore the 10 tosses already made, since they do provide you with some information about pins in general, but on the other hand, it is a different pin and the direct use of the frequency is dubious. You may, for example, look at the new pin and see that the head is heavier than the one used in the tossing, so perhaps this one is more likely to fall point upward than the other. You might therefore express your belief with a value greater than the frequency of 0.6.

So while the idea of identifying belief with frequency is attractive, it cannot be used in all circumstances. Nevertheless, frequencies surely do influence beliefs and what has to be done is to understand the relationship between the two ideas. This we proceed to do.

### 7.3. EXCHANGEABILITY

Consider again the drawing pin and the result of the 10 tosses $UUUDUUUDD$ that was abbreviated to $x$. Each toss could result in one of two outcomes, so there are $2 \times 2 \times \ldots \times 2$ (with ten twos), or 1,024 possible results for the 10 tosses. Before you perform the tossing, you are uncertain about the outcomes and therefore, by the general thesis, ideally have probabilities for each of the 1,024 possibilities, the assessment of which is a formidable task if only because of the number involved. An assumption is now introduced, whose adoption will make this task much easier. It needs to be emphasized that the assumption is not always appropriate.

Suppose that when you think about the possible results of the 10 tosses, you feel that your probability for any series depends only on the number of times the pin falls with the point upward and not on the arrangement of the $Us$ and $Ds$ in the series. Thus in the case cited, your probability of the result depends only on the fact that
there are 6 Us (and therefore 4 Ds), so that $UUUDDUDUD$, still with 6 Us and 4 Ds but in a different order, is, for you, just as probable as what you actually observed. If this were so, you would have a much easier assessment task, for there are now only 11 possibilities, not 1,024, namely from 0 to 10 Us. One way of expressing this is to say that any one toss, with its resulting outcome, may be exchanged for any other with the same outcome, in the sense that the exchange will not alter your belief, expressing the idea that the tosses were done under conditions that you feel were identical. Here is the formal definition:

A series of results, each of which can be one of the same two types, is **exchangeable** for you under knowledge base $K$ if your probability for the series under $K$ depends only on the numbers of the two types and not on their positions in the series. It will be called the assumption of *exchangeability*. In the example, the two types are $U$ and $D$. Your probability, assuming exchangeability, for the series $x$ with 6 Us out of 10, may be written $p(6 \mid 10)$. Given 10 tosses, this is your probability for 6 Us. Series that are exchangeable are of special importance because there are many series that almost all people agree are exchangeable, and because of the simplicity that they introduce into the structure of your beliefs. The concept is related to that of sufficiency mentioned toward the end of §6.9, the number of Us, rather than their order, being sufficient.

The assumption of exchangeability implies that the series of outcomes $UUUUUDDDD$, in which the 6 Us and 4 Ds each occur together, is just as probable for you as the original series in which the Us and Ds were mixed up. People are often unhappy with this, but its resolution is to notice that the series in the last sentence has a pattern to it, whereas the other is chaotic, and there are vastly more chaotic series than there are those with a pattern. There are 210 possible arrangements of 6 Us and 4 Ds, very few of which exhibit a pattern. It is the pattern that singles out that series, not its uncertainty; it is a coincidence that the Us and Ds form clumps. Coincidences are hard to discuss because the striking pattern, which owes nothing to uncertainty, is easily confused with your uncertainty. And there is the question of what constitutes a pattern; does $UDDUUDDUU$ have a pattern because the last five tosses are identical to the first five?

Exchangeability implies that your probability of $U$ at any place in the series is the same as $U$ at any other place. To see this, consider the first two terms in the series with the $2 \times 2 = 4$ possibilities

$$UU \quad UD \quad DU \quad DD.$$  

Exchangeability implies that $UD$ and $DU$ have the same probability. $U$ occurs at the first place if either $UU$ or $UD$ occurs; whereas it occurs at the second with $UU$ or $DU$, and in either case your probability of a $U$ is the sum of your probabilities for the two possibilities. Now $UU$ is common to both and $UD$ has the same probability as $DU$, so the two sums are equal and $U$ is just as probable at the first place as the second. Generalizing this argument, it is apparent that any arrangement, $UDU$ say, is just as probable at any place in an exchangeable series as at any other. An exchangeable series is stationary, its uncertainties do not change with place. In thinking about these
results, you need to distinguish between your probability of \( U \) in the second place, on knowledge base \( K \), and the same uncertainty when you have already observed \( U \) in the first place. The notation makes this clear, comparing \( p(U_2) \) and \( p(U_2|U_1) \), where a subscript refers to the place in the series and \( K \) is understood. Notice that \( p(U_2|U_1) \) is easily calculated in terms of the basic, exchangeable values, as \( p(U_1U_2)/p(U_1) \) by the multiplication rule (§5.3). Since, as was seen above, \( p(U_1) = p(U_2) \), it follows from this last result that \( p(U_1|U_2) = p(U_2|U_1) \), so that looking backward, on the left-hand side of the equation, is the same as looking forward, on the right. Although, in general for an exchangeable series, \( U_1 \) and \( U_2 \) are not independent, \( p(U_2|U_1) \neq p(U_2) \), in §7.5 it will be seen that any exchangeable series can always be built up from series in which independence does obtain.

Most people would consider the series of tosses of a drawing pin to be exchangeable. They would not think it true of the series of weather on successive days, because consecutive days tend to be more alike than widely separated days, so that \( UUUDDDD \) is more probable for them than \( UDUDDDU \) despite the frequency being 0.5 in both cases. The records of the doctor observing the presence or absence of a symptom with a disease, you might think exchangeable; though if you knew the sexes of the patients and thought the disease was sex-related, you might not. This example also serves to illustrate an important point, that since the definition of exchangeable depends on your probabilities, it depends on your knowledge base, and a series exchangeable under one base, without knowledge of sex, may fail to be under another, with knowledge of sex.

Let us return to the question of the connection, if any, between frequency and probability. In the case of the pin, you wanted to pass from the results of the 10 tosses to an eleventh toss about to be made. The only aspect of the 10 tosses that matters under exchangeability is the 6 \( U \)s. One possibility is for you to consider the 11 tosses, the 10 already seen and the new one, exchangeable. If so, we say the new toss is exchangeable with the others. This would be reasonable with the single pin, but not when the eleventh toss was to be performed with a different pin. It might be fine with the medical example, but perhaps not if you were the next patient and you thought yourself different in some relevant way from those patients the doctor had already seen. For example, the study may have been made in one country and you are the resident of another.

Three examples were mentioned in §7.2; tosses of a pin, weather on successive days, and tosses of one pin aiding beliefs about another. The second series is not exchangeable, and in the third the further toss is not exchangeable with the previous ones. In both these cases, we ruled out the possible identification of frequency with belief. It is only in the first example with exchangeability in the series and extended to a further toss that the identification might be reasonable, and it is this case that we study further, beginning with a special type of exchangeable series.

### 7.4. BERNOULLI SERIES

To illustrate the series, let us return to our basic urn with balls, all indistinguishable from each other except for color, some being red, the rest being white, the numbers
of both types being known to you and from which you think a ball is to be drawn at random. Denote the proportion of red balls by the Greek letter \( \theta \), pronounced “theta” with a long e. (There is an important reason for going outside of the Roman alphabet that will appear in \( \S 11.4 \).) Remember that you know the value of \( \theta \). Under these circumstances, your probability that a withdrawn ball will be red is \( \theta \). Suppose the number of balls in the urn is vast, so that the withdrawal of even a few balls will not affect the constitution of the urn and, in particular, will not change \( \theta \). Then your probability that a second ball will be red is still \( \theta \) and it remains \( \theta \) however many balls are withdrawn. Furthermore, your probability is not affected by the results of all previous withdrawals, even if 10 withdrawals have each produced a white ball, your probability of drawing a red ball on the eleventh withdrawal remains \( \theta \) unless you discard the premise of randomness. In the terminology of \( \S 4.3 \), the withdrawals are independent, though there only two events were considered; the extension to many will be introduced in \( \S 8.8 \). With this example in mind, we make the definition:

A series, each member of which can have one of only two outcomes, is for you a Bernoulli series if your probability of one outcome is the same for every member of the series and is independent of any earlier outcomes in the series.

A Bernoulli series is somewhat artificial because you never learn from it, in the sense that your probability remains fixed at \( \theta \) whatever happens. In the artificiality of such a series, even 100 withdrawals all of which resulted in a white ball, would not change your belief that withdrawal 101 would be red. Despite this, Bernoulli series is most important for a reason to be explained now.

It is easy with a Bernoulli series to calculate your probability of any result. For example, take again the series we had before with the toss of a drawing pin, \( UUDDUUUDD \) with 6 \( D \)s and 4 \( D \)s. If it is Bernoulli the probability for each \( U \) is \( \theta \), for each \( D \), \( 1 - \theta \), and since the outcome of any one toss is judged by you to be independent of previous tosses, these probabilities may be multiplied (see \( \S 4.3 \)). Hence your probability for that series is \( \theta^6(1 - \theta)^4 \) depending only on the number of \( Us \), here 6, out of the 10 tosses. It follows that a Bernoulli series is exchangeable, since the dependence solely on the numbers of \( Us \) was our criterion for exchangeability. It is a special type of exchangeable series in which you judge the individual events to be independent. With independence it is easy to write down your probabilities for any series by multiplication. With series that are exchangeable, but not Bernoulli, we do not, at the moment, know how to do this. For an exchangeable series of length 10, we saw there were 11 numbers to think about, whereas in the Bernoulli case there is only one, namely \( \theta \), your probability for any \( U \), and once you know that, you can find all the others by multiplying the appropriate numbers of \( \theta \) and \( 1 - \theta \) together. However, there is a link between exchangeable and Bernoulli series that enables the exchangeable calculation to be made in terms of the Bernoulli.

7.5. DE FINETTI’S RESULT

We return to the familiar urn with a large number of balls that are identical except for their colours, some red, the rest white. Suppose that, unlike the case in the last
section, you do not know the proportion of red balls but are told truthfully it is one of two values \( \theta_1 \) or \( \theta_2 \). In §6.9, the case where \( \theta_1 \) was 1/3 and \( \theta_2 \) was 2/3 was considered; the former being referred to as the white urn, the latter, the red urn. Here the values of \( \theta_1 \) and \( \theta_2 \) are not restricted but, merely for identification, it is supposed that \( \theta_1 \) is the smaller, so having the lesser proportion of red balls, it is referred to as the white urn. You do not know whether it is the red or the white urn that is before you and since you are uncertain, you will have a probability that it is the white one, \( p \) say, and \( 1 - p \) that it is the red urn.

Were you to know the proportion of red balls, you would, on withdrawing balls at random, have a Bernoulli series. Suppose that the balls are drawn at random from the urn without knowing whether it is the white or the red one, and that the result of 10 such drawings is RWRWRRRWW, abbreviated to \( x \), essentially the same as with the tosses, though for ease of relating the result to the urns the notation has been changed, \( U \) to \( R \), \( D \) to \( W \), retaining \( x \) for the data. In the original urn treatment, lower-case letters were used for the data and upper-case for the true constitution. Here \( \theta \) replaces the latter, freeing the capital letters. Complete consistency of notation is rarely possible.

What is your probability, \( p(x) \), for this result? Before the drawings were made, what is your belief that this result would be obtained? It is not easy to see directly but recall from §5.6 the rule of the extension of the conversation and extend your discussion of the series to include the value of \( \theta \). You require \( p(x) \) which, by the rule is

\[
p(x) = p(x \mid \theta_1)p(\theta_1) + p(x \mid \theta_2)p(\theta_2).
\]

Now all the terms on the right-hand side of this equation are known, since once you know the proportion of red balls, the series is Bernoulli with \( p(x \mid \theta_1) = \theta_1^6(1 - \theta_1)^4 \) and similarly for the other possibility \( \theta_2 \). Your probability of it being the white urn, corresponding to \( \theta_1 \), was written \( p \), so substituting these values into the right-hand side, you have

\[
p(x) = \theta_1^6(1 - \theta_1)^4p + \theta_2^6(1 - \theta_2)^4(1 - p) \tag{7.1}
\]

and the calculation is complete. The argument has been presented here for the case where there were only two values of \( \theta \). If there were three, the same procedure of extending the conversation would be available, except that now there would be three terms on the right-hand side. Generally, any number of values of \( \theta \) can be included, resulting in that number of terms on the right-hand side.

It is obvious that this series, with two possible values of \( \theta \), is exchangeable because the result just obtained depends only on 6, the number of red balls, out of 10, and not on their order of withdrawal. So we have established that the withdrawal of balls at random from an urn of unknown composition generates an exchangeable series. De Finetti showed that every series with two possibilities, here \( R \) and \( W \), that you judge to be exchangeable can be represented as random withdrawals from an urn of unknown composition. In other words, the procedure just described is available for every exchangeable series and exchangeable series necessarily reduce to combinations of Bernoulli series. The result is of considerable importance because it
enables you to think about your beliefs for an exchangeable series in a simple way. In the case where \( \theta \) can take only two values all you need to think about is the probability of \( \theta_1 \), denoted \( p \) above. Generally, each possible value of \( \theta \) has to be assigned a probability and the extension of the conversation then used to perform the evaluation. The last stage can be left to the mathematician or the computer and need not concern us here, but the assignment of probabilities, like \( p \), needs further thought.

An objection might be raised. Suppose you were to think about \( \theta \) to two places of decimals; that is, you admitted values 0.01, 0.02, \ldots, 0.99 so that there were 99 possibilities in all. (The extreme, special values of 0.00 and 1.00 being omitted.) Then there are 99 values of \( p \) for you to think about, whereas for the series of \( R \)s and \( W \)s of length 10 there were only 11 to be considered, and all this fuss has only made your task harder. This is perfectly sound, but once the 99 have been settled upon, the calculation will do for any length of series of \( R \)s and \( W \)s, not just 10; so that the 99 will replace the 1,000 needed for a series of length 999 and there is a real simplification. It will be seen in §9.8 that there are compact ways of studying the values of \( p \) that are not available for the raw series.

### 7.6. LARGE NUMBERS

In order to think about a series with two possible outcomes that you judge to be exchangeable, you need to think only about the values of \( \theta \) underlying a Bernoulli series. In the case of the urn, \( \theta \) had a concrete interpretation, as the proportion of red balls, but in other cases, like the patients with a disease, some exhibiting a symptom, it is not clear what meaning to attach to \( \theta \) under exchangeability, so that before de Finetti’s result can be used we need to be able to escape from the tyranny of the Greek alphabet and think in medical terms. To do this we need a mathematical result called a law of large numbers, which says that for any series, each member of which has two possible outcomes and that you consider exchangeable, you have probability one, that is, you are sure, that the frequency of one of these outcomes tends to a fixed value as the length of the series increases, rather than wobbling about all over the place. The fixed value to which the frequency tends is an interpretation for \( \theta \). (Probability one may appear to violate Cromwell’s rule in §6.8, but the law is the result of logic in the form of mathematics and is therefore exempt from the rule.) Consequently, to think about an exchangeable series of two outcomes, you need, apart from the Bernoulli calculations, only to think about your beliefs about the frequency of outcomes in a long series. This value is termed the limit of the observable frequencies.

Let all the threads be put together to produce your probabilistic description of a series with two outcomes that you judge to be exchangeable.

1. By exchangeability, you admit that the frequency of an outcome in the series will tend to a limit. Denote this limit by \( \theta \).
2. Assess your probabilities \( p(\theta) \) for the various values of \( \theta \).
3. Combine this with the Bernoulli probabilities \( \theta^r(1 - \theta)^{n-r} \), giving a term 
\( \theta^r(1 - \theta)^{n-r}p(\theta) \), and take the sum of these over the various values of \( \theta \). This
is your probability for \( r \) outcomes of one type in an exchangeable series of
length \( n \).

Consider the case of a drawing pin and, to illustrate, take the nine possible values
of \( \theta \), 0.1, 0.2, \ldots, 0.9 corresponding to the outcome that the pin falls with point
upward, \( U \). You need nine numbers, adding to one, to describe your beliefs about the
pin. If you feel that the frequency of it falling with point up will probably be less than
its falling with point down, then the larger probabilities would be assigned to the
smaller values. For example, you might assign probabilities

\[
0.03, 0.10, 0.20, 0.25, 0.17, 0.12, 0.07, 0.04, 0.02
\]

to the nine values; thus \( p(\theta = 0.1) = 0.03 \). Contrast this with the case of a coin,
where you might attach high probability to heads and tails occurring with equal
frequency in the long run but, with due attention to Cromwell’s rule, would not rule
out bias. A possible set of probabilities, spread over the same nine values as before,
might be

\[
0.01, 0.01, 0.01, 0.01, 0.92, 0.01, 0.01, 0.01, 0.01.
\]

This means that your probability that the coin is fair, and being tossed fairly, is 0.92,
but admit that other values are possible with small probabilities.

We began in §7.2 by considering how frequency and belief were related; how the
doctor’s observation that a symptom occurred with frequency \( p \) in those patients
already seen, related to the belief that the next patient would exhibit the symptom.
With the 10 tosses of the pin giving the result \( x \), we sought \( p(U \mid x) \), your probability
that the next toss, judged exchangeable with the other tosses, would result in it falling
with point up, event \( U \). (To avoid fussy notation, \( U \) now refers to the eleventh toss.) We
next show how this probability can be calculated using the three-step procedure just
described. By the multiplication rule (compare the case of \( U_1 \) and \( U_2 \) in §7.3)

\[
p(U \mid x) = p(Ux)/p(x).
\]

The denominator \( p(x) \) was calculated in §7.5, the last displayed equation therein, for
two values of the limiting frequency \( \theta \), with its obvious generalization. The
numerator \( p(Ux) \) follows in exactly the same way since \( Ux \) has one extra \( U \), giving 7
\( Us \) and still 4 \(Ds\). Hence the required result, \( p(U \mid x) \). This method is available for
every exchangeable series and a future outcome judged exchangeable with it.

There is another way of arranging the calculation, which makes use of Bayes rule
in learning about \( \theta \) from the observed data, and which is illustrated using the
example of the red and white urns in §6.9. Recall the urn was either red, \( R \),
corresponding to \( \theta_1 = 1/3 \), or white \( W \), with \( \theta_2 = 2/3 \). Suppose that some balls are
withdrawn at random and let the result be denoted \( x \). (In §6.9, 12 balls were
withdrawn and 9 found to be red, 3 white, but the exact nature of the data, \( x \), need not
concern us here.) In analogy with the doctor, uncertain about the next patient, let us

consider your probability that another random ball will be red, an event denoted $r$. Extend the conversation to include $\theta$, the true but unknown constitution of the urn, with the result

$$p(r \mid x) = p(r \mid Rx)p(R \mid x) + p(r \mid Wx)p(W \mid x).$$

Now if you know it is the red urn $R$, the data $x$ tells you nothing about the next ball, so $p(r \mid Rx) = p(r \mid R) = 2/3$ and similarly $p(r \mid Wx) = 1/3$. (In the terminology of §4.3, $r$ and $x$ are independent, given $R$.) The other probability $p(R \mid x)$ was found in §6.9, by Bayes rule, to be $64/65$ and naturally the complement $p(W \mid x) = 1/65$. Inserting these numerical values into the result just displayed yields

$$p(r \mid x) = \frac{2}{3} \times \frac{64}{65} + \frac{1}{3} \times \frac{1}{65} = \frac{129}{195} \approx 0.6615$$

to four decimal places. This is a little less than $2/3 = 0.6667$ to the same accuracy, the slight reduction being caused by the fact that, although you are almost sure it is the red urn, just a little doubt, expressed through your probability $1/65$, that it is the white one remains.

There remains a general problem, that of summing the various terms and performing the calculations in Equation (7.1) of §7.5 above. This is a technical matter and has been attended to by mathematicians. My best advice to you is to consult a statistician, just as you would consult a plumber if the repairing of your plumbing system was outside your capabilities. However, it is possible to describe one of the results that have been obtained in a form that is of immediate use without technical skills.

7.7. BELIEF AND FREQUENCY

Take a series with two outcomes, $U$ and $D$, of length $n$ that you judge to be exchangeable and suppose that you have just observed $r$ Us and therefore $(n - r)$ Ds. By exchangeability, it does not matter to you where the Us and Ds appeared in the series. Now consider your probability that the next term, judged exchangeable with the series, will be $U$. This is $p(U \mid r, n)$, your probability of $U$ given the result $(r, n)$. Although it is tempting to equate this with $r/n$, the frequency of $Us$ in the series, we saw in §7.2 that it would not be realistic to do this for short series with small $n$. The methods of the last section tell us how to proceed but they involve technicalities. It is now shown how they may be overcome if an assumption is made about your opinion, $p(\theta)$, of the hidden value of $\theta$, the limiting frequency of Us.

Denote by $f = r/n$ the observed frequency in the series, which is firmly based on data and has no element of uncertainty. There is another frequency, the limiting one $\theta$, that is conceptual and not data-based, about which you are uncertain and have beliefs. Let $g$ be your best guess as to the value of $\theta$ before you have any data on the series. Exactly what is meant by “best guess” will be explained in a moment. Now you have two pieces of information about the frequency with which $U$, rather than $D$, will arise: $f$, which is based on data, and $g$, which is based on initial beliefs about the
series. It surely seems natural, in assessing the probability of a further $U$, to incorporate both these pieces of information, combining them in some way. The simplest way to do this is to take a bit of one and add it to a bit of the other; addition being the simplest arithmetic operation, So consider the expression $(nf + mg)/(n + m)$, where $m$ is a positive number. If $m = n$, the expression gives equal prominence to $f$ and $g$, being the average $(f + g)/2$. If $n$ is much larger than $m$, little attention is paid to $g$ and the expression is near to $f$, similarly, if $m$ is by far greater, the emphasis is on $g$. Generally, the expression lies between $f$ and $g$, exactly where depending on the balance between $m$ and $n$. Technical analysis shows that it is often appropriate to equate the result $(nf + mg)/(n + m)$ to the required probability $p(U \mid r, n)$. Leaving discussion of $m$ for the moment, the final result is

$$p(U \mid r, n) = \frac{nf + mg}{n + m}. \quad (7.2)$$

Consider an example. Suppose with the drawing pin, you believed initially that $D$ might be little more probable than $U$ and that your best guess at the limiting frequency of $U$s was 0.4. This is $g$. Now you have data of 6 $U$s in 10 tosses, $r = 6$, $n = 10$, $f = 0.6$, and the formula gives

$$p(U \mid 6, 10) = \frac{10 \times 0.6 + m \times 0.4}{10 + m}. \quad (7.3)$$

This is a simple combination of the two frequencies, which necessarily lies between them, greater than what you initially believed, because of the observations, but less than you observed, because of your lower, initial belief. It is now possible to see what $g$, your best guess of $\theta$, means, for if the general result (7.2) is used with $n = 0$, that is, before any observations have been made, $p(U \mid r = n = 0)$ reduces to $g$ when $n = 0$. Hence your best guess is your belief that the first member of the series will be $U$, rather than $D$. There remains the value of $m$ to consider.

A clue to $m$ can be found by reflecting that so far you have not inserted any indication of how strongly you felt $g$ reflected your initial opinion. Thus with the pin, you may not have much strength of conviction about 0.4, whereas had it been a coin that was being tossed, you would have had a firm opinion that the frequency in the limit would be 0.5 and these feelings were reflected in the two sets of nine probabilities chosen in the last section. $m$ measures this conviction, being small in the case of the pin and high in the case of the coin. But what of an exact value? There are several ways to assess this. One of them is to assess $p(U \mid r, n)$ directly and then equate it to the above expression, so obtaining $m$ since all the other quantities are known. For example, suppose with the pin, you felt 0.55 was your probability after the 6 $U$s and 4 $Ds$, then arithmetic shows that $m = 10/3$, a little more than 3. (Put $m = 10/3$ in (7.3) and you will obtain the result 0.55.) Let us take 3, rather than the more precise value. Then what you are saying in using the formula is that you are taking 10 parts of the data to 3 parts of your initial belief, out of 13 parts in all. Roughly $m = 3$ says that your initial belief is worth about three observations in the
series. Had \( m \) been 10, you would have given equal weight to the two frequencies. With the coin and \( g = 0.5 \) you might have had a large value, say \( m = 100 \). (7.2) then gives a probability for \( U \) on the next toss of 0.509 and the observed frequency of 0.6 has only slightly affected your belief that the coin is being tossed fairly. Notice how the fact that \( m \) measures your strength of conviction about \( g \) goes some way to answering those who feel that a single probability is inadequate, preferring instead upper and lower probabilities in order to incorporate this conviction (see §3.5). The analysis demonstrates that when the conviction is relevant, it can be included within our simpler framework by introducing \( m \). Furthermore, the introduction of \( m \) is balanced by your conviction about the data \( f \), naturally expressed by the number \( n \) of observations. Here our simplicity has paid off and the additional complexity is unnecessary. The expression above requires your best guess \( g \) about \( \theta \), in the sense of your probability that the first toss will result in \( U \), and also the strength of your conviction about \( \theta \) measured by \( m \) in comparison with \( n \), the length of the series.

As remarked above, if \( n \) is large, the formula weighs \( f \), the frequency, very high and the effect of \( g \) is small, so the formula says that it is sensible to identify frequency and belief, provided the data are sufficiently numerous. Thus if the doctor had seen a lot of patients whom he judged exchangeable, with a proportion \( f \) exhibiting the symptoms, a patient judged exchangeable with them would, for him, have a probability effectively \( f \) of exhibiting the symptom. This is the justification for a procedure, adopted in many cases, of equating the probability of an aspect of the future with a frequency observed in the past. Notice that it requires three conditions: exchangeable series, a long series, and a case exchangeable with the series. The first condition rules out the weather; the last excludes a different pin.

There is one extremely important point to be made about (7.2), a point that will repeatedly arise in probability calculations and is not confined to exchangeable series. Once you have chosen the two values \( g \) and \( m \) to reflect your initial opinion and the strength of that opinion, you are committed to \( p(U \mid r, n) \) for all values of \( r \) and \( n \), and not just those that you originally contemplated. Thus in the case of the pin with \( g = 0.4 \) and \( m = 3 \), a series of five tosses which all resulted in \( U \) and hence \( f = 1 \), would give your probability for another \( U \) on the sixth toss to be 0.78. When considering the values of \( g \) and \( m \), you need to bear in mind that all these probabilities can be affected, and it is often useful to consider several hypothetical values of \( r \) and \( n \).

A consequence of the rules of probability and coherence that they reflect is that while a few probabilities can be chosen at will, many others are automatically determined from the few by the rules. This is a general principle and affects all calculations of beliefs. In the exchangeable case, there are many implications from the choice of \( g \) and \( m \), one for every possible series of data, and for every possible combination of \( f \) and \( n \). If you find that there are no values of \( g \) and \( m \) that can accommodate your beliefs for all combinations, then you have two alternatives. You can retain exchangeability, but go back to the original \( p(\theta) \), which will give you more flexibility. If this is still not enough, then your only resource is to abandon your view that the series is exchangeable. Here is an example.
There are many people who believe that if you have a long series almost entirely of Us, then there is a greater probability for a D next time than if you had experienced fewer Us. The idea being that compensation is needed to make up the appropriate frequency of Ds which has so far been too low. One can easily see that this view conflicts with (7.2) since the bigger the $r$ is, the larger is the probability of $U$ next time. It follows that if you have belief in compensation, then you cannot simultaneously have beliefs that (7.2) accommodates. More can be said, for the compensation concept and exchangeability do not even cohere and you cannot believe both. Mathematically, $p(U \mid r, n) = \frac{nf + mg}{n + m}$ increases with $r$ and the more Us you see, the greater is your belief in $U$ next time.

It may be felt that excessive attention has been paid to the notion of exchangeability and that we have labored unduly over a rather narrow, specialized concept. The reason for our labors is that the notion is used throughout the analysis of data, where many series, not just of two but of any number of outcomes, are generally accepted, not only by you, but by nearly everyone, to be exchangeable. Even series, like weather, that are not exchangeable, have been studied by connecting them with other series that are exchangeable, though the technicalities are beyond us here. So exchangeability arises all over the place and our hope is that, by studying it in a simple case of two outcomes, you will gain an appreciation of its value elsewhere, even though the technicalities are understandably beyond you. The quantity $\theta$ that was introduced above is called a parameter and it will be seen in Chapter 11 how parameters play a central role in science. We next take a closer look at the Bernoulli parameter $\theta$.

### 7.8. CHANCE

It was seen in §4.3, with the discussion of two events, that there was some simplification if the two events were independent; in particular, the product rule was simplified. Also instead of three probabilities needed for a complete description of the uncertainty surrounding two events, $A$ and $B$, for example $p(A)$, $p(B \mid A)$, and $p(B \mid A^c)$, independence required only two, $p(A)$ and $p(B)$. (As usual a fixed knowledge base is assumed, for independence can be destroyed or created by changes in the base, as we will see in a moment.) The simplification produced by independence is even greater with more than two events, considered in the next chapter. It would therefore be most desirable if you could create independence in your beliefs in some way; that is what the quantity we have denoted by $\theta$ does with exchangeable series. To see this, consider the first two tosses of the pin and the result $UD$. These are not independent for you since your probability for the $D$ on the second toss is influenced by the occurrence of $U$ on the first. But now introduce $\theta$ and you have independence since $p(UD \mid \theta) = p(U \mid \theta)p(D \mid \theta) = \theta(1 - \theta)$ by the Bernoulli nature of the series, given $\theta$. Generally, for any length of an exchangeable series, you have independence, given $\theta$, but not without $\theta$.

It is not a topic that will arise much in this book, but there are many uncertain situations which are most profitably studied by introducing a new, and perhaps a
little artificial, quantity like $\theta$, to create independence. For example, in agricultural experiments, two varieties will behave similarly, and therefore not independently, because they experience similar weather conditions; so a quantity representing weather is introduced to create independence, given the weather, and thereby simplify the analysis, without weather necessarily being described in terms of sunshine, temperature, humidity, and so on. Readers who are familiar with even the simplest statistical literature will have encountered the mantra “independent and identically distributed,” which occurs so frequently that it has acquired an acronym, iid. Yet the authors hardly ever mean what they say. What they intend is iid given some quantity like $y$.

Returning to the exchangeable series of two possible outcomes, $U$ and $D$, let us look at $y$ in more detail. First notice that it behaves like a probability; indeed, within the Bernoulli series it is a probability, namely your probability of $U$ were you to know its value, $p(U \mid \theta) = \theta$. Also it obeys the probability rules, for example, in calculating the result $\theta^r(1 - \theta)^{n-r}$ for your probability of $r$ Us. Does $\theta$ therefore correspond to your belief in something? You already have beliefs about its value expressed by a probability $p(\theta)$, yet according to the attitude adopted in this book, it is nonsense for you to have a belief about your belief if only because to do so leads to an infinite regress of beliefs about beliefs about beliefs . . . Another feature of the Bernoulli $\theta$ is that it has a degree of objectivity in the sense that if Peter and Mary both judge a series to be exchangeable, then the value of $y$, as a limiting frequency, will be common to them both, though unknown to them both. The objectivity is limited though because if Paul disagrees with exchangeability, $\theta$ may not have a meaning for him. Experience shows that there is a massive agreement about some series being exchangeable, so that the objectivity can be at least a convenient approximation.

The upshot of these considerations is that $\theta$, while it obeys the rules of the probability calculus, is not a probability in the sense of a belief. As a result, we prefer to give it a different name and it is often referred to as a chance. Thus de Finetti’s basic result in §7.5 is that an exchangeable series of two outcomes is always a mixture of Bernoulli series with different chances. Notice that there are now three words that are almost synonymous in the English language but to which we have assigned special, different meanings. Probability always refers to your belief; likelihood to your uncertainty of a single event under different circumstances, and chance is a concept pertaining to a Bernoulli series. It may appear pedantic to fuss in this way, but experience has shown that the separation of the ideas is essential for a proper appreciation of uncertainty. It has the minor misfortune that we cannot vary the language, as modern writers like (see §2.8) switching between probability, likelihood, and chance; for if probability is meant, then probability it has to remain. It also helps to understand why mathematical modes of thought differ from those of poets. Poets like to invest words with many shades of meaning and encourage ambiguity, while mathematicians are precise and a word has a single, unambiguous meaning.

The relationship between probability and chance is profitably explored a little further using the pin as an example. First, $p(U)$ expresses your belief that the first
toss will result in the pin falling with point up, $U$. Strictly, it should be $p(U \mid K)$, referring to your knowledge base but, as usual, $K$ will be kept constant and conveniently omitted. On the contrary, $p(U \mid \theta)$ is $\theta$, your belief concerning the first toss, were you to know the value of $\theta$. The relationship between $p(U)$ and $p(U \mid \theta)$ is, for the case where two values of $\theta$, $\theta_1$, and $\theta_2$, are being considered, as in §7.5, obtained by using the extension of the conversation from $U$ to include $\theta$,

$$p(U) = p(U \mid \theta_1)p(\theta_1) + p(U \mid \theta_2)p(\theta_2) = \theta_1p(\theta_1) + \theta_2p(\theta_2).$$

Generally, if there are many values of the chance that you consider possible, there will be a term equal to the value of the chance $\theta$, times your probability for that value $p(\theta)$, the terms being added to provide your probability for $U$. The expression on the right-hand side plays an important, general role that is encountered in §9.3.

The “probabilities” that are basic to quantum mechanics are really chances, in our usage of the terms. Those who accept quantum mechanics accept exchangeability as part of that acceptance and therefore have chances. In statistical mechanics, there are two forms of exchangeability, Fermi-Dirac and Bose-Einstein. The same situation is observed in genetics, which is based on chances, not on probabilities. Furthermore, since the “probabilities” that physicists and geneticists recognize are really chances, the chances are associated in their minds with frequency, so that probability is thought of in terms of frequency.

We now have two methods of assessing probabilities: using the concept of cases, which have equal uncertainty, the classical method, and that based on frequency allied with the concept of exchangeability. The former only applies to a limited class of situations, like games that use cards or dice. The second is of such wide use that probability is often confused with frequency. There remain situations where neither of these methods apply as when you attempt to assess your probability that the political party you support will win the next democratic election. Here there are no equally probable cases and the frequency with which your party has won previous elections is no guide, only because you do not make the judgment that those elections are, for you, exchangeable. We, therefore, need a further method. This is based on coherence and is treated in Chapter 13 when we have examined the phenomena that can arise when you contemplate three events.
8.1. THE RULES OF PROBABILITY

So far in this book we have almost entirely been concerned with studies involving only two events. The ideas developed there are now extended to situations with three or more events. The rules of probability that were developed in Chapter 5 are perfectly adequate to deal with the extension, and no new rules are required, but they do lead to some surprising results when more events are contemplated. We begin by looking again at the three rules.

The convexity rule in §5.4 deals with a single event and requires no elaboration. The addition rule, in the simpler form of Equation (5.2) of §5.2, says that if two events, $E$ and $F$, are exclusive (that is, cannot both be true) then

$$p(E \text{ or } F) = p(E) + p(F).$$

(8.1)

The extension to three is immediate. Suppose $E$, $F$, and $G$ are three events that are exclusive, in the sense that no two of them can both be true, then

$$p(E \text{ or } F \text{ or } G) = p(E) + p(F) + p(G),$$

(8.2)

where $E$ or $F$ or $G$ means the event that is true if, and only if, one of them is true. There are several ways to see that this is correct. One is to return to the urn and suppose some balls are emerald, $E$, some fawn, $F$, some green, $G$, and the remainder without color. A colored ball has only one color, so the colors are exclusive and the total number of
colored balls is the sum of the numbers that are emerald, fawn, and green. Dividing by 100, the total number of balls, to obtain proportions or probabilities, the probability of being colored is seen to be the sum of the three probabilities of the individual colors. Exactly the same argument can be used for any number of different colors, not just three, and correspondingly for any number of exclusive events.

The mathematical way of seeing that the result is true is to take the original two-event form, (8.1) above, and replace \( F \) by \( F \) or \( G \) giving, since \( E \) is exclusive of \( F \) or \( G \),

\[
p(E \text{ or } F \text{ or } G) = p(E) + p(F \text{ or } G).
\] (8.3)

We then use the two-event form again to yield

\[
p(F \text{ or } G) = p(F) + p(G).
\]

Combining these two results gives the three-event form of Equation (8.2).

It is worth stopping for a moment to look at the mathematical argument in the last paragraph because it demonstrates the power of mathematical notation, which, as remarked in §2.7, is really another language. Since the two-event form of the addition rule applies to any two events, the notation reflecting this, the flexibility can be used to advantage and, in particular, we can use an event that combines two others, as in Equation (8.3). Repeatedly doing this we obtain general statements, not tied to special concepts like balls in an urn. Furthermore, the method applies to any finite number of exclusive events by repeated use of the method.

The addition rule says that, to obtain your probability of one of a number of exclusive events happening, you add your probabilities of the individual events, a result used in discussing the classical theory in §7.1. Notice that it is essential that the events be exclusive. There is an extension of the general form of §5.4 without the restriction to exclusive events but, since we shall not need it, and it is somewhat complicated, it is not given here. In all forms recall that a fixed knowledge base is assumed.

The multiplication rule of §5.3 also extends to three events in the form

\[
p(EF) = p(E) \times p(F | E) \times p(G | EF).
\] (8.4)

In words, your probability that all three events occur is your probability of the first, multiplied by your probability of the second, conditional on the first, and then multiplied by your probability of the third, conditional on both the first and second. Incidentally, this provides a good illustration of the simplicity and clarity of the mathematics in (8.4) compared with ordinary English in the last sentence. Recall that \( EF \) is the event that is true if, and only if, both \( E \) and \( F \) are true; whereas \( E \) or \( F \) is true provided either one of \( E \) and \( F \) is true. The reader might like to refer again to the truth table in §5.1.

As with the addition rule, the multiplication rule may be demonstrated with balls in an urn. There would be red balls corresponding to \( E \), the others being white. Some balls would, in addition, be spotted, corresponding to \( F \), the others being plain.
Finally some balls would be plastic, corresponding to $G$, the others being wood. Thus there would be eight types of ball; for example, some balls would be plastic, painted red, with spots, corresponding to $EFG$. The proportion of balls in the urn that are simultaneously red, plain and plastic is equal to the proportion of red, times the proportion of plain among the red, times the proportion of plastic among the red, plain ones. Mathematically, the two-event form with the events $E$ and $FG$ gives

$$p(EFG) = p(E) \times p(FG \mid E).$$

Applying it again to $F$ and $G$ with everything conditional on $E$ (as well as the implicit knowledge base) we have

$$p(FG \mid E) = p(F \mid E) \times p(G \mid EF).$$

Combining these last two results gives the form stated in (8.4). Notice that unlike the addition rule, there is no need for the events in the multiplication rule to be restricted in any way.

So there is nothing really new in passing from two to three events, insofar as the rules of probability are concerned, and we do not need new rules. We derived modified forms, by the mathematical arguments just given, from the old. Since all the properties of probability follow from the three basic rules (see §5.4), it means that the other rules, like that of the extension of the conversation (§5.6), to be discussed in §9.1, similarly extend to three events. Although the rules are adequate for any number of events, it turns out that they lead to surprising results when passing from two to three events; while beyond three, nothing surprising happens, life just gets more complicated. To investigate the surprise, we start with an example, which is extreme but has been chosen to emphasize a point. The phenomenon it displays ordinarily occurs in a less extreme form, where it is very common.

8.2. SIMPSON’S PARADOX

Below are some data in the form of a contingency table (see §4.1). The context is medicine, where 80 patients with a disease took part in a clinical trial. 40 of them were given a treatment, in the form of an experimental drug, and the remaining 40 were provided with a placebo; none of them knowing which they had received. At the end of the trial, each patient was classified as recovered or not. The outcome of the trial is given in the table, with the obvious notation of $T$ for treated and $R$ for recovered. As before, the raised letter $c$ denotes complement: $T^c$ for the placebo and $R^c$ for a patient who had not recovered by the end of the trial. In addition to the raw data, the recovery rates, calculated from them, have been included in the last column.

<table>
<thead>
<tr>
<th></th>
<th>$R$</th>
<th>$R^c$</th>
<th>Total</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>20</td>
<td>20</td>
<td>40</td>
<td>50%</td>
</tr>
<tr>
<td>$T^c$</td>
<td>16</td>
<td>24</td>
<td>40</td>
<td>40%</td>
</tr>
<tr>
<td>Total</td>
<td>36</td>
<td>44</td>
<td>80</td>
<td></td>
</tr>
</tbody>
</table>
The treatment by the drug would appear to have been beneficial since the recovery rate for the treated patients is 10% higher than for those untreated, and medical opinion might be that the treatment is a “good thing”. It may be objected that the trial is too small for reliable conclusions to be drawn. If you feel this, add a couple of zeros to each of the raw figures, with 8000 in all and 3600 recovered. The analysis that follows will not be affected.

It was seen in §7.7 that under exchangeable conditions, and with sufficient data, you would assert \( p(R \mid T) = 0.5 \) and \( p(R \mid T^c) = 0.4 \). Here the first probability refers to the event of your recovery were you to receive the treatment; the second to your recovery with the placebo, and on this basis you might decide to have the treatment, thereby increasing your probability of recovery by 0.1. Notice the use here of the subjunctive, since these are assessments before your treatment regime is decided.

Both men and women took part in the trial and the results were available for each sex separately. The results for the 40 males, presented in tabular form as above, were

<table>
<thead>
<tr>
<th>Males</th>
<th>( R )</th>
<th>( R^c )</th>
<th>Total</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T )</td>
<td>18</td>
<td>12</td>
<td>30</td>
<td>60%</td>
</tr>
<tr>
<td>( T^c )</td>
<td>7</td>
<td>3</td>
<td>10</td>
<td>70%</td>
</tr>
<tr>
<td>Total</td>
<td>25</td>
<td>15</td>
<td>40</td>
<td></td>
</tr>
</tbody>
</table>

Now the position is reversed and instead of the treatment increasing the recovery rate by 10%, it has decreased it by the same amount. The treatment would appear not just to be ineffectual but to be positively harmful. Using exchangeability again, a male might argue that \( p(R \mid TM) = 0.6 \), whereas \( p(R \mid T^cM) = 0.7 \), where \( M \) denotes male. The interpretation is as before, that were he to receive the treatment his probability of recovery would be 0.6, whereas without it, it would be 0.7 and the treatment is to be avoided. Notice that the man is making a different exchangeable judgment from that made with all the data. There he was supposing himself to be exchangeable with all the data; now, with more information, he is restricting himself to being exchangeable with the males only. Exchangeability is always conditional, just like probability.

It might be thought that a treatment that is good overall, but is bad for the males, must be good for the females, if only to compensate. So let us look at the data for the 40 females who took part in the trial. These can be obtained by subtracting the numbers in the table for the males from those in the complete table and no new information is needed. The result, as the reader may easily verify, is

<table>
<thead>
<tr>
<th>Females</th>
<th>( R )</th>
<th>( R^c )</th>
<th>Total</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T )</td>
<td>2</td>
<td>8</td>
<td>10</td>
<td>20%</td>
</tr>
<tr>
<td>( T^c )</td>
<td>9</td>
<td>21</td>
<td>30</td>
<td>30%</td>
</tr>
<tr>
<td>Total</td>
<td>11</td>
<td>29</td>
<td>40</td>
<td></td>
</tr>
</tbody>
</table>

The result is not that anticipated because the treatment is just as bad for the females as it is for the males; namely a reduction in the recovery rate by 10%. As before, a female might argue that for her \( p(R \mid TF) = 0.2 \), whereas \( p(R \mid T^cF) = 0.3 \). Here \( F \) denotes female or \( M^c \). (Lest feminists object, \( F^c = M \).) Thus a woman might decide not to use the treatment.
The situation is that a treatment that appears to be good for all of us (the first table) is bad for the men and bad for the women. This is the paradox. It is usually known as Simpson’s paradox, after a UK civil servant who came across it in his salad days; though it had occurred earlier in the literature, recalling Stigler’s law of eponymy in the prologue. In its form, the paradox says that the overall behavior may be contrary to the behavior in each of a number of subgroups, here male and female. Peoples’ first reaction is to disbelieve the paradox and to think that there has been a mistake in the arithmetic, but careful perusal of the figures shows that this is not so. Recalling that probabilities are equivalent to proportions of balls in an urn, you could envisage the paradox in terms of balls, colored red or white (for $T$), spotted or plain (for $R$) and plastic or wood (for $M$). The paradox, as we now try to show, is of considerable practical importance even in its most modest form.

8.3. SOURCE OF THE PARADOX

How has the paradox arisen? First notice that the disease the treatment was designed to cure is more serious for the women than it is for the men. Confining ourselves to the data for the placebo, where the disease effectively remained untreated, apart from the possible psychological encouragement from participation in the trial, we see that only 30% of the women recovered, whereas 70% of the men did, so it is a disease that is more serious for women than for men. Second observe that in the case of the men, 75% (30 out of the 40 men in the trial) were treated, whereas with the women only 25% (10 out of the 40 women) received the treatment. Thus the treatment went predominately to the men, who were more likely to recover anyhow, and kept from the women who were the main sufferers. Consequently the treatment looked good, not because of real merit, but because it was mainly applied to the men with their higher recovery rate. Perhaps the person in charge of the trial was distrustful of the treatment, feeling that it might do harm, so gave it predominately to the men, who were likely to recover anyhow, and kept it from the principal sufferers, the women. Whatever the reason, it is the confusion between sex and treatment that has given rise to the paradox. We leave it to the reader to do the arithmetic to convince themselves that had the sexes been handled equally with respect to the allocation of the treatment, in the sense that the proportion of men receiving the treatment equalled the proportion of treated women, then the original table, that did not refer to sex, would have exhibited the same 10% reduction in the recovery rate as exhibited in the other two tables, that did record sex. For this calculation, assume the same recovery rates as in the last two tables.

Simpson’s paradox therefore arises because the allocation of treatments depended on another quantity, sex, that itself had an effect on the recovery rate. This type of dependence is called confounding and the two quantities, treatment and sex, are said to be confounded. Because of the confounding, it is not possible to be sure, in the original table, that the apparent treatment effect is real and not due to the confounded quantity, sex. What is therefore required is an allocation of treatments to the patients that is not confounded with any other quantity that might have an effect. This is a tall
order and before we see how it can be achieved, let us draw some lessons from the paradox.

8.4. EXPERIMENTATION

An immediate consequence of the paradox is that one cannot believe the message that a simple contingency table appears to deliver without more investigation. Recovery appears to be helped by the treatment in the example but the effect is an illusion due to sex. Even the tables that include sex cannot be guaranteed to send a correct message since there may exist another quantity that reverses the effect of treatment again. For example, it might happen that breaking up the last two tables according to whether the patients came from a rural or urban community, so producing four tables, rural males, rural females, and so forth, would exhibit a different effect.

The paradox has repeatedly arisen in practice. The early work on the relationship between smoking and lung cancer revealed a strong positive association (§4.4) between smoking and the occurrence of the disease, just as our first table showed one between treatment and recovery. An eminent statistician suggested that there might be a genetic factor that encouraged smoking and also made the person prone to lung cancer, playing a similar role to that of sex in our example; if so, the causal relation between consumption of cigarettes and lung cancer might be spurious. The suggestion was sensible and much further work was required to eliminate this possibility and establish the causal link. It has now been demonstrated that the original table did not lie and smoking is a cause of lung cancer. Here are examples where the table did misrepresent the situation. It was once claimed that the consumption of yoghurt increased one’s life span, again on the basis of a contingency table. Here, unlike smoking, there was a confounding, genetic effect because consumption of yoghurt was greatest in Bulgaria, where there appears to be a gene for longevity, so that longevity was confounded with a gene. A trial of the effect of giving milk to schoolchildren in Scotland appeared to show that milk was harmful because the teachers had given milk to those they felt most in need of it and kept it from the more healthy, so confounding the consumption of milk with health. We will meet a sociological example in §8.7.

A general lesson from the analysis of the paradox, and the examples, is that one should always be suspicious of a claimed association between two factors, because there may be confounding with other factors. Most scientists today are fully cognizant of the difficulties and try to eliminate the confounding by methods about to be described, but this may be hard in fields where observational data, rather than experimental data, are all that are available. It is often found that people without training in numeracy fail to appreciate the difficulties the paradox exemplifies. Neither arts nor science have a monopoly of truth, so that better understanding and control of the world will surely come through combining both standpoints.

How are the difficulties revealed by the paradox to be overcome; how can contingency tables be presented that really mean what they appear to mean? One
way is to think of all the quantities that might affect the feature of interest; in our example, all the quantities that might affect recovery. These are termed factors. Thus treatment, sex, and urban environment, are all factors. An experiment is then performed with all factors fixed (e.g., placebo, male, rural) and a second with all the factors the same except for the one of primary interest (e.g., treatment, male, rural) giving a measure of the treatment for rural males. This is repeated for all combinations of the other factors; then if every factor has been included, any differences between the two experiments must be due to the single factor that changed (e.g., treatment). Experiments with all factors fixed are said to be controlled. It may happen with a controlled experiment that the effect is seen to be present only for certain values of the other factors; thus the treatment could work only for the men. In that case, we talk of an interaction between the treatment and the factor. Physics and chemistry abound with examples of controlled experiments. Unfortunately, it is usually possible to perform such experiments only within the confines of a laboratory, where conditions can be controlled, while in subjects like medicine or agriculture, where the experiments cannot be confined to a laboratory, such control is rarely possible. The situation is even worse in sociology, where even modest amounts of control are difficult to arrange. Some physicists can be contemptuous of attempts by sociologists to be scientific, but often the contempt is unjustified because of a failure to recognize the difficulties of experimentation in the latter field compared with the precision attainable in their own, often at considerable expense. We will return to this point when we discuss the scientific method in §11.1.

8.5. RANDOMIZATION

If the doctor is not able to know about or to control all the possible factors that might reasonably effect the disease under investigation, how is a medical trial to be performed? How is a dietitian to determine whether some modest amount of alcohol is good for one? How is a criminologist able to assess the main causes of crime, or how they might be treated? How is a farmer to find out the best fertilizer for his crops? In none of these cases is complete control possible. Nevertheless, there is a possible answer that does not demand the complete control beloved by the laboratory scientist.

Let us return to the example of the medical trial and Simpson’s paradox in §8.2, where we saw that it was important to avoid factors that were confounded with the treatment under investigation; the factor in the example being sex. We wanted sex and the treatment to be independent (see §8.3), or that the treatment should be assigned to a patient irrespective of their sex. How is this to be done? There are two ways.

The first is obvious and is related to the controlled method often used in the laboratory. It is to recognize the factor and make the assignment of treatment accordingly. Thus in the medical trial, since it was known that sex was influential, the disease being more serious in women than men, sex should have been recognized from the outset and the same proportion of men allocated to the treatment as women, and
similarly for the placebo. One difficulty with this method is that there may be many factors that are recognized as possibly influencing the result. Suppose there are eight factors, each of which can exist, like sex, in two forms, then there are \( 2 \times 2 \times \ldots \times 2 \) (with eight 2’s) or 256 in all, possible groups of patients. Even with only one patient of each type allocated to the treatment and one to the placebo, the experiment will involve 512 people and will likely be too big. There are ways of reducing the size by ignoring some interactions between factors, but these will not be considered here. A second difficulty is that one can never be sure that every factor has been thought about. Maybe the blood type of the patient could affect the result, so another factor and an even larger experiment would be needed. It is all too easy to think of possible factors and criticize an experiment because they have not been included.

There is an ingenious way out of these troubles which uses randomization. We met the idea of randomness when drawing balls from the standard urn in §3.2. You would think the balls to be drawn at random if any ball was judged by you to be as likely as any other to be taken; or if you were indifferent between a prize contingent on a specified ball being drawn, and the same prize contingent on a different specified ball. Let the same device be used with the medical trial and suppose the balls in the urn are either labelled treatment \( T \) or placebo, \( T^c \). With a list of the patients who have agreed to participate in the trial available, a ball is withdrawn at random and the first patient assigned according to what is on the ball. Proceed in this way with subsequent withdrawals and patients. By this device the patients are said to be allocated to treatment at random. If there are the same numbers of balls of each type, then there will be equal numbers of patients receiving treatment as placebo. What is more important is that the proportions of men, and of women, receiving the treatment will be about the same because sex had nothing to do with the allocation. In practice the balls in urns are not used and there are tables of random numbers that operate in a similar way. The important point is that the method of withdrawal of the balls, or the use of the tables, is not confounded with sex. Indeed, as far as you are concerned, the allocation of treatments by these methods is not confounded with anything because random means that the withdrawal of the balls is not affected by anything. By this device you can be reasonably sure that the final results from the trial will really mean what they appear to say and that no factor can disturb your conclusion. Actually you cannot be quite sure because it could happen, just by chance, that all the men got the treatment and all the women the placebo, just as all tosses of a coin could fall heads, but it is unlikely and, in any case, if you were aware of sex as a source of concern, you could check on this before carrying out the trial.

Experience shows that the following is the best procedure to use in designing an experiment like the medical trial. First think of factors, like sex, that might be influential and, if there are not too many of these, allocate treatment to patients so that no confounding with them takes place. Having made sure that the important factors are not confounded, allocate the treatments purposefully as regards these, as in a controlled experiment, but otherwise at random. Having done all this, check that the randomization has not produced something odd; for example, if all the treated patients are rhesus negative and all the placebos positive, it would be better to do the randomization again, since otherwise the claim could legitimately be made that
treatment is confounded with blood type. It is not essential to use a table of
random numbers and it would suffice to allocate the treatment in a haphazard way,
checking afterwards for any possible confounding. But random numbers are often a
convenient way of getting a haphazard result. It is always important to check the
result of the haphazard or random selection, preferably before carrying out the
experiment, to check for any possible confounding. Sometimes it is not necessary to
perform any randomization, all controls can be implemented, as in the laboratory,
but the general form is a suitable method of experimentation that permits reliable
conclusions to be drawn. Unfortunately there are cases where even the haphazard
allocation is not feasible and an example will be encountered in §8.7.

As an example of applying these methods, consider the original medical trial.
With 80 patients available, 40 of each sex, the men could have been allocated the
treatment at random or haphazardly, and similarly the women. Before beginning the
trial, the allocation should be carefully inspected to make as sure as one can be that
the randomness has not thrown up some factor that could influence the conclusions.
For example, the random allocation might have resulted in the treated men coming
predominately from a city; in which case, to forestall possible criticism on the
basis of town versus country, something more haphazard might be attempted. Of
course, one can never cover all possibilities; the best one can hope is to reduce the
uncertainty surrounding any conclusion.

8.6. EXCHANGEABILITY

In the case of the medical trial of §8.2 which illustrated the paradox, it was pointed
out that, in order for you to use the information the trial provided, you would
ordinarily make some assumption of exchangeability of yourself with the patients
who took part in the trial. For example, presented with only the first table, with no
reference to sex, you might feel that, were you to receive the treatment, you would be
exchangeable with the 40 patients in the trial who also had $T$ and that your
probability of recovery would therefore be 50%, $p(R \mid T) = 0.5$. Similarly, were the
treatment not taken, exchangeability would be with the other 40, $p(R \mid T^c) = 0.4$,
and as a result you would accept the treatment. Recall that it is being assumed that
the numbers in the trial are large so that the more delicate considerations of §7.6 are
not needed.

If you now received the additional results that included information about sex,
you would alter your assumption of exchangeability. Thus a woman might judge
herself to be exchangeable with the women who took part in the trial and, using an
argument similar to that advanced in the last paragraph, would take her personal
probabilities to be $p(R \mid TF) = 0.2$ and $p(R \mid T^cF) = 0.3$, so would refuse the
treatment. In this section we point out how careful you have to be about these
judgments of exchangeability, using an example from agriculture.

The medical example has patients affected by three factors: treatment, recovery,
and sex. In the agricultural example, plants replace patients and the three factors
are variety (black or white), yield (high or low), and height (tall or short). For
convenience, the two sets are listed and you may find it helpful in what follows to make repeated reference to this list.

<table>
<thead>
<tr>
<th>Medical trial</th>
<th>Agricultural trial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment (or placebo)</td>
<td>Black (or white) variety</td>
</tr>
<tr>
<td>Recovery (or not)</td>
<td>High (or low) yield</td>
</tr>
<tr>
<td>Sex (male or female)</td>
<td>Height (tall or short)</td>
</tr>
</tbody>
</table>

Black corresponds to treatment, high yield to recovery, and tall to male. In both trials interest lies in the association between the first two factors, the third factor being there because it might influence the conclusions. The farmer wants to know whether to plant the black or white variety with the aim of getting a high yield. The results in the agricultural trial could be written out in the form of contingency tables exactly as in the medical case. Suppose that in doing so the numbers in the agricultural case are the same as in the medical one. Thus corresponding to the entry 18 for TRM in the medical table for the males, the number of black plants that both grew tall and had high yield was 18. For the reader’s convenience, the new tables are given here, with the obvious notation: \( H \), high; \( L \), low; \( B \), black; \( W \), white.

<table>
<thead>
<tr>
<th></th>
<th>( H )</th>
<th>( L )</th>
<th>Total</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B )</td>
<td>20</td>
<td>20</td>
<td>40</td>
<td>50%</td>
</tr>
<tr>
<td>( W )</td>
<td>16</td>
<td>24</td>
<td>40</td>
<td>40%</td>
</tr>
<tr>
<td>Total</td>
<td>36</td>
<td>44</td>
<td>80</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>( H )</th>
<th>( L )</th>
<th>Total</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tall</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( B )</td>
<td>18</td>
<td>12</td>
<td>30</td>
<td>60%</td>
</tr>
<tr>
<td>( W )</td>
<td>7</td>
<td>3</td>
<td>10</td>
<td>70%</td>
</tr>
<tr>
<td>Total</td>
<td>25</td>
<td>15</td>
<td>40</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>( H )</th>
<th>( L )</th>
<th>Total</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( B )</td>
<td>2</td>
<td>8</td>
<td>10</td>
<td>20%</td>
</tr>
<tr>
<td>( W )</td>
<td>9</td>
<td>21</td>
<td>30</td>
<td>30%</td>
</tr>
<tr>
<td>Total</td>
<td>11</td>
<td>29</td>
<td>40</td>
<td></td>
</tr>
</tbody>
</table>

We have two entirely different sets of data, the numbers happen to be the same. The conclusion reached in the medical trial was that the treatment was not to be used, since it is harmful for both the men and the women, and the placebo was to be preferred. Before reading beyond this sentence, ask yourself, and answer this question: Do you think the white variety is better; white, recall, corresponding to placebo in the list above?

Most people answer the question by preferring the black variety as the one giving the higher yield. That is, they take their conclusion from the first agricultural table, rather than from the two that incorporate the breakdown by height (replacing sex). The conclusion is correct and despite the fact that the numbers are exactly the same in the two trials, the conclusions are different. Why is this? We argue that the difference lies in the use of exchangeability with the data.
In the medical trial, as we have just seen, a woman would consider herself exchangeable with the women in the trial and her personal probability of recovery, were she to have the treatment, would be \( p(R \mid TF) = 0.2 \). Consider a farmer, having to decide, after seeing the data, whether to plant the white variety or the black. What exchangeability judgment is reasonable for him to make between the new planting and the plantings in the trial? If the same judgment were made as with the medical experience, the farmer would reach, in analogy with \( p(R \mid TF) \), the probability of high yield, were the black variety planted and grew short. But this probability is of no relevance to the farmer because when the black variety is planted, he does not know whether it will grow tall or short, unlike the woman who knows her sex. A relevant probability is \( p(R \mid T) \), the probability of high yield when the black variety is planted, which is obtainable from the first of the tables and, with a judgment of exchangeability between the new planting of that variety and those in the trial, has the value \( p(R \mid T) = 0.5 \). Similarly with the white variety, \( p(R \mid T^c) = 0.4 \), a smaller value, so that the black variety is to be preferred. The difference is that the doctor could know the patient’s sex; whereas the farmer could not know the plant’s height.

It is surprising that although the numbers are the same in the medical and agricultural trials, the conclusions are exactly opposite, placebo (white variety) in the medical case and black variety (treatment) in agriculture. The example demonstrates the need to think carefully about the appreciation of data, as well as the data themselves. It is possible today to purchase computer packages that purport to analyze data. As a result, people put their data into the computer, together with the package, expecting to obtain sensible results. They may, but they may not, for although the computer is a wonderful tool for computing, it is not, at the time of writing, a substitute for thought. Our example, simple though it is, demonstrates the necessity for more than just calculation, what to calculate is also relevant. A good computer package would ask the user to make exchangeability and other assumptions, as well as performing the calculations. Statistical textbooks can also be misleading in presenting analyses for contingency tables without adequate attention to the practical circumstances surrounding the numbers.

Since the farmer’s conclusion depended only on the results of the first table, where height was ignored, it might be felt that the additional data with height included are irrelevant for him, but this is not so. For example, were the black variety to be planted, corresponding to \( B \) in the tables, more plants would grow tall (male) than short (female). In the trial there were 30 of the former and only 10 of the latter. From this it might be deduced that \( p(\text{tall} \mid B) = \frac{3}{4} \) and it is perhaps because of this tendency of the black variety to grow tall that it provides a higher yield. Notice that in the medical trial, sex was controlled. For example, the doctor chose to give the treatment predominately to the men. In the agricultural trial, height (corresponding to sex) was not controlled but was influenced by the variety selected. This affects the judgment of exchangeability subsequently made.

Many people, in discussing these two examples, would speak of causation, saying that giving someone the treatment does not cause them to be male, whereas planting the black variety is the cause of the plants growing tall. They would claim that it is this causal difference that distinguishes the two cases, medical and agricultural.
This is surely sound but there are difficulties, that need not concern us here, in providing a precise definition of causation. It fits better with our approach to uncertainty, to use the concept of exchangeability. It is possible to come very close to the concept of causation by using the concepts of “doing” and “seeing” mentioned in §4.7, where seeing a quantity to have a value can have entirely different consequences from doing something to make the quantity have that same value. In the medical example of this chapter, the doctor can do something to control the sex of the patient receiving treatment, not by changing someone’s sex, but by selecting for treatment or placebo, according to their sex. In contrast, the farmer cannot control the height of an individual plant but can merely see how tall it grows. So, in a distortion of the English language but fitting within our specialized use of it, the doctor can “do” sex, whereas the farmer can only “see” height, and it is this difference that, perhaps better than exchangeability, explains the distinction between the two experiments. There is still a need to pass from the data to the conclusions about which is better for you, as a patient, or you, as a farmer, where the correct judgment of exchangeability is essential.

The intimate connection between “doing” and “seeing” on the one hand, and causation, on the other, may be clarified by the consideration of the following famous illustration. The arrival of low atmospheric pressure in an area causes the barometer to fall and later rain to arrive, so that seeing the barometer fall leads you to anticipate rain, whereas making the barometer fall by artificial means does not make it rain. Low pressure causes rain but a low barometer does not.

8.7. SPURIOUS ASSOCIATION

The police in Britain recently produced data showing association between the crime of mugging and ethnic group, which we present in our familiar form of a contingency table, taking the liberty of changing the numbers slightly to simplify the arithmetic. The reason for the change is that our concern is with illustrating the phenomenon, rather than making judgments about crime and ethnicity. It is supposed that the police took 64 people at random, in accordance with the ideas expounded in §8.5, from the Blacks in a population; and 64 similarly at random from the Whites. We return to this point after the data have been analyzed.

<table>
<thead>
<tr>
<th></th>
<th>C</th>
<th>Cc</th>
<th>Total</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>26</td>
<td>38</td>
<td>64</td>
<td>41%</td>
</tr>
<tr>
<td>W</td>
<td>11</td>
<td>53</td>
<td>64</td>
<td>17%</td>
</tr>
<tr>
<td>Total</td>
<td>37</td>
<td>91</td>
<td>128</td>
<td></td>
</tr>
</tbody>
</table>

In the table, C denotes those arrested on the charge of mugging, Cc is, as usual, the complement, not arrested, and the factor will be referred to as crime, hence the letter C. B means that the person was Black, W that they were White, again the complement. Naïve use of the table would say that since the crime rate is 41% among the Blacks but only 17% among the Whites, race was a cause of crime. The argument can be compared with that applied to the table for the medical trial, with ethnic group replacing treatment and crime substituting for recovery.
As with the medical trial, it is instructive to include a third factor, which is here, not sex, but unemployment. The breakdown follows.

<table>
<thead>
<tr>
<th></th>
<th>Unemployed</th>
<th>Employed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C</td>
<td>Cc</td>
</tr>
<tr>
<td>B</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>W</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Total</td>
<td>28</td>
<td>28</td>
</tr>
</tbody>
</table>

The situation has now changed dramatically because, both within the unemployed and within the employed, there is no difference between the crime rate for the Blacks and that for the Whites, the marked difference that the police saw in the original table has quite disappeared. In the language that was used in §4.3, for both those with and without work, the crime rate is independent of race. The reason for the apparent association between race and crime that was suggested by the first table is that the unemployment rate among the Blacks is 75% (48 out of 64), whereas among the Whites it is only 12½% (8 out of 64). A black person is six times more likely to be out of work than a white person. Do not forget, the original figures have been massaged as an aid to clarity.

This example is of the same form as the medical one but the influence is not reversed by the inclusion of the additional factor, as it was there. Instead it is eliminated and replaced by a new one. Here we have one factor, race, being blamed for crime, when the culprit is really unemployment. Of course, we have to be careful, there may be some other factor that has so far not been considered, which could change the situation yet again. The Blacks in the study might be younger than the Whites. Also it would be pertinent to ask how the 64 Whites and 64 Blacks were selected; were they randomly selected from a some larger group, or were they from those 64 people who were stopped by the police, some of whom were charged, others not? A sound sociological study would need some clear thinking and an experimentation in the style of §8.5 may be difficult, if not impossible.

The lesson to be drawn is again that a naïve analysis of a contingency table can be dangerous and the fact that a rate is high in one group and low in another does not establish that the factor defining the groups is responsible for the variation in the rate. Only a carefully designed experiment that eliminated confounding can provide a reliable assessment of the reason for the variation in the rate. This is one reason, as we have said before, why sociological data, like ours on crime and race, are so difficult to interpret and why sociology is, in some ways, a harder subject than physics. We will return to this point when the scientific method is treated in Chapter 11.

False association may affect government policy. In Britain, a proposal to charge university students for their education has been defended on the grounds that graduates earn more than nongraduates. The apparent association between graduation and earnings may be explained by the factor of intelligence. Universities
may select students on the basis of their intelligence, and the real connection is between earnings and intelligence.

It was remarked above that crime and race appeared to be independent when employment was taken into account. Independence has only been systematically studied in connection with two events, so in the next section we look at the concept for three events, stimulated by this example.

8.8. INDEPENDENCE

Independence for two events was studied in §4.3 and association in §4.4. Two events, \( E \) and \( F \), are said to be independent if your probability of their both occurring is the product of their separate probabilities,

\[
p(EF) = p(E)p(F),
\]

for a fixed knowledge base. It was seen that this was equivalent to saying that your probability of one event being true did not depend on the truth of the other,

\[
p(E \mid F) = p(E).
\]

Either of these definitions leads to a variety of other statements, like \( E^c \) and \( F^c \) being independent, or \( p(F \mid E) = p(F) \), reversing the roles of the events in (8.6). It is not easy to go wrong with independence when only two events are under consideration, but with three or more, the analysis becomes subtler. When presented with a new book on probability or statistics, the first thing I do is to turn to the definition of independence for three events and see if the author has got it right; often it is wrong, so I must be careful here.

Two events are independent if, whatever you learn about one, does not affect your uncertainty about the other. It is this form of definition that extends to three, or more, events. Events are independent, for a fixed knowledge base, if information about the truth or falsity of any set of them does not affect your uncertainty about the remainder. Thus the independence of three events, \( E, F, \) and \( G \), implies that being told that both \( F \) is false and \( G \) is true, does not alter your uncertainty for \( E \). In symbols,

\[
p(E \mid F^cG) = p(E).
\]

The multiplication rule (§5.3) says that \( p(EF^cG) = p(F^cG)p(E \mid F^cG) \). Using (8.7), we have \( p(EF^cG) = p(E)p(F^cG) \). The definition of independence just given also says that \( p(F^c \mid G) = p(F^c) \) and a second use of the product rule enables this to be written as \( p(F^cG) = p(F^c)p(G) \). Putting these together gives

\[
p(EF^cG) = p(E)p(F^c)p(G).
\]
There are many statements like (8.7) and (8.8), all of which follow from the
definition of independence. With two events we saw from the contingency table that
they all stemmed from one statement, Equation (8.5), but this is no longer true with
more than two events; for example, neither (8.7) nor (8.8) on their own is enough for
independence for three events. It is not even enough that the events be independent
in pairs. In words, it can happen that $E$ and $F$ are independent, so are $F$ and $G$, also $G$
and $E$, yet the three are not. Here is an example, with no suggestion that the numbers
about to be given correspond to any actual case. It is derived from that of the
previous section with the minor change that $C$ means criminal and $I$ innocent, its
complement. Black or White, $B$ or $W$, and unemployed or employed, $U$ or $E$, remain
unaltered. A population may be divided into four groups:

White and employed, $WE$. Suppose these are all criminals, $C$. They fiddle their
income tax or defraud their employers.

Black and employed, $BE$. These are all innocent, $I$. They are so pleased to be in a
job that they are careful never to give an excuse for dismissal.

White and unemployed, $WU$. These are all innocent, $I$. They pay no tax and have
no one to defraud.

Black and unemployed, $BU$. These are all criminals, being bored with the
hopelessness of their situation.

This accounts for everyone. Next suppose there are 25 people in each of the
groups, 100 in all. Let us write out a list of the events and their numbers:

\[
WEC \ 25; \ BEI \ 25; \ WUI \ 25; \ BUC \ 25.
\]

If you like, think of an urn with 100 balls, 25 of each type. The probability of each
single event is $\frac{1}{2}$. For example, 50 out of the 100 are White, so $p(W) = \frac{1}{2}$, and
similarly $p(U) = p(C) = \frac{1}{2}$. Next take any pair of events, $U$ and $C$ say; an inspection
shows that they only occur together in one of the four groups displayed above. In
the case of $U$ and $C$, only in the group $BUC$, from which it follows that
$p(UC) = \frac{1}{4} = p(U)p(C)$ so that $U$ and $C$ are independent. The same argument
works for any pair of events. It follows that the three events are pairwise independent
but in any reasonable meaning that we might attach to independence, the three
events are not independent. For example, as soon as it is known that a person is both
Black and employed, you know for sure, with probability 1, that they are innocent.
Your probability of innocence has increased from $\frac{1}{2}$ to 1 as a result of the knowledge
that they are Black and employed, in contradiction to the definition of independence.
While such extremes do not happen in practice, it is not unusual for the association
between pairs to be weak, near independence, yet there exist strong connections
within the triplet.

With this interpretation of independence, probabilities may be calculated by the
product rule without introducing conditions. Equation (8.8) gives an example for
three events. Again, we repeat, this is for a fixed knowledge base; if that changes,
then independence may arise or disappear. Thus in the example just presented, \( W \) and \( E \) are independent, but if the knowledge base changes by learning that \( C \) is true, they are highly dependent; an employed criminal is necessarily White. True independence is a concept that introduces considerable simplification into a problem because if it obtains one need only think about the probabilities of the individual events. Provided you have described your uncertainties for \( E, F, \) and \( G \) through \( p(E), p(F), \) and \( p(G), \) then all your uncertainties about the three events together are described. Thus

\[
p(EF^cG) = p(E)p(F^c)p(G) = p(E)[1 - p(F)]p(G).
\]

In contrast, without any independence, seven probabilities are required before you have a complete description of your uncertainty surrounding three events; for example,

\[
p(E), p(F \mid E), p(F \mid E^c), p(G \mid FE), p(G \mid F^cE), p(G \mid F^cE^c), p(G \mid F^cE^c)
\]

obtained by taking the events \( E, F, \) and \( G \) in that order and displaying how the uncertainty of one event depends on all the possibilities for the previous events. The reduction from seven statements of probability to three, due to independence, results in considerable simplification.

### 8.9. CONCLUSIONS

The main lesson to be learnt from the material in this chapter is that the relationship between two uncertain events is not always what it appears to be because there may be a third event that influences them both and distorts the apparent connection. Thus the connection between treatment and recovery of the patients may be completely changed by consideration of the patient’s sex; or the apparent dependence of crime on race can be destroyed by the inclusion of unemployment. Although we have not explored cases where there are four or more events, the reader will appreciate that the more events are taken into consideration, the more complicated is the process of trying to understand what is truly happening. No new concepts are involved, only increased complexity.

In this chapter and the preceding ones, attention has been confined to events that can assume only two values, true or false, but the ideas extend, as explained in the next chapter, to quantities that can assume a range of values beyond two, and that are uncertain for you. Thus we can pass from simple recovery to degrees of recovery; or the yield, instead of being high or low, may be measured in kilograms per hectare. Yet, more complexity arises as a result and there are real difficulties in appreciating the connections between several quantities. Scientists have developed methods for handling large numbers of quantities, but they are necessarily complicated and need the utmost care in interpretation. I was once asked to investigate allergies in a data set with a large number of factors that might possibly trigger a smaller number
of types of allergy. I declined because of the complexity of the problem and the consequent small probability of reaching a reasonably firm conclusion. The proper understanding of allergies is likely to come through an attempt to understand the allergic process, rather than through massive contingency tables, just as progress in cancer therapy appears to be coming through a study of how cells become cancerous, rather than from data on cancer patients. A good theory is better than a lot of data without a theory.

Alternative medicines, that have become so popular recently, are full of associations that are of doubtful validity. A friend recently told me that bananas produce mucus when eaten, an association that may well be true, but how could it have been established without very careful experimentation, an activity that practitioners of alternative medicine do not engage in as often as regular doctors, or by understanding the physiological process of mucus production? When anyone asserts that “A is associated with B,” a good riposte is “how do you know?” When I tried this on my friend, she replied that she experienced increased mucus whenever she ate a banana, ignoring the fact that one experience is not enough to establish a relation, just as one throw of the pin landing uppermost does not convince you that the next will also land in the same fashion (see §7.2).

My friend’s reaction to her personal experience is understandable because we all find it easier to pay attention to what we directly encounter than to careful and numerous studies performed elsewhere. Today a newspaper has a story of a mother and father whose two children were vaccinated and subsequently developed autism, from which the parents concluded that the vaccine causes autism, despite the fact that the analysis of thousands of vaccinated children has revealed no evidence of a link with autism. In effect, the parents are saying that their two children count more than thousands of others; of course they do to them, but for the rest of us they are just two out of thousands. One of the hopes I have for this book is that it will enable you to assess beliefs more sensibly than these parents and will appreciate the value of proper, scientific methods.
9.1. VARIATION AND UNCERTAINTY

Variation often gives rise to uncertainty. Though we can recognize a group of objects called teapots, the variation present from one teapot to another results in our being uncertain whether we shall spill some of the tea when first pouring from a strange pot, for some pots are good pourers, some are not. More seriously, all biological material exhibits variation; even the simple influenza virus varies, with the consequence that we are uncertain what vaccine to use against it. Human beings show variation that we rightly cherish, yet it gives rise to uncertainty, whether in what size of trousers a retailer should stock, or in a stranger’s reaction to a request.

There are only a few topics where variation is not present. Precision engineering is capable of making objects, like the balls in the urn, that are, for practical purposes, indistinguishable and portray no obvious variation. One atom of an isotope of hydrogen is regarded as the same as any other atom and the behavior of the isotope in the presence of oxygen can be predicted perfectly. We can say, in the spirit of §7.3, that one atom can be exchanged for another. Physics and chemistry are both founded on this lack of variation, which partly explains why physical scientists were so uncomfortable with quantum physics and its unpredictability. It also helps to explain why those two subjects have advanced more than others, like biology, because they are not hampered by variation and so have less uncertainty. Biology is now advancing more quickly since some aspects of it have been reduced to the chemistry of amino acids. However, the laws of genetics contain randomness and the resulting
variation is basic to the concept of evolution, where variants more suited to their environment stand a better chance of producing offspring that survive and breed.

Variation produces uncertainty because you cannot be sure what the variable material will do. Uncertainty inevitably necessitates description in terms of probability, hence probability is an essential tool in the handling of variation. This chapter is devoted to a study of variation and probability, beginning with a simple example, the familiar balls in an urn. Before doing so, we need to look at the rule of the extension of the conversation again because it plays a key role in the analysis. In equation (5.7) of §5.6, the rule was presented as extending from one event $E$ to include another event $F$, with its complement $F^c$ and in §8.1 it was mentioned that, just as the basic rules applied to any number of events, not just two, so would the extension rule. It is the precise form of this that needs to be discussed. Consider events $F_1, F_2, \ldots, F_n$, which are exclusive (§5.2) in that at most one of them can be true, and also exhaustive, in that one of them must be true, or they exhaust the possibilities; they are said to form a partition. Clearly the original pair, $F$ and $F^c$, form a partition. Consider the events $EF_1, EF_2, \ldots, EF_n$. They are exclusive but do not exhaust the possibilities since $E^c$ might be true. What they do exhaust is $E$ since they describe all the ways that $E$ might occur. By the addition rule, Equation (8.2) of §8.1, for $n$ events,

$$p(E) = p(EF_1) + p(EF_2) + \cdots + p(EF_n).$$

In words, if the events form a partition, $p(E)$ is equal to the sum of $n$ terms of which a typical one is $p(EF_i)$. By the product rule, $p(EF_i) = p(E | F_i)p(F_i)$, so the general form for the rule of the extension of the conversation is as follows:

If, on some knowledge base, events $F_1, F_2, \ldots, F_n$ form a partition and $E$ is another event, $p(E)$ is equal to the sum of $n$ terms, of which a typical one is $p(E | F_i)p(F_i)$. It is this form that will be repeatedly used in the rest of the book.

### 9.2. BINOMIAL DISTRIBUTION

Take our usual urn containing a vast number of balls, identical except that a known proportion $\theta$ are colored red, the rest white, and suppose you take one ball at random, then your probability that it will be red is $\theta$. Generally, if you take $n$ balls from the urn at random, you will have a Bernoulli series (§7.4) in which the withdrawals are exchangeable and your probability for any outcome of the $n$ drawings depends, not on the order of red and white balls, but only on the number, say $r$, of red balls out of the $n$. Even with $\theta$ and $n$ fixed, the number $r$ of red balls will be variable and uncertain. We now calculate your probability of $r$ red balls, given $n$ and $\theta$, which, in the standard notation, is $p(r | n, \theta)$, the presence of $\theta$ after the vertical line reminding us that $\theta$ is supposed known, as well as $n$. There is also an unstated knowledge base, which incorporates things like the withdrawals being random. Take an example of drawing 6 balls from the urn and determine your probability of just one red, and therefore 5 white, balls; $n = 6, r = 1$. One way this can happen is to have the red ball
appear first, followed by the 5 white, with probability \( \theta(1 - \theta)^5 \) by the multiplication rule for the random (and therefore independent) drawings, as in §7.4. There are six such possibilities, for the single red can appear in any of six positions, and each has the same probability, so \( p(r = 1 \mid n = 6, \theta) = 6\theta(1 - \theta)^5 \) by the addition rule. This method works for any values of \( r \) and \( n \). The product \( \theta^r(1 - \theta)^{n-r} \) is obvious, but the number of ways of obtaining \( r \) red in \( n \) drawings is a little tricky, so will be omitted.

Here is a numerical example with \( \theta = 1/3 \) and \( n = 6 \). Your probabilities are given to two significant figures; that is, two digits after the 0’s, if any, that follow the decimal point.

<table>
<thead>
<tr>
<th>Number of red balls</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.088</td>
</tr>
<tr>
<td>1</td>
<td>0.26</td>
</tr>
<tr>
<td>2</td>
<td>0.33</td>
</tr>
<tr>
<td>3</td>
<td>0.22</td>
</tr>
<tr>
<td>4</td>
<td>0.082</td>
</tr>
<tr>
<td>5</td>
<td>0.016</td>
</tr>
<tr>
<td>6</td>
<td>0.0014</td>
</tr>
</tbody>
</table>

Thus your probability of 1 red ball, when 6 are drawn from an urn with one third of the balls red, is 0.26, as the reader can verify by putting \( \theta = 1/3 \) in the expression \( 6\theta(1 - \theta)^5 \). The table shows that 1, 2, or 3 red balls are each quite probable but 0, 4, or 5 are somewhat unusual and having every ball red, \( r = 6 \), is most surprising. The numbers here reflect your uncertainty when 6 balls are removed randomly from the urn, but if you were repeatedly to remove 6 and recognize the connection between these ideas and frequency expressed in the law of large numbers (§7.6), then, in the long run, you would have exactly 2 red out of the 6 in 33%, or one third, of the time. Here we have variation, one drawing of 6 balls typically differing from the result of another 6, so that the variation and the uncertainty are intimately related.

A useful way of looking at this situation, which generalizes to many others, is to note that there are seven exclusive events in the table, which exhaust the possibilities and so form a partition. They may be written \( E_0, E_1 \) up to \( E_6 \), where \( E_r \) corresponds to \( r \) red balls; thus, from the table \( p(E_3 \mid n = 6, \theta = 1/3) = 0.22 \). The seven probabilities add to 1 (apart from rounding errors) and we say the total probability of 1 is distributed over the seven values that form the partition. Generally, if there are a finite number of events, which are exclusive (only one can be true) and exhaustive (one must be true), then the corresponding set of probabilities is said to form a probability distribution. Since this is a book about probability, we shall typically drop the adjective and refer to a distribution. The distribution tabulated above is an example of a binomial distribution that applies whenever there is a fixed number, here six, of observations, each of which can result in an event being true or false (red or white). The chance (§7.8) of truth is the same for each observation (here \( \theta = 1/3 \)) and the events are independent. The binomial distribution relates to a Bernoulli series where the exchangeable property reduces consideration to the number of true events, not their order. The number of observations, \( n \), is termed the index of the binomial and the chance of truth (red), \( \theta \), is called the parameter. The distribution tabulated above has index 6 and parameter 1/3. The variation in the number of red balls, when a fixed number of balls is withdrawn, is described by the binomial distribution.
The number $r$ of red balls can take any value from 0 to $n$ inclusive, with probabilities $p(r)$ for you, omitting the conditions from the notation. The idea generalizes to every quantity that can take a finite number of possible values with probabilities assigned by you to each value. Such a quantity is called an *uncertain quantity*. Thus the number of red balls is an uncertain quantity and the probabilities form your distribution of that quantity. (The term *random variable* often replaces uncertain quantity.) An event can be considered as an uncertain quantity taking two values, 1, true and 0, false, so that an uncertain quantity is a generalization of an uncertain event and its distribution generalizes the probability of an event. Most of the examples considered in Chapter 1 concern uncertain quantities or can easily be extended to do so. Thus the uncertain event of “rain tomorrow” can be extended to “millimeters of rain tomorrow” (Example 1 of §1.2) or the event of “ace” to the number on the card (Example 7). The amount of inflation (Example 10) or the proportion of HIV (Example 11) are examples of quantities which are uncertain.

The binomial distribution is relevant to many practical situations. If you observe a fixed number $n$ of people taken at random, called a *sample* of people, then $r$, the number of women will have a binomial distribution with index $n$ and parameter $\theta = \frac{1}{2}$, or slightly less than $\frac{1}{2}$ if the sample is of babies, or more than $\frac{1}{2}$ if it is of persons more than 80 years of age. If, for the same people, the gene with alleles $A$ or $a$, with $A$ dominant, were investigated, then the number $r$ of double recessives $aa$, often those with a defect, will be binomial with parameter $\theta^2$, where $\theta$ is the proportion of alleles $a$ in the population from which the sample was taken. If $n$ observations are made of the fall of a ball in roulette, played in a reputable casino, then $r$, the number of balls falling in slot 22, is binomial with index $n$ and parameter $\theta = \frac{1}{37}$ if there are 37 slots. Notice that in these examples three requirements for the binomial are satisfied: the number $n$ is fixed, the individual occurrences are random, and you have the same, known probability $\theta$ of the outcome under consideration (sex, defective or 22) for each occurrence. A more common situation is where these conditions obtain except that $\theta$ is unknown to you and is a chance, about which you have a probability distribution. As an example, consider the case at the beginning of this paragraph when sex is replaced by voting intent, with only two candidates and the “don’t knows” omitted. Then $\theta$ is unknown and you can apply Bayes rule to modify your opinion of it after hearing the intentions of the voters. Notice that the samples must be taken at random to preserve exchangeability. It would not be correct to ask all members of a household since there exists a tendency for members to be in agreement within households.

**9.3. EXPECTATION**

A distribution for an uncertain quantity is a rather complicated affair, even in the binomial case with $n = 6$ it consists of seven numbers, adding to one, and it would be desirable to encapsulate the main features of a distribution in far fewer numbers. In doing this, some knowledge of the distribution will be lost, but there will be an
increase in understanding. In this section the most important feature of an uncertain quantity and your distribution for it will be developed. Again we resort to our familiar urn, but it will be used somewhat differently from the last section and to emphasize the difference, and hopefully prevent confusion, a slight change in notation will be employed.

Consider an urn containing a known number $m$ of balls, identical except for the fact that $s$ of them are scarlet, the rest white. If $s$ is unknown to you, it is an uncertain quantity and you will have a distribution for it, $p(s)$ being your probability that the number of scarlet balls is $s$. Suppose that one ball is drawn at random from the urn and denote by $S$ the event that it is scarlet. What is your probability for this event when $s$ is uncertain? (There is an unstated knowledge base that includes $m$, the total number of balls in the urn.) If the number of scarlet balls in the urn were known to you, the answer would be simple from the basic definition of probability in §3.3, $p(S|s) = s/m$. This suggests that it might be worthwhile extending the conversation from $S$ to include $s$. Using the general form at the end of §9.1 to calculate $p(S)$ it is necessary to evaluate the products $p(S|s)p(s)$ for each value of $s$ and add over all values of $s$ from 0 to $m$. Since $p(S|s) = s/m$, the products to be added reduce to $sp(s)$ and their sum has to be divided by $m$. The sum of the products $sp(s)$ is called your expectation of the uncertain quantity $s$ and will be denoted by $E$. Often $E$ is called the expected value of $s$. Generally, for any distribution of an unknown quantity, the result of taking the probability of any value of the quantity, multiplying it by the value, and adding all the products, is called the expectation of the uncertain quantity. Since every distribution can be conceptually associated with the random withdrawal of a ball from an urn, in the manner employed here, the idea is of wide applicability. Part of its importance lies in the fact that if the quantity, $s$, is known, your probability for the scarlet ball is $s/m$, whereas when unknown, it is $E/m$, simply replacing the known value $s$ by the known expectation $E$. As far as the random withdrawal of one ball is concerned, the uncertain state of the urn can be replaced by an urn with a known number $E$ of scarlet balls. When we discuss decision analysis in §10.4, we encounter another case where uncertainty can be replaced by expectation without any loss of power. Of course, some features of a distribution are lost if only expectation is employed, but it is far and away the most important feature of a distribution, or of the quantity to which it relates. In many cases, as with the urn, it provides all the information you need. So important is it that other names are in use. It is sometimes called your prevision of the uncertain quantity, your vision of it before determining its true value. When referring to a distribution, without having any particular quantity in mind, it is often called the mean of the distribution. The same term is frequently used for the quantity, thus we talk about the mean income or the mean size of family.

The connection between probability and expectation is even closer than the development just given suggests. We saw in §9.2 that one could associate any event $A$ with a quantity taking the value zero if $A$ is false, and one if true, these being the appropriate limits of your probability for $A$. What is your expectation of this
quantity? Recall we have to take each value of the quantity, multiply by its probability and add the resulting products. Here

\[ E = 0 \times [1 - p(A)] + 1 \times p(A) = p(A), \]

so that your expectation and your probability are identical. Some writers have based their whole treatment of uncertainty on expectation, rather than probability. This is entirely satisfactory, but we have chosen not to adopt that approach for three reasons:

1. It can happen that the quantity can take so many values that the sum of all the products becomes unwieldy. This is essentially a mathematical reason and, in that language, the sum diverges.
2. We have seen that it is often hard to assess probability (§3.5, §5.6). It is even harder to assess expectation since a quantity can assume so many values, whereas probability is just expectation for a quantity that can only assume two, 0 and 1.
3. Expectation can be more easily misunderstood than probability. Suppose a standard die is sensibly rolled, then you will ordinarily associate probability 1/6 with each of the possible values 1, 2, 3, 4, 5, 6 for the number of spots that might appear uppermost when the die comes to rest, and hence have expectation (1 + 2 + 3 + 4 + 5 + 6)/6 = 3 1/2. Yet in the ordinary use of the English language, you will never “expect” to see 3 1/2 spots because it is impossible. However, if you were to receive one dollar for every spot you would reasonably expect to receive 3 1/2 dollars. I once experienced communication problems with an official because I had said 2 1/2 defectives were expected in a batch of 100 components. He was never convinced and went around his department joking about the statistician who was half defective.

There is an alternative interpretation of expectation but this is left until another distribution has been discussed in §9.4. Notice that the concept of expectation, as presented here, is not just a convenient quantity but arises naturally from a probability rule, namely the extension of the conversation. Also its derivation has nothing to do with frequency, the ball being withdrawn only once. Compare the comments in the final paragraph of §3.4.

9.4. POISSON DISTRIBUTION

Suppose you are a telephone operator who handles calls for an emergency service and are beginning a tour of duty of 2 hours. You will be uncertain about the number of calls you will have to deal with during the tour and will therefore have a probability distribution for that number as an uncertain quantity. The table gives a possible distribution.

<table>
<thead>
<tr>
<th>Number of calls</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>&gt;10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability</td>
<td>0.018</td>
<td>0.073</td>
<td>0.15</td>
<td>0.20</td>
<td>0.20</td>
<td>0.16</td>
<td>0.10</td>
<td>0.060</td>
<td>0.030</td>
<td>0.013</td>
<td>0.0053</td>
<td>0.0028</td>
</tr>
</tbody>
</table>
For example, your probability of just 4 calls is 0.20, which can also be interpreted by considerations of frequency in §7.6 as meaning that over a long sequence of tours, when conditions remain stable, you can anticipate 4 calls on about 20% of tours. Notice that more than 10 calls (>10) is thought to be a very rare event and all values above 10 have been lumped together. Again the probabilities add to 1 and they can be partially added, for example, your probability of 8 or more calls, a busy tour, is 

\[ 0.030 + 0.013 + 0.0053 + 0.0028 = 0.051, \]

or roughly 1 in 20 tours are anticipated to be busy.

The tabulated distribution has been derived from two assumptions:

1. For any small period of time, like 5 minutes the chance of a call is the same, irrespective of which 5 minutes in the 2 hours is being considered.
2. This chance is independent of all experiences of calls before the 5 minute period.

The first assumption says roughly that the demands for the emergency service are constant, and the second that what has happened so far in your tour does not affect the future. Notice that the assumptions are similar to those for the binomial distribution, the constancy of \( \theta \) and the random withdrawals. In practice, neither of the assumptions may be exactly true, but experience has shown that small departures do not seriously affect the conclusions and that larger departures can be handled by building on cases where they do, rather as exchangeable series can be built on the Bernoulli form (§7.5). As a result, the ideas presented here are basic to many processes occurring naturally.

A distribution resulting from the assumptions is called a Poisson distribution, after a French mathematician of that name, and depends on only one value, the chance mentioned in the first assumption, called the parameter of the Poisson. The tabulation above is for the case where the chance is about 1/6. Notice that, in the description of the parameter, the unit, here 5 minutes, is vital, for 1 minute the parameter would be about 1/30, a fifth of the previous value.

There is an alternative parametric description of the Poisson distribution that is often more convenient and uses the expectation, or mean, of the distribution. For the just tabulated, the expectation is

\[ 0 \times 0.018 + 1 \times 0.073 + 2 \times 0.15 + \cdots + 10 \times 0.0053 + 11 \times 0.0028, \]

where the dots signify that the values from 3 to 9 calls have to be included and where values in excess of 10 have been replaced by 11. A simple exercise on a calculator shows that the sum is 4.03. Because the probabilities have been given only to two significant figures and that all values in excess of 10 have been put together, this result is not exact and the correct value is exactly 4. The tabulation above is for a mean of 4 calls in a 2 hour period. It is intuitively obvious and can be rigorously proved that if you expect 4 calls in 2 hours, you expect 1 in \( \frac{1}{2} \) an hour and 1/6 in the 5-min period above. Recall comment 3 in §9.3.

The Poisson distribution, or a close approximation to it, occurs very frequently in practice. It is a good approximation whenever there is a very small chance of an
event occurring, but lots of opportunities when it might occur, and where one happening does not interfere with another. There are lots of 1 minute periods when a call might be received but a very small chance of one in any such period. In the example, 120 such periods each with chance about $4/120 = 1/30$. There is little chance of your falling ill but there are lots of people who could fall ill, so illnesses in a population often satisfy a Poisson distribution. An example of this appears in §9.10. Historically, an early instance was deaths from the kick of a horse in the Prussian cavalry, where there were lots of soldiers interacting with horses, providing many opportunities for, but few casualties from, horse kicks. Indeed, the Poisson distribution is so ubiquitous that any departure from it gives rise to suspicions that something is amiss. Childhood deaths from leukemia near nuclear power plants provides an example, clusters of cases suggesting departure from the Poisson assumptions.

There is another way of thinking about the Poisson distribution that sheds further light on what is happening. To see this, I return to you as the operator on your shift of 2 hours, expecting 4 calls, and suppose, instead of fixing the duration and seeing how many calls arise, you think about the next call and wait to see how much time elapses before it occurs. You might query whether there is time for a cup of coffee before the phone rings. The second of the two assumptions above means that at any time, say 3.45, what has happened before then does not affect your uncertainty about the future, so forget the past and at 3.45 wait until the next call comes. Will you have to wait 1 minute, 2 minutes, or more? The number of minutes is, for you, an uncertain quantity and you will have a distribution for it. What can be said about this distribution? Common sense suggests that if you expect to receive 4 calls in 2 hours, you expect to wait half an hour for that one call. Here is a case where common sense is correct and generally if you expect $C$ calls in an hour, you expect to wait $1/C$ hours for the first one. But now look at the situation in a different way and ask what is the most probable time, to the nearest minute, that you will need to wait for that call? Will it be 1 minute, 2 minutes or perhaps 30 minutes, the expected time? The answer surprises most people for it is 1 minute. As the time increases, the probability of your having to wait until then decreases, so that, in particular, the expected time has small probability. Here is an example where, for most people, common sense fails and our basic idea of coherence provides a different answer, an answer that stands up to rigorous scrutiny. The incorrect, common sense has led to the belief that the calls should be spread out somewhat uniformly, rather than occurring in clusters. In fact, even in a Poisson distribution, clusters often arise simply because small intervals between calls are more probable than large ones. This clustering has led to a popular tradition that events occur in threes; a tradition that comes about because of your large probabilities for small intervals. Clusters are natural and it does not require a special explanation to appreciate them. This is why it is hard to separate real clusters from the ones that occur solely from the Poisson distribution, as with leukemia mentioned in the last paragraph.

There is another interpretation for expectation that deserves notice. In your role as an operator, coming on duty at 16.00, you can expect 4 calls before you have a break at 18.00. Instead of just one specific tour of duty, suppose you are employed for a
long period and accumulate 1,000 tours. You expect 4,000 calls in all and, in an extension of the law of large numbers in §7.6, you will actually experience something very close to 4,000. In other words, the expectation of 4 is a long-term average. This interpretation is not as useful as the earlier one, referring to a specific tour, because it requires not just stability over 2 hours but over 2000 hours. It also confuses probability as belief with frequency, a confusion, which, as we saw in §7.2, is often misleading.

9.5. SPREAD

Your expectation of an uncertain quantity says something about what you anticipate or, in the frequency interpretation, tells you what might happen on the average. But there is another important feature of an uncertain quantity and that is its variation, referring to the departure, or spread, of individual results from your expectation. A simple way of appreciating the variation is to suppose the uncertain quantity is observed twice, for example, take the 6 balls from the urn as in §9.2 and observe the number of red balls; then repeat with a further 6. It will be rare that you obtain the same number of red balls on both occasions, the difference providing a measure of the variation, or spread. The operator experiencing two tours of duty will rarely have the same number of calls in the first as in the second. Exactly how the difference is turned into a measure of spread, or how it is employed when there are several observations, not just two, is an issue that is too technical for us to pursue here. The measure of spread ordinarily used is called the standard deviation. It is discussed further in §9.9. Instead we concentrate on a result that requires no technical skill beyond the appreciation of a square root. Recall that the square root of a number \( m \) is that number, written \( \sqrt{m} \) or \( m^{1/2} \), which, when multiplied by itself, \( \sqrt{m} \times \sqrt{m} \) is equal to \( m \). Thus the square root of 9 is 3 since \( 3 \times 3 = 9 \). Of course, typical square roots are not integers or even simple fractions, a result that caused much distress in classical Greece, so that \( \sqrt{2} \), for example, is about 1.41.

Let us return to making several observations on an uncertain quantity, in the last paragraph we took just two. Throughout the treatment that follows it is supposed that the observations obey two conditions:

1. Your distribution of the uncertain quantity remains fixed.
2. You regard the observations as independent (on a given knowledge base).

These are similar to the conditions that, in a different context, lead to the Poisson distribution. In the case of 6 balls drawn from the urn, condition (1) means the constitution of the urn remains fixed and your selection continues to be random. (2) demands that you do not allow the result of the first draw to affect the second. In the Poisson case with the emergency service, the second tour of duty is not influenced by the first, as might happen were there to be a serious fire extending over both tours.

Under these conditions, let \( x \) and \( y \) be two observations of the uncertain quantity. Then, as already suggested, the difference \( x - y \) tells us something about the spread,
whereas \( x + y \) reflects the total behavior. Clearly the latter has more spread than \( x \) or \( y \). Thus, with the urn, the total number of red balls from two sets of 6 can vary between 0 and 12, rather than 0 to 6 for a single observation. The key question is how much does the spread increase in passing from \( x \) to \( x + y \)? The answer is that for any reasonable measure, including the one hinted at above, but not developed for technical reasons, the spread is multiplied by \( \sqrt{2} \). This is a special case of the square root rule, which says that if \( m \) observations are made, under conditions (1) and (2), then the spread of the total of those observations is \( \sqrt{m} \) times that of each individual observation. The example had \( m = 2 \). The important feature here is that the variability of the total of \( m \) observations is not \( m \) times that of any one, but only \( \sqrt{m} \) times. \( \sqrt{m} \) is much smaller than \( m \); for example, \( \sqrt{25} \) is only 5.

The square-root rule is often presented in a slightly different way which agrees more with intuition. When we study science in §11.11, we will see that a basic tenet of the scientific method is the ability to repeat experiments. If the experiments obey the conditions above, then scientists will sensibly take the average of the \( m \) observations in preference to a single one, the average being just the total above divided by \( m \). Division by \( m \) is merely a change of scale and so naturally divides the spread also by \( m \). Thus the square-root rule says that the variation of the average is that of one observation divided by \( \sqrt{m} \), so the scientists’ use of repetition is effective in reducing variation, dividing it by \( \sqrt{m} \). In this form, the square-root rule was, for many years, regarded by some experimental scientists as almost the only thing they needed to know about uncertainty. Although this is no longer true, it remains central to an understanding of variability. If 16 observations of the same quantity are made, the variability of the average is only one quarter that of a single observation.

The occurrence of the square root explains a phenomenon that we all experience when repetitions of an activity can be less interesting than doing it for the first time and ultimately can sometimes become of no interest at all. To divide the variation by 2, we need 4 repetitions; to divide it by 2 again, dividing by 4 in all, we need 16 repetitions, so that the second halving in variation requires \( 12 = 16 - 4 \) repetitions rather than the 4 required first time. It expresses a law of diminishing returns, observation 16 having much less effect than observation 2. The square-root rule is not universal for, as we have emphasized, it requires independent and identical repetitions; but it does occur frequently and is very useful.

Although the spread of the average decreases as the number of repetitions increases, according to the rule, the expectation of the average remains the expectation of any single observation, as is intuitively obvious. Let us see how these ideas work, first for the binomial distribution (§9.2) where \( \theta \) is the parameter and \( n \) the index, as when randomly removing \( n \) balls from an urn in which the proportion red is \( \theta \). It was seen in §9.3 that, for a single ball, the probability of being red, \( \theta \), and the expectation were the same. The expectation of the total number of red balls is therefore \( n\theta \). Calculation shows that the spread of the number of red balls from \( n \) drawings is the square root of \( n\theta(1 - \theta) \), in accordance with the square-root rule. (Readers who want to know where the \( \theta(1 - \theta) \) comes from will find an explanation at the end of this section.) In particular, there is no spread when \( \theta = 1 \) or \( \theta = 0 \), with all balls of the same color, red or white respectively, for the two extreme cases. The
Poisson distribution is even simpler, for if the expected number in a fixed period of say 1 hour is $E$, then over $m$ hours the expected number is $mE$. Calculation shows that the spread for the 1 hour is $\sqrt{E}$, so that over $m$ hours, is $\sqrt{mE}$, again in accord with the square-root rule. §9.10 discusses the use of these results. In the meantime here is an example of how variation can be handled with profit, but before presenting it, we promised to show the origin of $\theta(1-\theta)$ above. The demonstration can be omitted without disturbing subsequent understanding.

Your probability of drawing a red ball from the urn is $\theta$, and it was shown in §9.3 that if a quantity is defined as 1 if the ball is red, and 0 if white, your expectation of the quantity is also $\theta$. More abstract language concerns a quantity, which is 1 if an event is true and 0 if false, when your probability and your expectation are the same. How far does the quantity depart, or spread, from its expectation? Clearly $1-\theta$ if the event is true and $0-\theta$ if false. Interest centres on the amount of the departure, not its sign, so we square the departures, getting $\left(1-\theta\right)^2$ with probability $\theta$ and $\theta^2$ with probability $(1-\theta)$. The expected spread is, on multiplying the values by your probabilities and adding, $(1-\theta)^2\theta + \theta^2(1-\theta)$. The first term is $\theta(1-\theta)$ times $(1-\theta)$; the second is $\theta(1-\theta)$ times $\theta$, so that on addition the total multiple of $\theta(1-\theta)$ is $1 - \theta + \theta = 1$, leaving the final expectation as $\theta(1-\theta)$. Having used squares, the units will be wrong, so take the square root, obtaining $\sqrt{\theta(1-\theta)}$ as promised. Notice that the role of the square here has nothing to do with the square-root rule; it is introduced because we are interested in the magnitude of the departure from expectation, and not in its sign.

9.6. VARIABILITY AS AN EXPERIMENTAL TOOL

Although in many ways variability, and the uncertainty it produces, is a nuisance, it can be exploited to provide valuable insights into matters of importance. Here is a very simple example of a procedure that is widely used in scientific experiments. An agricultural field station wishes to compare the yields of two varieties of wheat and, to this end, sows one variety in one half of a field and the second in the other half. As far as possible the two halves are treated identically, applying the same fertilizers and the same herbicides at the same times, ensuring that the two conditions of identical and independent repetitions are satisfied, except for the varietal difference. Suppose the yield is 132 tons for one variety and 154 for the other, then is the second variety better, or is the difference of 22 tons attributable to natural variation that is present in the growing of wheat? One way to investigate this is to divide each half of the field devoted to a single variety into two equal parts, each a quarter of the total, and to harvest the parts separately. Suppose the results are 64 and 68 for the first variety, totalling 132, and 74 and 80 for the second. The two differences, of 4 and 6, give an indication of the natural variation since the same varieties are being compared. The original difference of 22 between varieties is much greater than these, suggesting there is a real difference between the varieties not attributable to natural variation. But stay, there is a slip there, this last difference of 22 is based on half fields, the others on quarter fields, so a correction is needed. Each yield based on
half the field is the sum of two yields from the two quarters that make up the half, and therefore, by the square-root rule, has $\sqrt{2}$ times the spread of a yield based on a quarter. Therefore the varietal difference of 22, based on halves, has $\sqrt{2}$ times the spread associated with the natural differences, of 4 and 6, within the varieties. Dividing 22 by $\sqrt{2}$ gives about 15, a figure which is comparable with the 4 and 6. Being much larger than either of these, the suggestion is that there probably is a real difference between the two varieties because of the inflation from 4 and 6 to 15.

The discussion in the last paragraph is a very simple example of a technique called analysis of variance. (Variance is just a special measure of variation; deviance is another, more recent, term.) Here the variation present in a body of data, the yields in the four quarters, is split up, or analyzed, into portions that can each be attributed to different facets, natural variation and variation between varieties, that may be compared with one another. A century ago it used to be common, when examining how different factors affected a quantity, to vary one factor at a time. Modern work has shown that this is inefficient and that it is better to vary all the factors simultaneously in a systematic pattern, and then split up the variability in such a way that the effects of the factors may be separated into meaningful parts. A great advantage of this method over that in which the factors are viewed separately is that the scientists can see how factors interact, one with another. For example, it is possible that neither factor on its own has any influence but both together can be beneficial. In §8.9 mention was made of a claim that eating a banana caused mucus. To test this one could vary the factor, banana, and measure the variation in mucus, yet, remembering Simpson in §8.2, it would be sensible to think of other factors that might be relevant, such as time of day, other foods consumed besides banana, and variation between individuals, and then devise an experiment that explored all factors and analyzed the variation. Determining the connections between bananas and mucus is not easy, and the same is true of many claims of an association that are made. As we have said before, a useful riposte to a claim is “how do you know?”

Both Simpson’s paradox and variation can make it hard to acquire sound knowledge.

9.7. PROBABILITY AND CHANCE

It was seen in Chapter 7 that if there is a series that you judge exchangeable, the individual terms of which assume only two values, 1 or 0, true or false, success or failure, red or white, then you can regard the series as a Bernoulli series, with chance $\theta$ of red, about which you have a probability distribution. This result of de Finetti is now applied more generally. Take an uncertain quantity, which can assume any integer value, not just 1 or 0, and suppose you repeatedly observe it in a series that you consider exchangeable. An example is provided by a scientist who repeats the same experiment. Now concentrate on a particular value of the quantity, say 5, and observe whether, for each observation you get 5 or not; counting the former as a “success” and the latter as a “failure.” Imagine playing roulette and always betting on 5. You now have a series of successes and failures, which you judge exchangeable, because the complete observations of the quantity were. De Finetti’s
result may be applied to demonstrate that there is a chance such that your series of successes or failures is Bernoulli with that chance. Denote this chance by $\theta_5$ including the subscript 5 to remind us that success is obtaining 5. There is nothing special about 5, so that you have a whole slew of $\theta$’s, one for each value of the quantity. Recalling from §7.8 that the chances correspond to limiting frequencies, they will all be positive and add to 1. In other words, they form a chance distribution.

It has therefore been established that if you have an exchangeable series, not simply of 0’s and 1’s, but of a quantity capable of assuming many integer values, then there is a chance distribution such that knowing it, you can regard the observations in the series as independent with your probabilities given by the chances. For example, your probability that the first observation is 2 and the second is 5 is $\theta_2 \theta_5$ by the product rule. This supposes that the chances are known. The analysis when the chances are uncertain for you is more complicated. Recall from §7.8 that chances are not expressions of belief but rather you have beliefs about them. So here you will have beliefs about $\theta_2$ and $\theta_5$. To analyze your beliefs about the observations, it will be necessary to extend the conversation from the observations to include the chances, in generalization of the method used in §7.8 when the observations were only 0 or 1. The details are not pursued here.

The situation described in the last paragraph has found widespread use but, as presented there, it has a difficulty that there are lots of chances to think about, one for each value the quantity could possibly take. It is hard to contemplate so many and make uncertainty statements about them. It is often adequate to suppose all the chances are known functions of a few other values. We illustrate this with the Poisson distribution. Suppose that the operator experiences several tours of duty that are thought of as exchangeable. Then there will be a chance distribution of the numbers of calls per tour. But our operator in §9.4 made two additional assumptions, numbered (1) and (2), about independence and constancy within a tour. Adding these assumptions to that of exchangeability, the chances become severely constrained so that they are all functions of one value, the expectation $E$ of the number of calls in any tour. It is unfortunate that the description, let alone the derivation, of these functions lies outside the modest mathematical level of this book. $E$ is called the parameter of the Poisson distribution. Recall the tabulation in §9.4 for the Poisson distribution when $E = 4$. Generally with an exchangeable series, the usual practice is to suppose the chances are all functions of a small number of parameters. The Poisson has only one, $E$. The binomial has two, the index and what has been denoted by $\theta$, though usually the index is known, so that $\theta$ is the sole parameter. In the example of §9.2 with $n = 6$, $\theta_1$, the chance of 1 success, is $6\theta(1 - \theta)^5$ and, if $\theta$ is known, is your probability of 1 success. Many chance distributions depend on two parameters, one corresponding to the expectation, the other to the spread. The Poisson is exceptional in that the spread $\sqrt{E}$ is itself a function of the expectation $E$.

To recapitulate, a commonly used procedure is to have a series of observations that you judge exchangeable, such as repetitions of a scientific experiment, or a sample of households, with which, by de Finetti’s result, you associate a chance distribution. By adding extra assumptions, as with the Poisson, or just for convenience or simplicity, you suppose these chances all depend on a small number,
often two, of parameters. The parameters are uncertain for you and accordingly you have a probability distribution for them. Your complete probability specification consists of this parametric distribution and the chance distribution. With this convenient and popular model, you can update your opinion of the parameters as members of the series are observed. Thus with the Poisson parameter $E$, $p(E)$ can be updated by Bayes rule, on experiencing $r$ calls in a tour, to give

$$p(E | r) = p(r | E)p(E)/p(r),$$

where $p(r | E)$ is the Poisson chance. Thus for $E = 4$, $r = 7$, it has the value .060 from the table. Notice the difference between $p(r | E)$ and $p(r)$. The latter is your probability for $r$ calls when $E$ is uncertain, and is calculated by extending the conversation from $r$ to include $E$, as in §7.5. $p(r)$ would be relevant when you were starting a tour with uncertain expectation and wished to express your uncertainty about the number of calls you might experience in the tour.

9.8. PICTORIAL REPRESENTATION

There are quantities that do not take only integer values. We met one above when considering the uncertainty about the time to the next phone call. At 3.45 this time can take any value, not just an integer. In practice we measure it to the accuracy of a convenient unit, like a minute, but in some situations more precision may be needed and recording to the nearest second might be used. Such a quantity is said to be continuous, whereas the integer-valued ones are discrete. To see how the associated uncertainties can be handled, it is convenient to use a pictorial representation. Figure 9.1 describes the Poisson distribution with expectation 4 in Table 9.1. The horizontal axis refers to the number of calls and upon this rectangles are erected, each with base length of 1 and each centered on a possible number of calls, 0,1,2,
and so on. The height of the rectangle is the probability, according to the Poisson with expectation 4, of the number of calls included in the base. Thus that centered on \( r = 2 \) has height 0.15. The vertical axis thus refers to probability. The important feature of this manner of representing any distribution of an integer-valued, uncertain quantity is that the area of the rectangles provides probabilities, since the base of the rectangle is 1. The key element in the interpretation of such figures is area.

This style of representation is now extended to continuous, uncertain quantities, beginning with the time to wait for a call as experienced by the operator. Table 9.2 provides your probabilities for the 12, 10 minute intervals within the 2 hours of the shift. Thus your probability that you will have to wait between 40 and 50 minutes for the first call is 0.074. In addition, your probability of having to wait more than 120 minutes is 0.018. This event corresponds to having no calls in the shift, agreeing with the corresponding entry in Table 9.1. Since the shift ends at 2 hours, this value will be omitted from future calculations. Figure 9.2 gives a pictorial representation along the lines of Figure 9.1. Thus on the first interval from 0 to 10 minutes is erected a rectangle of height 0.0284, so that its area, in terms of minutes, is 0.284, your probability of waiting between 0 and 10 minutes for the first call. (The reason why the vertical axis is labelled “density” is explained later.) Notice confirmation of the surprising fact pointed out in §9.4 that the heights, and therefore the probabilities, diminish as time increases. Thus there is a chance of more than a quarter that the wait will be less than 10 minutes, despite the fact that only 4 calls are expected in 120 minutes.

<table>
<thead>
<tr>
<th>Time (in minutes)</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.284</td>
</tr>
<tr>
<td>20</td>
<td>0.203</td>
</tr>
<tr>
<td>30</td>
<td>0.146</td>
</tr>
<tr>
<td>40</td>
<td>0.104</td>
</tr>
<tr>
<td>50</td>
<td>0.074</td>
</tr>
<tr>
<td>60</td>
<td>0.055</td>
</tr>
<tr>
<td>70</td>
<td>0.038</td>
</tr>
<tr>
<td>80</td>
<td>0.028</td>
</tr>
<tr>
<td>90</td>
<td>0.020</td>
</tr>
<tr>
<td>100</td>
<td>0.014</td>
</tr>
<tr>
<td>110</td>
<td>0.010</td>
</tr>
<tr>
<td>120</td>
<td>0.007</td>
</tr>
</tbody>
</table>

(in addition there is a probability of 0.018 of no calls in the tour.)

Table 9.2. Probabilities of the time to wait for the first call, divided into ten minute intervals with the upper limit of each interval given. \( E = 4 \) for a tour of 120 minutes.
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Figure 9.3 repeats Figure 9.2 with, superimposed upon it, the same rectangular representation when intervals of 5, rather than 10, minutes are used. Thus between 0 and 5 the rectangle has height 0.0307 and therefore area 0.154, your probability of getting a call almost before you have time to settle in. Between 5 and 10, the height is 0.0260, while the area and probability is 0.130. The two probabilities add to give 0.284, agreeing with Figure 9.2. Thus the two thinner rectangles, base 5, have total area to match that of the thicker rectangle, base 10, and the three heights are all about the same, around 0.03. Similar remarks apply to the other pairs. Now imagine these procedures for 5 minute and 10 minute intervals repeated for intervals of 1 minute, then 1 second, continually getting smaller. The rectangles will get thinner but their heights will remain about the same, so that if we concentrate on the tops of them they will eventually be indistinguishable from a smooth curve. This curve is also shown in Figure 9.3. It starts at height 0.033, or exactly $4/120$, corresponding to an expectation of 4 in 120 min, and descends steadily. Although it has only been shown up to the end of the shift, it continues beyond, as would be needed if the shift were longer.

It is this curve that is important. Its basic property is that the area under the curve between any two values, say between 40 and 50 minutes, is your probability of the quantity lying between those values, of waiting more than 40 but less than 50 minutes. It is sometimes described as a curve of probability but it is not probability, it is the area under it that yields our uncertainty measure. Here it will be referred to as a probability density curve, or since this is a book about probability, simply as a density. (The familiar density is mass per unit volume; ours is probability per unit of base.) It is often referred to as a frequency curve because if you were to observe the quantity on a series of occasions that you judged exchangeable, the areas would agree with the frequencies with which the quantity lay between the boundaries of the areas.
9.9. THE NORMAL DISTRIBUTION

This representation through a density is most useful, both to the mathematician and to lay persons, for describing their uncertainties. Figure 9.4 presents a typical density for incomes in a population. We have deliberately refrained from giving the units since these will differ from country to country. Recall the essential aspect is the area under the curve between any two values, so that keeping the distance between these values constant, it is the height of the density that matters. Starting from the left, the density begins with low values, showing that few people have very small incomes. It rapidly ascends to a point where there are many people with these incomes. The further descent from the maximum is much slower than the ascent, showing that incomes somewhat above the common value do occur fairly frequently. The curve continues for a very long way, showing that a few people receive very high incomes. This type of income density is common in market economies.

There is one type of density that is very important, both because it has many simple, useful properties that make manipulation with it rather easy, and because it does arise, at least approximately, in practice. Two examples are shown in Figure 9.5. Features
common to both are symmetry about the maximum, in a shape reminiscent of a bell, and continuing at very small values for a long way. The maximum occurs at the mean, or expectation, so that the two in Figure 9.5 have the same mean. They differ in their spread. As the density flattens out, the value at the maximum necessarily decreases to keep the total area at one. These are examples of a normal density, the name being somewhat unfortunate because a density that is not normal, like that for income, is not abnormal. An alternative name is Gaussian. Each normal density is completely described by two parameters, its expectation or mean and its spread. The latter can be described nonmathematically in terms of the following property expressed in terms of a measure of spread called the standard deviation, abbreviated to s.d. (This was the measure used with the binomial, \( [n\theta(1 - \theta)]^{1/2} \) and the Poisson \( \sqrt{E} \).)

For any normal density the probability of being within 1 s.d. of the mean is about 2/3, within 2 s.d. 19/20 and within 3 s.d. 997/1000.

Thus two-thirds of the total area under the curve is contained within 1 s.d. Values outside 2 s.d. only occur with frequency 1/20, or 5%. This latter figure has been unduly popular with statisticians. Values outside 3 s.d. are extremely rare, rather less than 3 in a thousand occur there. Figure 9.6 illustrates this property. One important property of the normal is that if \( X \) is a quantity with a normal distribution, then rescaling it by multiplying by a constant \( a \) and relocating it by adding a constant \( b \), results in another normal quantity whose expectation is similarly rescaled and relocated and whose s.d. is multiplied by \( a \), the relocation having no effect on the spread.

Here are some reasons for the popularity of the normal distribution. The binomial (§9.2) with index \( n \) and parameter \( \theta \) is, for large \( n \), approximately normal, the approximation being best around \( \theta = \frac{1}{2} \) and worst near 0 and 1. Similarly the Poisson is approximately normal for large expectation \( E \). This latter result can be illustrated with the Poisson in Table 9.1 with mean, or expectation, 4. The s.d. is \( \sqrt{E} = 2 \), so the values 2,3,4,5, and 6 are within 2 s.d.’s of the mean. The total
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probability of these is

\[0.15 + 0.20 + 0.20 + 0.16 + 0.10 = 0.81,\]

rather larger than the value \(2/3\), about 0.67, quoted above. But recall we are approximating a discrete quantity, number of calls with the Poisson, by a continuous one, the normal. Looking at Figure 9.1, it will be seen that the rectangle at \(r = 2\) for the Poisson has only half its area within 1 s.d. of 4. Therefore the probability at \(r = 2\) of 0.15 should be halved, as should the probability of 0.10 at \(r = 6\). This reduces the total probability of 0.81 above by \(0.07 + 0.05 = 0.12\), yielding 0.69 in excellent agreement with the normal value of 0.67. The halving here may appear suspect but it is genuinely sound.

Suppose you take (almost) any quantity, make a number \(n\) of observations of it that you judge exchangeable and then form their average, their total divided by \(n\); then this average will have, to a good approximation, a normal distribution. Your expectation of the normal will be the same as that of the original quantity, the s.d. will be that of the original quantity divided by \(\sqrt{n}\) in accordance with the square-root rule in §9.5. Since so many quantities are, in effect, averages, the normal distribution occurs reasonably often, though there is a tendency to use it even where inappropriate because of its attractive properties. Doubtless this tendency will diminish now that our computing power has increased. The result stated in the first sentence can be applied to both the binomial and Poisson distributions to justify the assertions in the previous paragraph about their approximations by the normal. Thus the binomial is based on a quantity taking values 0 and 1 whose values are totalled to give the binomial. The average is just this total divided by \(n\), so the normal distribution for the average will translate, by the result above, into a normal distribution for the total. The s.d. of the 0–1 quantity, we saw in §9.5, was \(\sqrt{\theta(1-\theta)}\). That for the average will be \(\sqrt{\theta(1-\theta)/n}\) by the square-root rule, and that for the total \(\sqrt{n\theta(1-\theta)}\).

A classic example of a normal distribution is provided by the heights of men in a population. The same remark applies to women but since, in respect of height, men and women are not exchangeable, the expectations are different, women being slightly shorter. The s.d.’s are about the same. A similar normal property holds for most measurements of lengths on people, like those of leg lengths. This fact is of use to clothing manufacturers since they know, for example, that only about 1 in 20 of the population will lie outside 2 s.d.’s of the mean.

9.10. VARIATION AS A NATURAL PHENOMENON

In §1.3, it was mentioned that people do not like uncertainty and often invent concepts that appear to explain it. One instance of this is the introduction of gods who control variable phenomena like the weather, but we do not need to be as drastic as this, for people are prepared to see real cause and effect where nothing but natural variation is present. Here is an example that occurred recently and provoked action
to remove discrepancies, which was unnecessary because only natural variation was present and the discrepancies explained in terms of it. The original figures have not been used because to do so would involve subtleties that might hide the key point to be put across. Effectively the figures have been rounded to present equalities that were not there originally but the conclusions are unaffected. Before entering into the discussion recall several facts learnt earlier in this chapter. First, the Poisson distribution is present when there are a lot of independent occasions when something might happen but the chance of the happening is small. In our example, there are a lot of people but each has a small chance of dying from the disease being considered. Second, the spread about the Poisson mean, expressed through the s.d., is equal to the square root of that mean. Finally, for expectations that are not too small, the Poisson distribution is well-approximated by the normal, for which about 2 out of 3 of the observations lie within 1 s.d., and 19 out of 20, within 2 s.d. of the mean, or expectation. With all these facts at our disposal, facts it might be pointed out that were likely unknown to the participants in the study, we can proceed with the example.

A disease had a death rate per year throughout a region of 125 per 100,000 people older than 30 years. The region was divided into 42 health authorities, each responsible for 100,000 such persons, and each recorded the number of deaths in a year from the disease among people older than 30 years in their area. There were therefore 42 instances of variation about an expectation of 125 and it is reasonable to approximate the situation with 42 examples of a Poisson with mean 125. Applying the square-root rule, the square root of 125 is about 11, so that it would be anticipated that about two-thirds of the authorities would have rates between 114 and 136, while only 1 in 20, just 2, would have ratios outside an interval of twice this width, from 103 to 147. In fact there were three, at 97, 148, and 150. This is in good agreement with the Poisson proposal. Seeing these figures, the administrators in the health service were worried that two authorities had death rates 50% greater than that of the best authority. The media looks with horror at this, scents a story, and both groups try to find reasons for the discrepancy. The administrators punished the apparent errant authorities and praised the successful. In fact they were inventing causes for a variation that is natural to the patterns of death. Randomness is enough explanation and it is doubtful if anything can be done about that. Basically, the square-root rule was not appreciated.

Indeed, we can go further and say that if all, rather than two-thirds, of the authorities had had death rates within 1 s.d., that is between 114 and 136 as natural variation suggests, there would have been grounds for suspecting that some falsification of the figures had occurred in order to comply with standards laid down from on high. I once met such a case, involving several producers that had agreed to provide their data prior to the possible introduction of some legislation. The figures were in too good agreement. Enquiry revealed that the producers had got together and some had altered their results so that none appeared out of line.

There is more that can be said about the effect of natural variation. Consider that “bad” health authority with 150 deaths and suppose natural variation is allowed to operate. The result will be that next year the Poisson will again obtain and your probability that, with your expectation still at 125, of getting less than 150 deaths in
that authority is almost 1. In other words, the authority will improve without any intervention. This gives bureaucrats a fine opportunity to castigate the apparently errant authority, to enforce changes and then sit back and think how clever they have been in reducing the rate, when nothing has been accomplished except bullying of staff. A failure to recognize natural variation may occur in many fields; education has obvious parallels to health provision. A less obvious parallel is the Stock Exchange, where some people are thought to be better at predicting the market than others. Are they; or is it natural variation? Does management recognize talent or does it just pick the best in the Poisson race?

My concern here is to emphasize that some variation is inherent in almost any system and that its presence should not be forgotten. That is not to say that all variation is natural, for one of the tasks of a statistician is to sort out the total variation into component parts, each having its proper attribution. A simple example of this was presented in §9.6. In that agricultural example there was no inherent measure of spread, as there was in the health example with the square-root rule, and the natural variation had to be separately evaluated. No doubt there are cases of death-rate variation that are causal and exceed natural variation; my plea is for uncertainty to be appreciated as a naturally arising phenomenon that can be handled by the rules of probability. It appears to be a long way from the balls in urns to the Poisson and the square-root rule but the connection is only coherence exhibiting its strength. We often say “you are lucky” but how often are we wrong and fail to recognize the skill involved?

9.11. ELLSBERG’S PARADOX

It has been emphasized in §2.5 that there is a distinction between the normative, or prescriptive, approach to uncertainty adopted in this book and the descriptive approach concerned with describing how people currently think about uncertainty. The concentration on normative ideas does not imply that descriptive analysis is without value; on the contrary, the study of people making decisions in the face of uncertainty may be very revealing in correcting any errors and persuading them of the normative view. And, recalling Cromwell (§6.8), it is possible that good decision makers may be able to demonstrate flaws in the normative theory and, like the Church of Scotland, I may be mistaken. The contrast between normative and descriptive approaches is clearly brought out in paradoxes of the Ellsberg type, discussed in this section. The results are not used in what follows and may be omitted by those who do not like paradoxes. Its presentation has been delayed until now because understanding depends on the concept of expectation developed in §9.3.

Consider our familiar urn, this one containing 9 balls. (9 is used because we want to divide by 3, which 10, or 100, do not do exactly.) 3 of the balls are red, the other 6 are either black or white, with the number \( b \) that are black uncertain for you. One ball is to be drawn from the urn in a manner that you think is random and you are asked to choose between the two options displayed in Table 9.3. By which of these options would you choose?
Here \( U \) is a positive number representing a prize and 0 means no prize. Thus option \( X \) gets you the prize if the withdrawn ball is red, whereas \( Y \) rewards you if it is black; there is no prize with either option if the ball is white. You are also asked to choose between two options in Table 9.4 using the same urn under the same conditions.

Thus option \( V \) rewards you provided the ball is red or white, whereas \( W \) rewards if black or white. Note that you are not being asked to compare an option in one table with any in the other. Everyone agrees \( V \) is better than \( X \) and \( W \) than \( Y \) because white balls pay out in the former but not in the latter. No, you are asked to choose between \( X \) and \( Y \), and between \( V \) and \( W \). What would you do?

Consider first the normative approach where the only thing that matters is your probability \( p(U) \) that you will get the prize. Since you are uncertain about the number of black balls, you will have a distribution \( p(b) \) over the 7 possible values from 0 to 6, and \( p(U) \) will depend on this. For option \( X, p(U) = 3/9 \) because of your belief in the random withdrawal and the fact that the value of \( b \) is irrelevant. For option \( Y \) the calculation must be more elaborate. If you knew the number \( b \) of black balls, \( p(U|b) = b/9 \), so if you extend the conversation to include \( b \), \( p(U) \) will be the sum of terms \( b p(b)/9 \) over the 7 possible values of \( b \). The result will be \( E/9 \) where \( E \) is your expectation for the number of black balls in the urn. (You may care to refresh your memory by looking at the same argument in §9.3.) Consequently you compare \( p(U) = 3/9 \) for \( X \) with \( E/9 \) for \( Y \) and you prefer \( X \) if \( E > 3 \); if \( E < 3 \) you prefer \( X \) and with \( E = 3 \) you are indifferent between \( X \) and \( Y \). Exactly the same type of argument shows that \( W \) is preferred to \( V \) if \( E > 3 \); if \( E < 3 \) you prefer \( V \) and with \( E = 3 \) you are indifferent. Consequently your choices depend solely on the the number of black balls you expect to be in the urn and you either choose both \( X \) and \( V \), both \( Y \) and \( W \), or express indifference in both cases.

We now pass to the descriptive approach. Several psychologists have performed experiments with subjects, most of whom have no knowledge of the probability calculus, and asked them to make the choices between the same options, with the result that most prefer \( X \) to \( Y \) and also \( W \) to \( V \). This disagrees with the normative approach where a preference for \( X \), because the expectation of \( b \) is less than 3, must

### Table 9.3

<table>
<thead>
<tr>
<th></th>
<th>3 red balls</th>
<th>( b ) black balls</th>
<th>( 6 - b ) white balls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Option X</td>
<td>( U )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Option Y</td>
<td>0</td>
<td>( U )</td>
<td>0</td>
</tr>
</tbody>
</table>

Thus option \( V \) rewards you provided the ball is red or white, whereas \( W \) rewards if black or white.
mean a preference for \( V \) above \( W \). The two approaches are therefore in direct conflict. When the subjects are asked why they made their choices, the usual reply is that they preferred \( X \) to \( Y \) because with \( X \) they knew the numbers of balls in the urn that would cause them to win, namely 3, whereas with \( Y \) they did not. The additional uncertainty with \( Y \), over that with \( X \), was thought to be enough to make \( X \) the choice. Similarly \( W \) had 6 balls that would yield the prize, whereas with \( V \) the number, \( 9 - b \), is unknown, so \( W \) is preferred. We have a clear example of the dislike of uncertainty (§1.3), here sufficient to affect choices.

Which is more sensible — the normative or descriptive attitudes? Before we answer this, let us consider the nature of the disagreement and notice that it concerns coherence. Suppose you, in the technical sense, have seen a subject prefer \( X \) above \( Y \); then you would see nothing unsound in the choice, merely noting that the subject must have an expectation for \( b \) of less than 3. Similarly if another subject has preferred \( W \) to \( V \), then you think it sensible with their expectation being more than 3, so that both subjects are above criticism. But suppose you see the same subject make both preferences, then you think they are foolish, or incoherent, the first preference not cohering with the second. Here is a clear example of a phenomenon that I think is very common: the individual judgments, considered in isolation, are often sound, the flaw is that the judgments do not fit together, they are inconsistent, or, as we say, incoherent.

How does this incoherence arise? Both you and the subjects recognize that the key element is the unknown number, \( b \), of black balls. The subjects worry about it and try to avoid it as much as they can by choosing \( X \) and \( W \). You, by contrast, face up to the challenge, recognize that \( b \) is uncertain, and use a probability distribution for it. (You go further and note that the whole distribution does not matter, only the expectation is relevant, a point we return to below.) Now you have a problem; what is your distribution? I put it to you that the development in §3.4 is compelling and that you must have a distribution; the trouble is that you do not know how to assess it. Consider an analogous situation in which you do not have to make a choice between options but between two objects, the prize being awarded if you select the heavier one. There is no doubt in your mind that associated with each object there is a number called its weight but you do not know it. If you could see the objects, you could guess their weights, though the guesses would not be reliable. Were you able to handle them, better guesses could be made, and if you had an accurate pair of scales, you could do much better. Weight here is like probability in the options; you know it exists but have trouble measuring it. In other words, the normative person, you, knows how to proceed coherently with the options but has a measurement problem. In contrast, the subjects did not know how to proceed and therefore shied away from options that involved uncertainty, thereby becoming incoherent.

In the problem as presented here, it is somewhat artificial and all of us would have difficulty with the measurement of \( p(b) \). A common attitude is to say that you can see no reason as to why any one of the 7 possible values is more probable than any other, so use the classical form of §7.1 with \( p(b) = \frac{1}{7} \) for all 7 values of \( b \). The expectation is then 3 and you would be indifferent between \( X \) and \( Y \), and between \( V \) and \( W \). Most published analyses of the problem assume, sometimes implicitly, that
the classical form obtains. On the contrary, you might receive information that the number of black balls had been selected by throwing a fair die and equating $b$ with the number showing on the die. In that case the expectation is $3\frac{1}{2}$ (§9.3) leading to your choice of $Y$ rather than $X$, and $W$ rather than $V$. In another scenario you might have witnessed several random drawings from the urn and noticed the colors of the exposed balls. You would then have updated your knowledge by Bayes rule and have a distribution based on the data. An extreme possibility is that you are told the values of $b$, when $X$ and $V$ are selected if you are told $b = 0,1, 2$; $Y$ and $W$ if $b = 4,5, 6$; and you are indifferent if $b = 3$.

For anyone who is still unconvinced that the normative approach is sensible and the subjects unsound in the Ellsberg scenario, consider the following two arguments. First, suppose you were informed of the value of $b$, as at the end of the last paragraph, then whatever value it was you would never choose both $X$ and $W$ as the subjects did; so why choose them when uncertain about $b$? (We return to this point when the sure-thing principle is discussed in §10.5.) Second, in the choice between $X$ and $Y$, the white balls do not matter since in neither option do they yield a prize, so that the final column of the table may be omitted. Similarly in the choice between $V$ and $W$, the white balls are irrelevant, always producing the prize and again the final column may be deleted. When the final columns are removed from both tables, the remaining tables are identical. So if you choose the first row in one, you must do the same in the other, and the subjects’ selection is ridiculous.

One final point before we leave Ellsberg. The paradox shows us that the only aspect of the uncertainty that matters is your expected number of black balls, and that your actions should be based solely on this number. This lesson is important because we shall see when we come to decision analysis in §10.4 that again it is only an expectation, rather than a distribution, that is relevant. People often have difficulty with the idea of making an important decision on the basis of a single number, so let Ellsberg prepare you for this feature. Mind you, the expectation has to be carefully calculated, as we shall see.
10.1. BELIEFS AND ACTIONS

It is early morning, you are about to set off for the day and you wonder whether to wear the light coat you took yesterday, or perhaps a heavier garment might be more suitable. Your hesitation is due to your uncertainty about the weather; will it be as warm as yesterday or maybe turn cooler? We have seen how your doubts about the weather can be measured in terms of your belief that it will be cooler, a value that has been called probability, and we have seen how uncertainties can be combined by means of the rules of the probability calculus. We have also seen how probabilities may be used, for example in changing your beliefs in the light of new information, as a scientist might do in reaction to an experimental result, or a juror on being presented with new evidence, or as you might do with the problem of the coat by listening to a weather forecast. But there is another feature of your circumstances beyond your uncertainty concerning the weather, which involves the consequences that might result from whatever action you take over the coat. If you take a heavy garment in warm weather, you will be uncomfortably hot and maybe have to carry it; whereas a light coat would be more pleasant. If you wear the light coat and the weather is cold, you may be uncomfortably cold. In this little problem, you have to do something, you have to act. Thinking about the act involves not only uncertainty, and therefore probability, but also the possible consequences of your action, being too hot or too cold. In agreement with our earlier analysis of uncertainty, we now
need to discuss the measurement of how desirable or unpleasant the outcomes could be, to examine their calculus, and, a new feature, to explore the manner in which desirability and uncertainty may be combined to produce a solution to your problem with the coat. This is the topic of the present chapter, called decision analysis because we analyze the manner in which you ought sensibly to decide between taking the light or the heavy coat.

All of us are continually having to take decisions under uncertainty about how to act, often a trivial one like that of the coat but occasionally of real moment, as when we decide whether to accept a job offer, or when we act over the purchase of a house. In all such problems, apart from the uncertainties, there are problems with the outcomes that could result from the actions that might be taken. The intrusion of another aspect besides uncertainty has been touched on earlier; for example, when it was emphasized how your belief in an event \( E \) was separate from your satisfaction with \( E \) were it to happen. The need for this separation was one reason why, in §3.6, betting concepts were not used as a basis for probability, preferring the neutral concept of balls in urns, because, in the action of placing a bet, two ideas were involved, the uncertainty of the outcome and quality of that outcome. An extreme example concerned a nuclear accident (Example 13 of Chapter 1) where the very small probability needs to be balanced against the very serious consequences were a major accident to occur. In this chapter, decision analysis is developed as a method of making the uncertainties and the qualities of the outcomes combine, leading to a sensible, coherent way of deciding how to act. The method will again be normative or prescriptive, not descriptive. The distinction is here important because there is considerable evidence that people do not always act coherently, so that there is potentially considerable room for improvement in decision making by the adoption of the normative approach. Incidentally, it will not be necessary to distinguish between a decision to act and the action itself, so that we can allow ourselves the liberty of using the words interchangeably.

All of us have beliefs that have no implications for our actions, which exist purely as opinions separate from our daily activities. For example, I have beliefs about who wrote the plays ordinarily attributed to Shakespeare but they have no influence on a decision whether or not to attend a production of Hamlet, for the play is what matters, not whether Shakespeare or Marlowe or the Earl of Oxford wrote it. Sometimes beliefs can lie inactive as mere opinions and then a circumstance arises where they can be used. Recently I read an article about a person and, as a result, developed beliefs about her probity of which no use was made. Later, in an election to the governing body of a society to which I belong, her name appeared on the list of candidates for election. It was then reasonable and possible to use my opinion of her probity to decide not to vote for her. The important point about beliefs, illustrated here, is not that they be involved in action, but that they should have the potentiality to be used in action whenever the belief is relevant to the act.

This chapter shows that beliefs in the form of probability are admirably adapted for decision making. This is a most important advantage that probability and its calculus have over other ways of expressing belief that have appeared. For example, statisticians have introduced significance levels as measure, of belief in scientific
hypotheses, but they can be misleading and lead to unsound decisions. Computer scientists and some manufacturers use fuzzy logic to handle uncertainty and action. This is admirable, at least in that it recognizes the existence of uncertainty and incorporates it into product design, but is mischievous in that it can mislead. The decision analysis presented here fits uncertainty with desirability perfectly like two interlocking pieces of a jigsaw puzzle. It does this by assessing desirability in terms of probability and then employing the calculus of probability to fit the two aspects of probability together.

10.2. COMPARISON OF CONSEQUENCES

The exposition of decision analysis begins by discussion of the simplest possible case, from which it will easily be possible to develop the general principles that govern more complicated circumstances. If only one action is possible, it has to be taken; there is no choice and no problem. The simplest, interesting case then is where there are two possible acts and one, and only one, of them has to be selected by you. The two acts will be denoted by \( A_1 \) and \( A_2 \); \( A \) for action, the subscripts describing the first and second acts, respectively. The simplest case of uncertainty is where there is a single event that can either be true, \( E \), or false, \( E^c \). Therefore the first case for analysis is one in which two acts are contemplated and the only relevant uncertainty lies in the single event. The situation is conveniently represented in the form of a contingency table (§4.1) with two rows corresponding to the two actions and two columns referring respectively, to the truth and falsity of \( E \), giving the bare structure of Table 10.1

<table>
<thead>
<tr>
<th>( E )</th>
<th>( E^c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_1 )</td>
<td></td>
</tr>
<tr>
<td>( A_2 )</td>
<td></td>
</tr>
</tbody>
</table>

It would not be right to think of \( A_2 \) as the complement of \( A_1 \) in the sense of the action of not doing \( A_1 \). If \( A_1 \) is the action of going to the cinema, \( A_2 \) cannot be the action of not going to the cinema. On the contrary, \( A_2 \) must specify what you do if attendance is not at the cinema: read a book, make love, go to the bar? Two actions are being compared. We return to this important point in §10.11. Such a table, with two rows and two columns, has four cells. Consider one of them, say that in the top, left-hand corner corresponding to action \( A_1 \) being taken when \( E \) is true. Since the only uncertainty in the problem is contained in \( E \), the outcome, when \( A_1 \) is taken and \( E \) occurs, is known to you and no uncertainty remains. It is termed a consequence. This table has four possible consequences; for example, in the right-hand, bottom corner you have the consequence of taking \( A_2 \) when \( E \) does not occur. I emphasize that a consequence contains no uncertainty, it is sure, you know exactly
what will happen and if you did not, you would necessarily need to include other uncertain events besides $E$, thereby increasing the size of the table. It was mentioned above that consequences or, as they were called there, outcomes, vary in their desirability; some, like winning the lottery are good, others, like breaking your leg, are bad. What we seek is some way of expressing these desirabilities of sure consequences in a form that will combine with the uncertainty. To accomplish this we make the assumption that any pair of consequences, $c_1$ and $c_2$, can be compared in the sense that either $c_1$ is more desirable than $c_2$, or $c_2$ is more desirable than $c_1$, or they are equally desirable. This is surely a minimal requirement, for if you cannot compare two completely described situations with uncertainty absent, it will be difficult, if not impossible, to compare two acts where uncertainty is present. Notice that the comparison is made by you and need not agree with that made by someone else, and in that respect it is like probability in being personal. We will return to this important point in §10.7. There are many cases in which the comparison demanded by the assumption is hard to determine, but recall this is a normative, not a descriptive, analysis, so that you would surely wish to do it, even if it is difficult. The point is related to the difficulty earlier encountered of comparing an event with the drawing of balls from an urn; you felt it was sensible, but hard to do. After the analysis has been developed further, a return will be made to this point and methods of making comparisons between consequences proposed in §10.3.

A further assumption is made about the comparisons, namely that they are coherent in the sense that, with three consequences, if $c_1$ is more desirable than $c_2$ and $c_2$ more desirable than $c_3$, then necessarily $c_1$ is more desirable than $c_3$. This is an innocuous assumption that finds general acceptance, when it is recalled that each consequence is without uncertainty. The following little trick may convince you of its necessity. Suppose the first two comparisons above held but you prefer $c_3$ to $c_1$ in violation of the final comparison. Then suppose you contemplate $c_3$; $c_2$ is more desirable than it (the second comparison) and you would pay me money to be relieved of $c_3$ and have $c_2$ instead. Similarly by the first comparison, you would pay me a further sum to replace $c_2$ by $c_1$; and then finally if, in violation of the assumption, you prefer $c_3$ to $c_1$, you will give me more money to replace $c_1$ by $c_3$ and you are back to where you started but have lost money to me. You are a perpetual money-making machine, how nice to know you. From now on it is supposed that consequences have been coherently compared. Notice that this is an extension of the meaning of coherence, previously used with uncertainty, to consequences.

Returning to Table 10.1 with its four cells occupied by four consequences, one of the four must be the best in the comparisons and one must be the worst. The decision problem is trivial if they are all equal. So let us attach a numerical value of 1 to the best and 0 to the worst, leaving at most two other consequences to have their numerical values found by the following ingenious method. Consider any consequence $c$ that is intermediate between the worst and the best, better than the former, worse than the latter. We are going to replace $c$ by a gamble that you consider just as desirable. Take a situation in which you withdraw a ball at random from the standard urn, full of red and white balls; if it is red, $c$ is replaced by the best consequence, if white by the worst. Clearly your comparison of the gamble with
c will be enormously influenced by the proportion of red balls in the urn, the more the red balls, the better the gamble. If they are all red, you will desert c in favor of the best; if all white, you will eagerly retain c. It is hard to escape the conclusion that there is a proportion of red balls that will make you indifferent between c and the random selection of a ball with the stated outcomes. The argument for the existence of the critical number of red balls is almost identical to the one used to justify the measurement of probability in §3.4. If accepted, you can replace c by a gamble where there is a probability, that is denoted by u, of attaining the best (and 1 − u of the worst), where u is the probability of withdrawing a red ball equal, by randomness, to the proportion of red balls in the urn. The number so attached to a consequence is called its utility; the best consequence having utility 1, the worst 0, and any intermediate consequence a value between these two extremes. What this device does is to regard the sure consequence c as equivalent to a value between the best and the worst, this value being a probability u, thereby providing a numerical measure of the desirability of c. The nomenclature and the importance of utility is discussed in §10.5, for the moment let us see how it works in the simple table above and, to make it more intelligible, consider some special acts and event.

10.3. MEDICAL EXAMPLE

Suppose that you have a past history of cancer, you are currently sick and it is possible that your cancer has returned and spread. This is the uncertain event E, for which you will have a probability \( p(E | K) \) based on the knowledge K that you currently have, a probability that will be abbreviated to \( p \) because both E and K will remain unaltered throughout the analysis and the results will thereby become easier to appreciate. Notice that \( p \) has nothing to do with the probabilities conceptually involved in the determination of your utilities; it purely describes your uncertainty about the spread of cancer in the light of what the doctors and others have told you. The complementary event \( E^c \) is that you have no cancer. Suppose further that there are two medical procedures, or actions, that might be taken. The first \( A_1 \) is a comparatively mild method, whereas \( A_2 \) involves serious surgery. Your problem is whether to opt for \( A_1 \) or \( A_2 \). In practice there will be other uncertainties present, such as the surgeon’s skill but, for the moment, let us confine ourselves to E and the two procedures, leaving until later the elaboration needed to come closer to reality.

With two acts and a single uncertain event, there are four consequences that we list:

\[
\begin{align*}
A_1 \text{ and } E: & \quad \text{The mild treatment with the cancer present will leave you seriously ill with low life expectancy.} \\
A_1 \text{ and } E^c: & \quad \text{There is no cancer and recovery is rapid and sure.} \\
A_2 \text{ and } E: & \quad \text{The surgery will remove the cancer but there will be some permanent damage and months of recovery from the operation.} \\
A_2 \text{ and } E^c: & \quad \text{No cancer but there will be convalescence.}
\end{align*}
\]

The next stage is to assign utilities to each of these consequences.
First, you need to decide which is the best of these four consequences. Since this is an opinion by “you” and people sensibly differ in their attitudes toward illness, we can only take one possibility, but here $A_1$ and $E^c$ is reasonably the best with a happy outcome from a minor medical procedure. Similarly $A_1$ and $E$ is reasonably the worst. Notice that all these judgments are by “you” and not by the doctors. you may well like to listen to their advice when they may recommend one action above the other, but you are under no obligation to adopt their recommendation. This emphasizes the point we have repeatedly made that our development admits many views; it merely tells you how to organize your views, and now your actions, into a coherent whole.

Having determined the best and worst of the four consequences, you need, using the procedure described above, to assess utilities for the remaining two consequences arising from action $A_2$. The result will be a table, as the earlier one, but with probabilities and utilities included.

<table>
<thead>
<tr>
<th></th>
<th>$E$</th>
<th>$E^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$A_2$</td>
<td>$u$</td>
<td>$v$</td>
</tr>
<tr>
<td></td>
<td>$p$</td>
<td>$1-p$</td>
</tr>
</tbody>
</table>

Here $u$ and $v$ are the utilities for the two consequences that might arise from $A_2$, $p$ is the probability that you have cancer. Consider the value $u$ assigned to the consequence of serious surgery $A_2$, which removes the cancer $E$ but leads to months of recovery. The method of §10.2 invites you to consider an imaginary procedure, which could immediately take you to the best consequence ($A_1$ and $E^c$) of rapid, sure recovery, but could alternatively put you in the terrible position of having low life expectancy with the cancer ($A_1$ and $E$). Your choice of the value $u$ means that you have equated your present state ($A_2$ and $E$) to this imaginary procedure in which $u$ is your probability of the best, and $1-u$ of the worst, consequence. A similar choice with the consequence $A_2$ and $E^c$ leads to the value $v$. Of course, the procedure is fanciful in being able to restore the cancer but we often wish we had a magic wand to give us something we greatly desire, while literature contains many examples where the magic goes wrong. We return to “wand” procedures in §10.12. Again you might find it hard to settle on $u$ and $v$ but it is logically compelling that they must exist. Furthermore, once they are determined, the solution to your decision problem proceeds easily, the utilities and probabilities can be combined, unlike chalk and cheese, and the better act found, in a way now to be described.

Consider the serious option $A_2$, which, in its original form, can lead to two consequences of utilities $u$ and $v$ but, by the wand device, can each conceptually lead to either the worst or the best consequence with utilities 0 and 1. Surely you would prefer the act that has the higher probability of achieving the best, and thereby lower for the worst, so let us calculate $p(\text{best } | A_2)$, the probability of the best consequence
were $A_2$ selected. We do this by extending the conversation ($\S$5.6) to include the uncertain event $E$, giving

$$p(\text{best} \mid A_2) = p(\text{best} \mid E \text{ and } A_2) p(E \mid A_2) + p(\text{best} \mid E^c \text{ and } A_2) p(E^c \mid A_2), \quad (10.1)$$

where all the probabilities on the right-hand side are known, either from the utility considerations or from the uncertainty of $E$. Thus $p(\text{best} \mid E \text{ and } A_2) = u$ by the wand and $p(E \mid A_2) = p$ by your original uncertainty for $E$. Inserting their values, we have

$$p(\text{best} \mid A_2) = up + v(1 - p). \quad (10.2)$$

It is possible to do the same calculation with $A_1$ but it is obvious there that $A_1$ only leads to the best consequence if $E^c$ holds, so

$$p(\text{best} \mid A_1) = (1 - p). \quad (10.3)$$

Since you want to maximize your probability of getting the best consequence, where the only other possibility is to obtain the worst, you prefer $A_2$ to $A_1$ and undergo serious surgery if (10.2) exceeds (10.3). That is if

$$up + v(1 - p) > (1 - p).$$

Recall that the symbol $>$ means "greater than" ($\S$2.9). Bravely doing a little mathematics by first subtracting $v(1 - p)$ from both sides and simplifying, yields

$$up > (1 - v)(1 - p),$$

and then dividing both sides by $(1 - v)p$, we obtain

$$\frac{u}{1 - v} > \frac{1 - p}{p}, \quad (10.4)$$

as the condition for preferring the serious surgery. This inequality relates an expression on the left involving only utilities to one on the right with probabilities, namely the odds against ($\S$3.8) the cancer having spread, and says that the serious surgery $A_2$ should only be undertaken if the odds against the cancer having spread are sufficiently small, the critical value $u/(1 - v)$ involving the utilities. The odds against are small only if the probability of cancer is large, so you would undertake the serious operation only then. (Equation (10.4) can be expressed in terms of probability, rather than odds, as $p > (1 - v)/(1 - v + u).$) This result, in terms of either odds or probability, is intuitively obvious, the new element the analysis provides is a statement of exactly what is meant by large. There are several aspects of this result that deserve attention.

10.4. MAXIMIZATION OF EXPECTED UTILITY

The method just developed has the important ability to combine two different concepts, uncertainty and desirability. It demonstrates how we might simultaneously
discuss the small probability of a nuclear accident and the serious consequences were it to happen. In our little medical example, it combines the diagnosis with the prognosis. These combinations have been effected by using the language of probability to measure the desirabilities, or utilities, and then employing the calculus of probabilities, in the form of the extension of the conversation, to put the two probabilities together. It is because utility has been described in terms of probability that the combination is possible. Some writers have advocated utilitarian concepts in which utility is merely regarded as a numerical measure of worth, the bigger the number, the better the outcome is. Our concept is more than this, it measures utility on the scale of probability. To help appreciate this point, consider a utilitarian who attaches utilities $0, \frac{1}{2},$ and 1 to three consequences. This clearly places the outcomes in order with 0 the worst, 1 the best, and $\frac{1}{2}$ the intermediate, but what does it mean to say that the best is as much an improvement over the intermediate, as that is over the worst, $1 - \frac{1}{2} = \frac{1}{2} - 0$? It is clear what is meant here, namely that the intermediate is half-way between the best and the worst in the sense that it is equated to a gamble which has equal probabilities of receiving the best or the worst.

Having emphasized the importance of combining uncertainty with desirability, let us look at how the combination proceeds, returning to (10.2) above, which itself is an abbreviated form of (10.1), and concentrating on the right-hand side, here repeated for convenience,

$$up + v(1 - p).$$

Expressions like this have been encountered before. In discussing an uncertain quantity, which could assume various values, each with its own probability, we found it useful to form the products of value and probability and sum the results over all values, calling the result the expectation of the uncertain quantity as in §9.3. The expression here is the expectation of the utility acquired by taking action $A_2$, or briefly the expected utility of $A_2$, since it takes the two values of utility, $u$ and $v$, multiplies each by its associated probability, $p$ and $1 - p$, and adds the results. Similarly (10.3) above is the expected utility of $A_1$, as is easily seen by replacing the utilities, $u$ and $v$, in the second row of Table 10.2 corresponding to $A_2$ with those, 0 and 1, in the first row for $A_1$. Consequently the choice between the two acts rests on a comparison of their two expected utilities, the recommendation being to take the larger. This is an example of the general method referred to as maximum expected utility, abbreviated to MEU, in which you select that action, which, for you, has the highest expected utility.

### 10.5. MORE ON UTILITY

In obtaining the utilities in the medical example, attention was confined to the four consequences in the table. It is often useful to fit a decision problem into a wider picture and use other comparisons, partly because it thereby provides more opportunities for coherence to be exploited. Here we might introduce perfect health as the best consequence and death as the worst. (Let it be emphasized again, this may
not be your opinion, you may think there is a fate worse than death.) The four consequences in the table could then be compared with these extremes of 1 and 0, with the result that the table would look like this:

<table>
<thead>
<tr>
<th></th>
<th>$E$</th>
<th>$E^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>$s$</td>
<td>$t$</td>
</tr>
<tr>
<td>$A_2$</td>
<td>$u$</td>
<td>$v$</td>
</tr>
<tr>
<td></td>
<td>$p$</td>
<td>$1-p$</td>
</tr>
</tbody>
</table>

Here $s$ and $t$ replace 0 and 1, respectively; $u$ and $v$ will change but the same letters have been used. Then $A_2$ has the same expression for its expected utility but that of $A_1$ becomes $sp + t(1 - p)$. Consequently $A_2$ is preferred over $A_1$ by MEU if

$$up + v(1 - p) > sp + t(1 - p)$$

or

$$(u - s)p > (t - v)(1 - p)$$

on subtracting $v(1 - p) + sp$ from each side of the inequality. Dividing both sides of the latest inequality by $(t - v)p$, $A_2$ is preferred if, and only if,

$$\frac{u - s}{t - v} > \frac{1 - p}{p},$$

that is if the odds against cancer having spread are less than a function of the utilities. This is of the same as (10.4) when $s = 0$ and $t = 1$. Let us look at this function carefully. Suppose each of the four utilities, $s$, $t$, $u$, and $v$ had been increased by a fixed amount, then the function would not have changed since it involves differences of utilities. Suppose they had each been multiplied by the same, positive number, then again the function would be unaltered since ratios are involved. In other words, it does not matter where the origin 0 is, or what the scale is to give 1 the best, the relevant criterion for the choice of act, here $(u - s)/(t - v)$ is unaffected. We say that utility is invariant under changes of origin or scale. In this it is like longitude on the earth; we use Greenwich as the origin, but any other place could be used; we use degrees east or west as the scale but we could use radians or kilometres at the equator. Probability is firmly pinned to 0, false, and 1, true, but utility can go anywhere and is fixed only when 0 and 1 have been fixed.

In the medical example we took a situation in which the best and worst of the four consequences both pertained to the same action. This need not necessarily be true, so let us take an example in which they are relevant to different actions. The resulting table might look like this:

<table>
<thead>
<tr>
<th></th>
<th>$E$</th>
<th>$E^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>$u$</td>
<td>1</td>
</tr>
<tr>
<td>$A_2$</td>
<td>0</td>
<td>$v$</td>
</tr>
<tr>
<td></td>
<td>$p$</td>
<td>$1-p$</td>
</tr>
</tbody>
</table>
where $A_1$ with $E^c$ is the best and $A_2$ with $E$ the worst, the other two consequences having utilities $u$ and $v$ where the same letters are retained, though their meanings have obviously changed. What has not changed however is that they will be between 0 and 1, intermediate between the worst and the best. Now something interesting happens. Suppose $E$ were true, then $A_1$ is better than $A_2$ since $u > 0$; suppose $E^c$ were true, then $A_1$ is still better than $A_2$ since $1 > v$; as a result, whatever happens $A_1$ is better than $A_2$ and, adopting a charming Americanism, you are on to a sure thing. (Notice that in the original Table 10.2, $A_2$ was better when $E$ was true since $u > 0$, but $A_1$ was better when $E$ was false since $1 > v$. There was a real problem in choosing between the acts.) A sure thing avoids MEU although MEU would give the same result as the reader can easily verify. I was once in the position of deciding whether to buy a new house or stay where we were and judged that a relevant factor was whether I was likely to stay in my present job for the next 5 years or change job. If staying, it was clearly better to buy, but after some thought we decided that purchase was more sensible even if I did change job. We were on to a sure thing.

10.6. SOME COMPLICATIONS

To appreciate another point about MEU let us return to (10.1) and notice that it contains $p(E|A_2)$, the probability of $E$ were $A_2$ to be selected; similarly in considering $A_1$, $p(E|A_1)$ would arise. In the medical example it was tacitly assumed that these two probabilities were equal; the choice of action, rather than the action itself, not influencing your cancer. There are situations in which they can be different. Consider the action of buying a new washing machine, where there is a choice between two models, $A_1$ being cheap and $A_2$ more expensive. The prime uncertain event $E$ for you is a serious failure within a decade. Ordinarily $p(E|A_1) > p(E|A_2)$ on the principle that the more expensive machine is less likely to fail. (Notice that this is a likelihood comparison, so “likely to fail” is correct.) If this were not so, $A_1$ is a sure thing under reasonable conditions. Even when the choice of act influences the uncertainty, MEU still obtains, as can be seen from (10.1). If $p_1$ and $p_2$ are your probabilities of $E$ given $A_1$ and $A_2$, respectively then, generalizing Table 10.3, $A_1$ is preferred to $A_2$ if, and only if,

$$sp_1 + t(1 - p_1) > up_2 + v(1 - p_2),$$

(10.6)

which does not simplify in any helpful way.

A serious limitation of the decision analysis so far presented is that it only involves one uncertain event. However, the extension to any number is straightforward. Suppose there are two events, $E$ and $F$. These yield four exclusive and exhaustive ($\S$9.1) possibilities $EF$, $EF^c$, $E^cF$, and $E^cF^c$, and the decision table has four columns and hence eight consequences. Assign four probabilities to the events, in the case where choice of action does not affect the uncertainty, or eight when it does. Also assign eight utilities, when expected utilities for an action, corresponding to a row, can be calculated by multiplying the utility in each column by its
corresponding probability and adding the four results, as in the general extension of
the conversation in §9.1. This calculation is done for each row and that action (row)
is selected of higher expected utility. Clearly this method extends to any number of
actions and we may omit the mathematics. Generally MEU covers all situations
where a single person “you” is involved. We have seen the difficulties with two
persons, exemplified by the prisoners’ dilemma in §5.11.

Finally a warning that is addressed to pessimists. There are many treatments of
decision analysis that do not speak in terms of utility but rather use losses. To see
how this works, suppose you knew which event was true, equivalently which
column of the decision table obtained. Then, all uncertainty being removed, you can
choose among the decisions, the rows of the table, naturally selecting that of
highest utility, any other act resulting in a loss in comparison. Thus the general
form of Table 10.3 supposes, in accord with Table 10.2, that if £ is true, A_2 is the
better act. Then u exceeds s and A_1 would incur a loss (u − s) in comparison.
Similarly, if £^c is true and A_1 the better act, again as in Table 10.2, t exceeds v and A_2
will incur a loss (t − v). A loss is what you suffer, in comparison with the best, by not
doing the best. The attractive feature of losses is that the general solution we found,
expressed in (10.5), only involves the losses, not the four separate utilities, resulting
in a reduction from four utilities to only two losses and even then only their ratio is
relevant. As a result of the simplicity of losses over utilities, the former have become
popular; unfortunately they have a serious disadvantage. To see this, notice that the
general solution (10.5) only applies when the events have the same uncertainty,
expressed through the probability p there, for all acts. When this is not true and the
uncertainties are different at p_1 and p_2, the general solution is provided by (10.6),
which is not expressible solely in terms of losses. Readers might like to convince
themselves of this, either by doing a little mathematics or by choosing two different
sets of utilities (s_1, t, u, v) with the same losses (u − s, t − v) and observing that (10.6)
will not yield the same advice in the two sets despite the identity of the losses. It
is usually better to assign utilities directly to consequences, rather than relate
consequences by considering differences.

10.7. REASON AND EMOTION

Let us leave the more technical considerations of utility and how it is used in
decision analysis; instead let us contemplate the concept itself. The first thing to note
is that utility applies to a consequence, which itself is the outcome of a specific act
when a specific event is true. A consequence, alternatively called an outcome, can
have many aspects. For example, in the cancer problem discussed above, there was a
consequence, there described as A_1 and £^c, where the mild treatment had been
applied and no cancer found, so that recovery is sure. But you may wish to take into
account other aspects of this outcome besides the simple recovery, like the
occurrence of your silver wedding anniversary next month that you would now
be able to enjoy. If a decision was to go to the opera, the quality of the performance
would enter into your utilities, as well as the cost of the ticket. Generally, you can
include anything you think relevant when contemplating a consequence. For example, people often bet when, on a monetary basis, the odds are unfavorable. This may be coherent if account is taken in the utility of the thrill of gambling, where a win of 10 dollars is not just an increase in assets but is exciting in the way that a 10 dollar payment of an outstanding debt would not be. There are connections with the confusion between uncertainty and desirability (§3.6). In summary, a consequence can include anything; in particular it can include emotions and matters of faith.

Throughout this book we have applied reasoning, first to the uncertainties and now to decision making in the face of that uncertainty. We have avoided concepts like faith and emotions, concentrating entirely on coherence, which is essentially reason. Coherence generalizes the logic of truth and falsity to embrace uncertainty and action. But in utility, a concept derived entirely by reasoning, we see that it is possible, even desirable, to include ideas beyond reason. We can take account of the silver wedding, the thrill of a gamble, or my preference for Verdi over Elton John (§2.4). Indeed, we not only can take, but must take, if our decision making is truly to reflect our preferences. It has repeatedly been emphasized that probability is personal; we now see the same individuality applies to utility. The distinction between the two is that probability includes beliefs, whereas utility incorporates preferences. The distinction between the two is not sharp and I may say that I believe Verdi is a better artist than John, though the contrast is more honestly expressed by saying that I prefer Verdi to John. A key feature is that an approach using pure reason has led to the conclusion that something more than pure reason must be included. This may be expressed in an epigram

Pure reason shows that reason is not enough.

My personal judgment is that this result is very important. The reasoning process is essentially the same throughout the world, whereas emotions and faiths vary widely. What is being claimed here is that persons of all faiths can use the reasoning process, expressed through MEU, to communicate. This is done by each faith incorporating its own utilities and probabilities into MEU. On its own, MEU does not eliminate differences between emotions, as has been seen in the prisoners’ dilemma (§5.11), but it may lessen the impact of the differences by providing a common language of communication, so important if several faiths are to co-exist in peace.

We have seen that your uncertainties can, and indeed should, be altered by evidence, and that the formal way to do this is by Bayes rule. Utilities can also be affected by evidence, though the change here is less formal. For example, your utility for classical music will typically be influenced by attendances at performances of it. Or your love of gambling will respond to experiences at the casino. Evidence therefore plays an important role in MEU. This will be discussed in more detail when the scientific method is studied in Chapter 11. Evidence is especially important when it can be shared, either by direct experience, or through reliable reporting. It was seen in §6.9 that the shared experience of drawing balls from an urn led to disparate views of the constitution of the urn approaching agreement.
It is generally true that shared evidence, coherently treated, brings beliefs and preferences closer together. In contrast, there are beliefs and preferences that are not based on shared evidence. Orthodox medicine is evidence-based but alternative medicine relies less on evidence and so does not fit so comfortably within MEU. This is not to dismiss alternative medicine, only to comment that individual uncertainties and utilities will necessarily differ among themselves more than when shared evidence is available.

10.8. NUMERACY

There is a serious objection to our approach that deserves to be addressed. We have seen that a consequence may be a complicated concept involving many different features, some, like money, being tangible, but others, like pleasure derived from a piece of music, intangible. These features may be important but imprecise. The objection questions whether it is sensible to reduce such a collection of disparate ideas to a single number in the form of utility; is not this carrying simplicity too far? We have encountered in §3.1 a similar objection to belief being reduced to a number, probability. Here the idea is extended even further to embrace utility and the combination of utility and probability in expected utility. A complicated set of ideas is reduced to a number; is it not absurd? If we set aside those people who hate arithmetic and cannot do even simple mathematics, rejoicing in their innumeracy, there are three important rejoinders to these protests.

The first is the one advanced in §3.1 when countering the similar objection in respect of probability; namely that, in any situation save the very simplest, one has to combine and contrast several aspects. Numbers combine more easily, and according to strict rules, than any other features. In decision analysis, it is necessary to deal with several consequences that have to be contrasted and combined. Thus in the medical example of §10.3 there were four, rather different, consequences that had first to be compared, and then some combinations calculated so that you could choose between the two actions contemplated. Numbers do the combining more effectively than any other device. A sensible strategy would therefore try reducing the complicated consequences to numbers and see what happens. The result of doing this, MEU, has much to recommend it and works very well provided some limitations, explored in §10.11, are appreciated.

This is certainly the most powerful argument in support of numeracy but there is a second argument that depends on the recognition that the utility is not, and does not pretend to be, a complete description of the consequence. It is only a summary that is adequate for its purpose, namely to act in a particular context. Similarly, the price of a book is a numerical description that takes into account tangibles, like the number of pages, but also intangibles like its popularity. Nevertheless it is adequate for the purpose of distribution among the public, without describing all aspects of the book. Neither utility nor price, which may well be different, capture the total concept of a consequence or a book; they provide a summary that is adequate for their intended purpose.
The third reason for reducing all aspects of decision analysis to numbers is that, properly done, it overcomes the supreme difficulty, not just of combining beliefs, or contrasting preferences in the form of consequences, but of combining beliefs with preferences. This has historically proved a hard task. The solution proposed here is to measure your preferences in terms of gambles on the best and worst, so introducing probabilities, the measure that has already been used for beliefs. By doing this, the two numerical scales, for beliefs and for preferences, are the same and can, therefore, be combined in the form of expected utility, where the expectation incorporates your belief probabilities and the utility includes your preferences. Notice that the amalgam of belief and preferences comes about through a rule of probability; namely the extension of the conversation, as displayed in Equation (10.1) of §10.3. It is the ingenious idea of measuring preferences on a scale of probability that enables the combination to be made, and the manner of its making is dictated by the calculus of probability. It is not necessary to introduce a new concept in order to achieve the combination, for the tool is already there. Alternatively expressed, the use of expectation arises naturally and its use does not involve an additional assumption.

The proceedings in a court of law show how these numerate ideas might be used. The legal profession wisely separates the two aspects of belief and decision (§10.14). In the trial, it is the responsibility of the jury to deal with the uncertainty surrounding whether or not the defendant is guilty. It is usually the judge who decides what to do when the verdict is “guilty”. Our solution, which has considerable difficulties in implementation but is sound in principle, is to have the jury express a probability for guilt, instead of the apparently firm assertion. The judge would then incorporate society’s utilities with the probability provided and decide on the sentence by maximizing expected utility. The key issue here is the combination of two different concepts.

Underlying these ideas is the assumption that the jury acts as a single person, a single “you”. The agreement is normally effected in the jury room. We have little to say formally about the process of reaching agreement, beyond remarking that the members will have shared evidence that, as with the urns (§6.9), encourages beliefs to converge. A similar problem on a larger scale arises when society presents a view from among the diverse opinions of its members. Democracy currently seems the best way of achieving this, leading to the majority attitude often being accepted. We might note that some legal systems have moved toward the acceptance of majority, rather than unanimous, verdicts by a jury.

10.9. EXPECTED UTILITY

The analysis in this chapter has introduced two ideas: utility and expected utility. Returning to Equation (10.1), here repeated for convenience,

\[ p(\text{best} \mid A_2) = p(\text{best} \mid E \text{ and } A_2)p(E \mid A_2) + p(\text{best} \mid E^c \text{ and } A_2)p(E^c \mid A_2), \]
the first probability on the right-hand side is a utility, namely that of the consequence \( E \) and \( A_2 \), whereas the lone probability on the left we called an expected utility. (Equation (10.2) may provide further clarification.) We now demonstrate that the utility is itself an expectation. Because, in the demonstration, the conditions, \( E \) and \( A_2 \), remain fixed throughout, let them effectively be forgotten by incorporating them into the knowledge base so that the utility \( p(\text{best} \mid E \text{ and } A_2) \) above is written \( p(\text{best}) \). Now suppose that, in your formulation of the decision problem, you felt that \( E \) was not the only relevant, uncertain event but that you ought to think about other uncertainties. Thus, in the medical example of §10.3, you might, in addition to the uncertainty about your cancer, feel the surgeon’s expertise is also relevant. In other word, you felt the need to extend the conversation to include \( F \), the event that the surgeon was skilled. This gives

\[
p(\text{best}) = p(\text{best} \mid F)p(F) + p(\text{best} \mid F^c)p(F^c). \tag{10.7}
\]

Now let us look at the first probability on the right-hand side which, in full, is

\[
p(\text{best} \mid EF \text{ and } A_2)
\]

on restoring \( E \) and \( A_2 \). This is your utility of the consequence of taking decision \( A_2 \) with \( E \) and \( F \) both true. Similar remarks apply to \( p(\text{best} \mid F^c) \), with the result that the utility \( p(\text{best}) \), on the left-hand side of (10.7) is revealed as an expected utility found by taking the product of a utility \( p(\text{best} \mid F) \) with its associated probability \( p(F) \) and adding the similar product with \( F^c \).

The argument is general and the conclusion is that any utility, taking into account only \( E \), is equal to an expected utility when additional notice is taken of another event \( F \). In fact, any utility is really your expectation over all the uncertainties you have omitted from your decision analysis. Thus the two terms, utility and expected utility are synonymous. It is usual to use the former term when uncertainty is not emphasized and use the adjective only when it is desired to emphasize the expectation aspect. Whether you include \( F \), or generally how many uncertainties you take into account, is up to you and is essentially a question of how small or large (§11.7) is the world you need.

10.10. DECISION TREES

This is a convenient place to introduce a pictorial device that is often very useful in thinking about a decision problem, using Table 10.3 as an example. The fundamental problem is a choice between \( A_1 \) and \( A_2 \). This choice is represented by a decision node, drawn as a square, followed by two branches, one for \( A_1 \) and one for \( A_2 \), as in Figure 10.1. If \( A_1 \) is selected, either \( E \) or \( E^c \) arises, where the outcome, unlike a decision node, is not in your hands but rests on uncertainty and is therefore represented by a random node, drawn as a circle, followed by two branches, one for \( E \), one for \( E^c \) (Figure 10.1). Their respective probabilities may be used as labels
for the branches. The case where these may depend on the act has been drawn. Similar nodes and branches follow from $A_2$. Finally, at the ends of the last four branches we may write the utilities of the four consequences, like fruit on the tree, and Figure 10.1 is complete. It is called a decision tree but, unlike nature’s trees, it grows from left to right, rather than upright, the growth reflecting time, the earlier stages on the left, the final ones, the consequences, on the right. Clearly any number of branches, corresponding to acts, may proceed from a decision node, not just two as here, and any number, corresponding to events, from a random node. Although time flows from left to right, the analysis proceeds in reverse time order, from right to left, from the imagined, uncertain future back to now, the choice of act. To see how this works, consider the upper, random node, that flowing from $A_1$, where the branches following, to the right, can be condensed to provide the expected utility $s p_1 + t (1 - p_1)$ (cf. Equation (10.6)) on multiplying each utility on a branch by its corresponding probability and adding the results. Similarly at the random node from $A_2$ there is an expected utility $u p_2 + v (1 - p_2)$ and, going back to the decision node, the choice between $A_1$ and $A_2$ is made by selecting that with the larger expected utility. The general procedure is to move from right to left, taking expectations at a random node and maxima at a decision node.

It is easy to see how to include another event in the tree as in §10.9. Consider the upper branches in Figure 10.1 proceeding through $A_1$ and $E$. Another random node followed by two branches, corresponding to the extra events $F$ and $F^c$, may be included as in Figure 10.2 with utilities $s_1$ and $s_2$ at their ends, replacing the original utility $s$. Again we proceed from the far right, obtaining at the random node for $F$ and $F^c$, expected utility

$$s_1 p(F \mid E) + s_2 p(F^c \mid E)$$
that, we saw in §10.9, equals $s$, and we are back to Figure 10.1. Similar extensions may be made at the three other terminations of Figure 10.1. Notice again, the equivalence between the expected utility and the original utility.

The real power of a decision tree is seen when there is a series of decisions that have to be made in sequence, one after another, with uncertain events occurring between. Without going into detail and exhibiting the complete, large tree, consider a medical example where, as above, there is initially a choice between two treatments $A_1$ and $A_2$. Let us follow $A_1$ and suppose event $E$ occurs, that the patient develops complications, when a further decision about treatment may need to be made. Suppose treatment $B$ is selected and event $F$ then occurs. The corresponding part of the tree is given in Figure 10.3. Probabilities may be placed on the branches proceeding from the random node. In principle the tree could continue forever with a contemplated series of acts and events but, in practice, it will be expedient to stop after a few branches. When it does, utility evaluations may be inserted at the right-hand ends. In the example, it is natural to stop after $F$. Analysis of the tree is simple in principle: proceed from right to left, at each random node calculate an expected utility, at each decision node select the branch with maximum expected utility. In the example of Figure 10.3, at the final, random node the probability on each branch, of which only one is shown, is multiplied by the terminal utility and the results added, giving the expected utility of $B$. With a similar procedure for the actions alternative to $B$, that act among them of maximum expected utility may be selected. This maximum effectively replaces the branches labeled $B$ and $F$ in Figure 10.3, and we are back to the simple form of Figure 10.1, except that we have only drawn the uppermost sequences of branches, and a choice made, as there, between $A_1$ and $A_2$.

Notice how the analysis of the tree proceeds in reverse time order, from the acts and events in the future back to the present decisions. This is reflected in an issue that applies generally in life and is captured succinctly in the epigram:

you cannot decide what to do today until you have decided what to do with the tomorrows that today’s decisions might bring.
A beautiful example of this is to be found in §12.3 where a decision is taken that, in the short term is disadvantageous but, in the long term, yields an optimum result. The medical example of Figure 10.3 illustrated this, for a choice between $A_1$ and $A_2$ now depends on events like $E$ and what act, like $B$, will be necessary to take tomorrow. The construction of a decision tree demands that you think not solely in terms of immediate effects but with serious consideration of longer term consequences. Of course the tree will have to stop somewhere but the timescale depends very much on the nature of the problem. The little problem of which coat to wear need scarcely go beyond that day, but decision problems about nuclear waste may need to consider millennia.

10.11. THE ART AND SCIENCE OF DECISION ANALYSIS

The construction of a decision tree is an art form of real value, even when separated from the numeracy of the science of probabilities and utilities and the analysis through maximization of expected utility. Thinking within the framework of the tree encourages, indeed almost forces, you to think seriously about what might happen and what the consequences could be if it did. Then again, like all good art, it is a fine communicator in that it clearly presents to another person the problem laid out in a form that is easily appreciated. Even if the reader is uncomfortable with numeracy, despite the persuasive arguments that have been used here, such a person can value the clarity of the tree. They might also be impressed by the power and convenience that trees offer. Decisions today affect decisions tomorrow. Events today affect events tomorrow. The numerical approach offers a principled way to combine these factors to make a sound recommendation for what to do now. I look forward to an enlightened age when it will be thought mandatory for any proposal for action to be accompanied by its decision tree.

Unfortunately, the happy situation of the last sentence will not easily come about because people in power perceive a gross disadvantage in trees and their associated probabilities and utilities; namely that trees expose their thinking to informed criticism. Partly this arises for the reason just given, that a decision tree is good art and therefore a good communicator exposing the decision maker’s thinking to public gaze. But there is more to it than that, for the study of the tree reveals what possible actions have been considered and how one has been balanced against another. Also the tree tells us what uncertain events have been considered: did a firm take into account accidents to the work force, or only shareholders’ profits? This is before numeracy enters and the uncertainties and consequences measured. Were they to be included, then the exposure of the decision maker’s views would be complete. Although probabilities have made some progress towards acceptance so that, for example, one does see statements about the chance of dying from lung cancer, utilities are hardly ever mentioned, in my view because they expose the real motivations behind a recommendation for action. An example might arise in a proposal for action by a government, where the possible benefits to its citizens may have to be balanced against the benefits to contractors needed to implement the action.
The introduction of decision trees, while it would go some way to make society more open, would expose a more fundamental difficulty, the difference between personal and social utility, between the desires of the individual and those of society. This is a conflict that has always been with us and is clearly exposed by the apparatus of a decision tree. Here is an example. An individual automobile driver, unencumbered by speed limits, may feel that his utility is maximized by driving fast. Partly to protect others on the road and partly because such a driver may underestimate the danger to himself of driving fast, we have agreed democratically to speed limits, and to fines for speeders. We pay police to enforce these laws, and we pay fines if we speed and are caught. We do so in order to change the individual utilities of drivers, to make it individually optimal for them to drive more slowly.

The two utilities, of the individual and of society, are in conflict and my own view is that a major unresolved problem is how to balance the wishes of the individual against those of society. This is another aspect of the point mentioned in §5.11 that the contribution that the methods here described make toward our understanding of uncertainty and its use in decision analysis does not apply to conflict situations. Our view is personalistic. This is not to say that the ideas cannot be applied to social problems, they can; but they do not demonstrate how radically different views may be accommodated. The way we proceed in a democratic society is for each party to publish its manifesto, or platform, and for the electorate to choose between them. An extension, in the spirit of this book, would be for the platforms to include probabilities but especially utilities. While this system may be the best we have, it has defects and there is a real need for a normative system that embraces dissent and is not as personalistic as that presented here, though recall that the “you” of our method could be a government, at least when it is dealing with issues within the country. It is principally in dealing with another government that serious inadequacies arise.

Our study of decision analysis does reveal one matter that is often ignored, especially in elections. However you structure decision making, either in the form of a table or through a tree, the choice is always between the members of a list of possible decisions from which you select what you think is the best. To put it differently, it makes no sense to include another row in your table, or another branch in your tree, corresponding to “do something else”. Nor, when the uncertain events are listed, does it make sense to include “something else happens.” In both cases it is essential to be more specific, for otherwise the subsequent development along the tree cannot be foreseen, nor the numeracy included. Everything is a choice between what is available. We have mentioned that the construction of a decision tree is an art form and one of the main contributions to good art is the ability to think of new possibilities. Scientific method is almost silent on this matter, except to make one aware of the need for innovation, yet it is surely true that some good decision making has come about through the introduction of a possibility that had not previously been contemplated. However, once ingenuity has been exhausted, only choice remains:

One does not do something because it is good, but because it is better than anything else you can think of.
In particular, you should vote in an election and choose the party that you judge to be the best, for to deny yourself the choice allows others to select.

A related merit of decision trees is that they encourage you to think of further branches, either relating to an uncertain event or to another possible action. For example, it has been suggested that good decision makers are characterized by their ability to think of an act that others have not contemplated. It is even possible that the art of making the tree is more important than the science of solving it by MEU. Of course, one has to balance the complication that arises from including extra branches against the desire for simplicity.

10.12. FURTHER COMPLICATIONS

Before we leave decision analysis, there is one matter, more technical in character, that must be mentioned. To appreciate this, return to Figure 10.3, which is part of a decision tree in which action $A_1$ resulted in an event $E$, to which the response was a further act $B$, followed by an event $F$, so that the time order proceeds from left to right. Here $A_1$ is the first, and $F$ the last, feature. At the end of the tree, on the right, it is necessary to insert a utility in the form of a number. The point to make here is that this utility, describing the consequence of acts $A_1$ and $B$ with events $E$ and $F$, could depend on all four of these branches, though not, of course, on other branches like $A_2$, which do not end at the same place. Mathematically the utility of a consequence is a function of all branches that lead to that consequence; here $u(A_1, E, B, F)$. Thus it would typically happen that $A_1$, a medical treatment, would be costly in time, money, and equipment, resulting in a loss of utility in comparison with a simpler treatment like $A_2$. Exactly how this is incorporated into the final utility is a matter for further discussion; all that is being said here is that the cost should be incorporated. Similarly $E$ may have costs, both in terms of hospital care and through long-term effects.

Similar remarks apply to the probabilities on the branches emanating from random nodes. They can depend on all branches that precede it to the left, before it in time. We have repeatedly emphasized that probability depends on two things: the uncertain event and the conditions under which the uncertainty is being considered. The latter includes both what you know to be true and what you are supposing to be true. This applies here and, for example, at the branch labeled with the uncertain event $F$, the relevant probability is $p(F \mid A_1, E, B)$ since $A_1$, $E$, and $B$ precede $F$ and you are supposing them to be true. Similarly you have $p(E \mid A_1)$. It often happens that some form of independence obtains, for example that given $E$ and $B$, $F$ is independent of $A_1$. This can be expressed in words by saying that the outcome of the second act does not depend on the original act but only on its outcome. We may then write $p(F \mid E, B)$, omitting $A_1$. Such independence conditions play a key role in decision analysis, in particular, making the calculations much simpler than they otherwise would be.

Many people are unhappy with the wand device that was used to construct our form of utility, so let us look at it more carefully and use as an example a situation
where you are trying to assess the utility of your present state of health. Here you are asked to contemplate a magic wand, which would restore you to perfect health but might go wrong and kill you. you are being asked to compare your present state with something better and with something worse, the comparison involving a probability \( u \) that the wand will do its magic, and \( 1 - u \) that it will cause disaster. With perfect health having utility 1, disaster utility 0, \( u \) is the least value you will accept before using the wand and is the utility of your present state. Many people object to the use of an imaginary device, or what is often called a thought experiment, namely an experiment that does not use materials but only thinking. Since you have, of necessity to think about a consequence, the procedure may not be unreasonable. Recall too, the point made above, that we have to make choices between actions, so that anyone who objects to wands must produce an alternative procedure. Indeed, there are two questions to be addressed:

1. How would you assess the quality of a consequence?
2. How would you combine this with the uncertainty?

As has been said before, utility as probability answers the second question extremely well. As to the first, notice that the wand at least provides a sensible measure. If your current state of health is fairly good, the passage to perfect health would not be a great improvement, so only worth a small probability of death. The last phrase means \( 1 - u \) is small and therefore \( u \) is near one. On the contrary, if you are in severe pain, perfect health would be a great advance, worth risking death for, and \( 1 - u \) could be large, \( u \) near 0. So things go in the right direction, but there is more to it than that, for the probability connection enables us to exploit the powerful, basic device of coherence.

To see how this works consider four consequences labeled \( A, B, C, D \), the more advanced the letter in the alphabet, the better it is, so \( A \) is the worst, utility 0; \( D \) is the best, utility 1. \( B \) and \( C \) are intermediate with utilities \( u \) and \( v \), respectively, with \( u \) less than \( v \). See Figure 10.4. These values will have been obtained by the wand device using \( A \) and \( D \) as before. Now another possibility suggests itself; since \( B \) is intermediate between \( A \) and \( C \), why not consider replacing \( B \) by a wand that would yield \( C \) with probability \( p \) and \( A \) with probability \( 1 - p \). How should \( p \) relate to \( u \) and \( v \)? This is easily answered, for you have just agreed to replace \( B \) by a probability \( p \) of \( C \), and previously you have agreed to replace \( C \) by a probability \( v \) of \( D \). Putting these two statements together by the product rule, you must agree that \( B \) can be replaced by a probability \( pv \) of \( D \). (In all these replacements, the alternative is \( A \).) But earlier \( B \) had been equivalent to a

\[
\begin{array}{cccc}
0 & u & v & 1 \\
A & B & C & D
\end{array}
\]

Figure 10.4
probability $u$ of $D$, so therefore

$$u = pv \quad \text{or} \quad p = u/v.$$  

You may prefer to use a tree as in Figure 10.5 with random nodes only and the probabilities, necessarily adding to 1, at the tips of the tree. These considerations lead to the following practical device: Use three wands to evaluate $u$, $v$, and $p$; then check that indeed $p = u/v$. If it does, you are coherent; if not, then you must need to adjust at least one of $u$, $v$, $p$ so that it is true for the adjusted values and coherence is obtained. Without coherence, you would be a perpetual, money-making machine, see §10.2.

There is more, for consider replacing $C$ by a wand with probability $q$ of $D$ and $1 - q$ of $B$. How is $q$ related to $u$ and $v$? Since $B$ can be replaced by a probability $1 - u$ at $A$, $C$ must be equivalent to a probability $(1 - q)(1 - u)$ of $A$ by the product rule again. But you previously agreed that $C$ could be replaced by $1 - v$ at $A$, so

$$(1 - q)(1 - u) = 1 - v \quad \text{or} \quad 1 - q = (1 - v)/(1 - u)$$

and a further coherence check is possible. The important, general lesson that emerges from these considerations is that if you need to contemplate several consequences (at least four) then there are several wands that you can use, not just to produce a utility for each consequence but also to check on coherence. Indeed, as with probability, there is a very real advantage in increasing the numbers of events and consequences, because you thereby increase the opportunities for checks on coherence. The argument is essentially one for coherence in utility, as well as in probability, resulting in coherence in decision analysis.

### 10.13. COMBINATION OF FEATURES

The ability to combine utility assessment with coherence becomes even more important when the consequences involved concern two, or more, disparate features. To illustrate, consider circumstances which have two features, your state of health...
and your monetary assets. To keep things simple, suppose there are two states of health, good and bad; and two levels of assets, high and low. These yield four consequences conveniently represented in Table 10.5.

<table>
<thead>
<tr>
<th>HEALTH</th>
<th>ASSETS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>low</td>
</tr>
<tr>
<td>good</td>
<td>u</td>
</tr>
<tr>
<td>bad</td>
<td>0</td>
</tr>
</tbody>
</table>

The consequence of both good health and high assets is clearly the best; that of bad health with low assets the worst, so you can ascribe to them utilities 1 and 0, respectively and derive values \( u \) and \( v \) for the other two, as shown in the table. Notice this table differs from earlier ones in that no acts are involved. Suppose you are in bad health with high assets, utility \( v \), and that \( u = v \), then you would be equally content, because of the same utility, with good health and low assets. Expressed differently, you would be willing to pay the difference between high and low assets to be restored to good health. If \( v \) exceeds \( u \), \( v > u \), you would not be prepared to pay the difference; but if \( u \) exceeds \( v \), \( u > v \), you would be willing to pay even more.

In reality assets are on a continuous scale and not just confined to two values; similarly health has many gradations. It is then more convenient to describe the situation as in Figure 10.6 with two scales, that for assets horizontally, increasing from left to right; that for health vertically, the quality increasing as one ascends. In this representation you would want to aim top-right, toward the northeast, whereas unpleasant consequences occur in the southwest. Without any consideration of uncertainty or any wands, you could construct curves, three of which are shown in the figure, upon any one of which your utility is constant, just as \( u \) might equal \( v \) in the tabulation. Moving along any one of these curves, as from \( A \) to \( B \) in the figure,

![Figure 10.6. Curves of constant utility with increasing health and increasing assets.](image-url)
your perception of utility remains constant and the loss in assets results in an improvement in health. Movement in the contrary direction might correspond to deteriorations in health caused by working hard in order to gain increased assets.

The further northeast the curves are, the higher your utility on them and to compare the values on different curves you could use a thought experiment of the type already considered. For example, suppose you are at $P$ with high assets but intermediate health, you might think of an imaginary medical treatment that could either improve your health to $Q$ or make it worse at $R$, but costing you money, so, losing you assets. What probability of improvement would persuade you to undertake the treatment? There are many thought experiments of this type that would both provide a utility along a curve and also check on coherence. What this analysis finally achieves is a balance between health and money, effectively trading one for the other. Modern society uses money as the medium for the measurement of many things, whereas decision analysis uses the less materialistic and more personal concept of utility. People who have a lot of money often say “money isn’t everything”, which is true, but utility is everything because, in principle, it can embrace the enjoyment of a Beethoven symphony or the ugliness of a rock concert, thereby revealing an aspect of my utility. One aspect that is too technical to discuss in any detail here is the utility of money or, more strictly, of assets. Typically you will have utility for assets like that shown in Figure 10.7, where you attach higher utility to increased assets, but the increase of utility with increase in assets flattens out to become almost constant at really high assets. For example, the pairs $(A, B)$ and $(P, Q)$ in the figure correspond to the same change of assets but the loss in utility in passing from $A$ to $B$ is greater than that from $P$ to $Q$. For most of us, the loss of 100 dollars (from $P$ to $Q$, or $A$ to $B$) is more serious when we are poor at $A$, than when we are rich at $P$. A utility function like that of Figure 10.7 can help us understand lots of monetary behavior and is the basis, often in a disguised form, of portfolio analysis when one spreads one’s assets about in many different ventures. Notice that we have used assets, not as often happens, gains or losses, in line with the remarks in §10.6. It is where you are that matters, not the changes. Another feature of
Figure 10.7 is that utility is always bounded, by 1 in the figure. There are technical reasons why this should be so and the issue rarely arises in practice.

The discussion around Figure 10.6 revolved around two features, health and money, but the method extends to any number of features, though a diagrammatic representation is not possible. The idea is to think of situations that, for you, have the same utility, forming curves in Figure 10.6, but imagined surfaces with more than two features, finally using thought experiments to attach numerical values to each surface. Here is an example which arose recently in Britain, where “you” is the National Health Service (NHS). Thus we are talking about social utility, rather than the utilities of individuals (see §10.11). The three features are money, namely the assets of the NHS, the degree of multiple sclerosis (MS), and the degree of damage to a hip. Notice that we do not need to measure these last two features, any more than we did health in the earlier example, utility will do that for us in the context of a decision problem. The decision problem that arose was inspired by the introduction of a new drug that was claimed to be beneficial to those with a modest degree of MS but was very expensive. There were doubts concerning how effective it was, but let us ignore this uncertainty while we concentrate on the utility aspects. The NHS decided the drug was too expensive to warrant NHS money being spent on it. This decision naturally angered sufferers from MS who pointed out that the expected improvement in their condition would enable them to work and thereby save the NHS on invalidity benefit. Where, you may ask, does the hip damage come in? It enters because the money spent on one patient with MS could be used to pay for ten operations to replace a hip. So the NHS effectively had to balance ten good hips against one person relieved of MS. Other features in lieu of hips might have been used, for the point is that in any organization like the NHS, there are only limited resources and, as a result, hips and MS have to be compared. Our proposal is that the comparison should be effected by utility, and the suggestion made that this utility be published openly for all to see and comment upon. One can understand the distress to sufferers from MS by the denial of the drug but equally the discomfort of ten people with painful hips has to be thought about. People are very reluctant to admit that there is a need for a balancing act between MS and hips, but it is so. Utility concepts are a possible way out of the dilemma, though, as mentioned before, they do not resolve the conflict between personal and social utility.

10.14. LEGAL APPLICATIONS

Consider the situation in a court room, where a defendant is charged with some infringement of the law, and suppose it is a trial by jury. There is one uncertain event of importance to the court — Is the defendant guilty of the offence as charged? - which event is denoted by $G$. Then it is a basic tenet of this book that you, as a member of the jury, have a probability of guilt, $p(G | K)$, in the light of your background knowledge $K$. (There are many trials held without a jury, in which case “you” will be someone else, like a magistrate, but we will continue to speak of “juror” for linguistic convenience.) We saw in §6.6 how evidence $E$ before the court
would change your probability to \( p(G \mid EK) \) using Bayes rule. The calculation required by the rule needs your likelihood ratio \( p(E \mid G K)/p(E \mid G^c K) \), involving your probabilities of the evidence, both under the supposition of guilt and of innocence, \( G^c \). It was emphasized how important it was to consider and to compare evidence in the light both of guilt and of innocence.

Before evidence is presented, it is necessary to consider carefully what your background knowledge is. As a member of the jury, you are supposed to be a representative of society and to come to court with the knowledge that a typical member of society might possess. As soon as the trial begins, you will learn things, like the formal charge; and you will also see the defendant, so enlarging \( K \). At this point you may be able to contemplate a numerical value for your probability. For example, if the charge is murder, where all admit that a person was killed, you may feel it reasonable to let \( p(G \mid K) = 1/N \), where \( N \) is the population of the country to which the law pertains, on the principle that someone did the killing and until specific evidence is produced, no person is more probable than any other. (The law says all are innocent until proved guilty but that is not satisfactory since it says \( p(G^c \mid K) = 1 \) in default of Cromwell’s rule, for someone did the killing.) If evidence comes that the killing was particularly violent and must have been committed by a man, you may wish to replace \( N \) by the number of adult males.

There are cases where the assignment of the initial probabilities, \( p(G \mid K) \), is really difficult. Suppose the charge is one of dangerous driving in which all accept that a road accident occurred with the defendant driving. Also suppose the only point at issue is whether the defendant’s behavior was dangerous or whether some circumstance arose which he could not reasonably have foreseen. One suggestion is to say that initially you have no knowledge and both possibilities are equally likely, so \( p(G \mid K) = \frac{1}{2} \). But this is hardly convincing since several different circumstances might equate to the defendant’s innocence, so why not put \( p(G \mid K) = 1/(n + 1) \) if you can think of \( n \) different circumstances?

A possible way out of difficulties like these is to recognize that your task as a juror is to assess the defendant’s guilt in the light of all the evidence, so that fundamentally all that you need is \( p(G \mid EK) \), where \( E \) is the totality of the evidence. The point of doing calculations on the way as pieces of evidence arrive is to exploit coherence and thereby achieve a more reasonable final probability than otherwise. As a result of these ideas, one possibility is to leave \( p(G \mid K) \) until \( K \) has been inflated by some of the evidence, sufficient to give you some confidence in your probability, and only then exploit coherence by updating with new evidence. There is no obligation to assess every probability; we have a framework which can be as big or as small as you please, increased size having the advantage of more coherence. The situation is analogous to geometry. You might judge that a carpet will fit into a room, or you may measure both the carpet and the room and settle the issue. The measurement uses geometrical coherence, direct judgment does not but may be adequate. The ideas here are related to the concepts of small and large worlds (§11.7).

In using the coherence argument in court, a difficulty can arise when two pieces of evidence are presented. Omitting explicit reference to the background knowledge
in the notation, because it stays fixed throughout this discussion, the first piece of evidence, \( E_1 \), will change your probability to \( p(G \mid E_1) \). When the second piece of evidence \( E_2 \) is presented, a further use of Bayes rule will update it to \( p(G \mid E_1E_2) \) and the relevant likelihood ratio will involve \( p(E_2 \mid GE_1) \) and \( p(E_2 \mid G^cE_1) \). (To see this apply Bayes rule with all probabilities conditional on at least \( E_1 \).) To appreciate what is happening, take the case where the two pieces of evidence are of different types. For example, \( E_1 \) may refer to an alibi and \( E_2 \) to forensic evidence provided by a blood stain. If you judge them to be independent (§4.3) given guilt and also given innocence, so that \( p(E_2 \mid GE_1) = p(E_2 \mid G) \), the updating by \( E_2 \) is much simpler since \( E_1 \) is irrelevant. In contrast, take the position where they are both alibi evidence, then you may feel that the two witnesses have collaborated and the independence condition fails. In which case you might find it easier to consider \( E_1E_2 \) as a single piece of evidence and update \( p(G) \) to \( p(G \mid E_1E_2) \) directly without going through the intermediate stage with only one piece of evidence. Independence is a potentially powerful tool in the court room but it has to be introduced with care.

At the end of the trial the jury is asked to pronounce the defendant “guilty” or “not guilty”; in other words, to decide whether the charge is true or false. According to the ideas presented in this book, the pronouncement is wrong, for the guilt is uncertain and therefore what should be required of the jury is a final probability of guilt. Hopefully this might be near 0 or 1, so removing most of the uncertainty, but society would be better served by an honest reflection of indecision, such as probability 0.8. Actually the current requirement for “guilt” is “beyond reasonable doubt” in some cases and “on the balance of probabilities” in others. For us, the latter is clear, probability in excess of one half, but the former, like most literary expressions, is imprecise and senior judges have been asked to say what sort of probability is needed to be beyond reasonable doubt; essentially what is “reasonable”? The value offered may seem low, a probability of 0.8 frequently being proposed. A statistician might say at least 0.95. I think the question of guilt is wrongly put and that the jury should state their probability of guilt (§10.14).

There is an interesting separation of tasks in an English court, where the jury pronounces on guilt but the judge acts in passing sentence, which is automatic in the case of a “not guilty” verdict. This is somewhat in line with the treatment in this book, the jury dealing with probability, the judge dealing in decision making. If judges are to act coherently they will need utilities to combine with the probability provided by the jury. The broad outlines of these utilities could be provided by statute, though the judge would surely need some freedom in interpretation since no drafting can cover all eventualities. As an example, I suggest that instead of saying that a maximum fine for an offence should be 100 dollars, perhaps 1% of assets might be a more reasonable maximum, so that a rich person’s illegal parking could have a significant effect on reducing taxes. The point here is that a fine is not a way of raising money but a deterrent, so that 100 dollars deters the poor more than the rich. Utility considerations could also reflect findings in penology.

The thesis of this book impinges on court practice in other ways. The law at the moment rules that some types of evidence are inadmissible, so that they are denied to the jury, though the judge may be aware of them in passing sentence. However, it
was seen in §6.12 that data, or evidence, is always expected to be of value, in the sense that your expected value of the information provided by evidence is always positive; so that, as a member of the jury, you would expect the inadmissible evidence to help you in your task. Evidence has a cost which needs to be balanced against the information gain, using utility considerations as in §10.13. Hence the recommendation that flows from our thesis is that the only grounds for excluding evidence are on grounds of cost. It has been argued by lawyers that evidence should be excluded because jurors could not handle it sensibly. This is a valid argument in the descriptive mode but ceases to be true in the normative position. When the jurors are coherent, all evidence might be admitted.

Another way in which probability could affect legal practice is in respect of the double-jeopardy rule whereby someone may not be tried twice for the same offence. If new evidence arises after the completion of the original trial and is expected to provide a lot of information, then the court’s probability will be expected to be changed. The present rule may partly arise through the jury’s being forced to make a definite choice between “guilty” and “not guilty” and the law’s natural reluctance to admit a mistake. With an open recognition of the uncertainty of guilt by the jury stating a probability, what had been perceived as a mistake becomes merely an adjustment of uncertainty. The case for every juror, and therefore every citizen, having an understanding of uncertainty and coherence becomes compelling.

There is one aspect of the trial that our ideas do not encompass and that is how the individual jurors reach agreement; how do the twelve “yous” become a single “you”? This was mentioned in §10.8. A rash conjecture is that if coherence were exploited then disagreement might be lessened. Another feature of a trial that needs examination in the light of our reasoned analysis is the adversarial system with prosecution and defence lawyers; a system that has spread from the law to politics in its widest sense where we have pressure groups whose statements cannot be believed because they are presenting only one side of the case. After all, there is another method of reaching truth that has arguably been more successful than the dramatic style that the adversarial system encourages. It is called science and is the topic of the next chapter.

The above discussion only provides an outline of how our study of uncertainty could be used in legal contexts, namely as a tool that should improve the way we think about the uncertain reality that is about us. While it is no panacea, it is a framework for thinking that has the great merit of using that wonderful ability we have to reason, which yet enables our emotional and other preferences to be incorporated. The calculus of probability has claim to be one of the greatest of human kind’s discoveries.
11.1. SCIENTIFIC METHOD

The description of uncertainty, in the numerical form of probability, has an important role to play in science, so it is to this usage that we now turn. Before doing so, a few words must be said about the nature of science, because until these are understood, the role of uncertainty in science may not be properly appreciated.

The central idea in our understanding of science, and one that affects our whole attitude to the subject, is that

The unity of all science consists alone in its method, not in its material.

Science is a way of observing, thinking about and acting in the world you live in. It is a tool for you to use in order that you may enjoy a better life. It is a way of systematizing your knowledge. Most people, including some scientists, think that science is a subject that embraces topics like chemistry, physics, biology but perhaps not sociology or education; some would have doubts concerning fringe sciences like psychology and all would exclude what is ordinarily subsumed under the term “arts”. This view is wrong, for science is a method, admittedly a method that has been most successful in those fields that we normally think of as scientific and less so in the arts, but it has the potentiality to be employed everywhere. Like any tool, it varies in its usefulness, just as a spade is good in the garden but less effective in
replacing a light bulb. The topic of this chapter is properly called the scientific method, rather than science, but the proper term is cumbersome and the shorter one so commonly used that we shall frequently speak of “science” when precision would really require “scientific method”.

In the inanimate world of physics and chemistry, the scientific method has been enormously successful. In the structure of animate matter, it has been of great importance, producing results in biology and allied subjects. Scientific method has had less impact in fields where human beings play an important role, such as sociology and psychology, yet even there it has produced results of value. Until recently it has had little effect on management but the emergence of the topic of management science testifies to the role it is beginning to play there, a role that may be hampered by the inadequate education some managers have in mathematical concepts. We have already noted in §6.5 how probability, which as we shall see below is an essential ingredient in scientific method, could be used in legal questions where its development is influenced by the conservatism of the legal profession. Politics and warfare have made limited use of the method. The method has made little contribution to the humanities, though indirectly, through the introduction of new materials developed by science, it has had an impact on them. For example, the media would be quite different without the use of the technological by-products of science, like television and printing. Even the novel may have changed through being produced on a word processor rather than with a pen.

11.2. SCIENCE AND EDUCATION

The recognition that science is a method, rather than a topic, has important consequences, not least in our view of what constitutes a reasonable education. It is not considered a serious defect if a chemist knows nothing about management, or a manager is ignorant of chemistry, for some specialization is necessary in our complicated world. But for anyone, chemist or manager, to know nothing of the scientific method is to deprive them of a tool that could prove of value in their work. It used to be said that education consisted of the three R’s, reading, writing, and arithmetic, but the time may have come to change this, and yet preserve the near-alliteration, to reading, writing and randomness, where randomness is a substitute for probability and scientific method; for, as will be seen, uncertainty, and therefore probability, is central to the scientific approach. To lack a knowledge of scientific method is comparable in seriousness to a lack of an ability to read, or to write. Just as the ability to write does not make you a writer, neither does the understanding of scientific method make you a scientist; what it does is enable you to understand scientific arguments when presented to you, just as you can understand writing. All of us need to understand the tool, many of us need to use it.

It is not only the ability to use the scientific method that is lacking but the simpler ability to understand it when it is used. It is easy to appreciate and sympathize with a mother whose young child is given a vaccine and then, a few months later, develops a serious illness, attributing the former as the cause of the latter. Yet if that mother
has a sound grasp of the scientific method (not of the science of vaccination) she
would be able to understand that the evidence for causation is fragile, and she would
see the social implications of not giving infants the vaccine. We must at least
understand the tool, even if we never use it. Here is a tool that has been of enormous
benefit to all of us, has improved the standard of living for most of us, and has the
potentiality to enhance it for all, yet many people do not have an inkling of what it is
about. We do not need to replace our leaders by scientists, that might be even worse
than the lot we do have, but we do require leaders who can at least appreciate, but
better still use, the methodology of science.

In this connection it is worth noting that many scientists do not understand
scientific method. This curious state of affairs comes about because of the technol-
ogical sophistication of some branches of science, so that some scientists are
essentially highly skilled technicians who understandably do not deal with the
broad aspect of their field but rather, are extremely adept at producing data that, as
we shall see, play a central role in science. There is a wider aspect to this. Some
philosophers of science see the method as a collection of paradigms; when a
paradigm exhibits defects, it is replaced by another. Scientific method is seen at its
height during a paradigm shift but many scientists spend all their lives working
within a paradigm and make little use of the method. My own field of statistics is
currently undergoing a paradigm shift which is proving difficult to make. An
eminent scientist once said that it is impossible to complete the introduction of a new
paradigm until the practitioners of the old one have died. Another, when asked
advice about introducing new ideas, said succinctly “Attend funerals”. But this is
descriptive; we shall see later that change is integral to normative science.

The appreciation that science is a tool can help to lessen the conflict that often
exists between science and other attempts to understand and manage the world, like
religion. There is no conflict between a saw and an axe in dealing with a tree; they are
merely different tools for the same task. Similarly there is no conflict at a basic level
between a scientist and a poet. Conflict can arise when the two tools produce different
answers, as when the Catholic religion gave way and admitted, on the basis of
scientific evidence, that the sun, and not the earth, was the center of the solar system.
Poetry can conflict with science because of its disregard of facts, as when Babbage
protested at Tennyson’s line “Every moment dies a man, every moment one is born”,
arguing that one and one sixteenth is born; or when a modern poet did not realize there
is a material difference between tears of emotion and those caused by peeling onions.

Let us pass from general considerations and ask the question: If science is
a method, of what does it consist and, more specifically, what has it to do with
uncertainty?

11.3. DATA UNCERTAINTY

One view is that scientific pronouncements are true, that they have the authority
of science and there is no room for uncertainty. Bodies falling freely in a vacuum
do so with constant acceleration irrespective of their mass. The addition of an acid
to a base produces salt and water. These are statements that are regarded as true or, expressed differently, have for you probability 1. Many of the conclusions of science are thought by all, except by people we would regard as cranks, to be true, to be certain. Yet we should recall Cromwell’s rule (§6.8) and remember that many scientific results, once thought to be true, ultimately turned out to need modification. The classic example is Newton’s laws that have been replaced by Einstein’s, though the former are adequate for use on our planet. Then there are statements about evolution like “Apes and men are descended from a common ancestor”, which for almost everyone who has contributed to the field are true, but where others have serious doubts, thereby emphasizing that probability is personal. There may be serious differences here between the descriptive and normative views. However, most readers will have probability nearly 1 for many scientific pronouncements. The departure from 1, that you recognize as necessary because of Cromwell, is so slight as to be ignored almost all the time. It is not here that uncertainty enters as an important ingredient of the scientific method but elsewhere.

Anything like a thorough treatment of scientific methodology would take too long and be out of place in a book on uncertainty. Our concern is with the role of uncertainty, and therefore of probability, in science. A simplified version of the scientific method notes three phases. First, the accumulation of data either in the field or in the laboratory; second, the development of theories based on the data; and third, use of the theories to predict and control features of our world. In essence, observe, think, act. None of these phases is productive on its own, their strengths come in combination, in thinking about data and testing the thoughts against reality. The classic example of the triplet is the observation of the motions of the heavenly bodies, the introduction of Newton’s laws, and their use to predict the tides. Some aspects of the final phase are often placed in the realm of technology, rather than science, but here we take the view that engineering is part of the scientific method which embraces action as well as contemplation. The production of theories alone has little merit; their value mainly lies in the actions that depend on them.

Immediately the three aspects are recognized, it becomes clear where one source of uncertainty is present — in the data — for we have seen in §9.1 that the variation inherent in nature leads to uncertainty about measurements. Scientists have always understood the variability present in their observations and have taken serious steps to reduce it. Among the tools used to do this are careful control in the laboratory, repetition in similar circumstances and recording associated values in recognition of Simpson’s paradox. The early study of how to handle this basic variation was known as the theory of errors because the discrepancies were wrongly thought of as errors; as mistakes on the scientist’s part. This is incorrect and we now appreciate that variation, and hence uncertainty, is inherent in nature. Reference was made above to the mother whose child became seriously ill after vaccination. To attribute cause and effect here may be to ignore unavoidable variability. The scientific method therefore uses data and recognizes and handles the uncertainty present therein.

To a scientist, it is appalling that there are many people who do not like data, who eschew the facts that result from careful observation and experiment. Perhaps I
should not use the word “facts” but to me the observation that the temperature difference is 2.34°C is a fact, despite the next time the observation is 2.71°C. The measurement is the fact, not the true temperature we are all familiar with the phrase, “Do not bother me with facts, my mind is made up.” It is a natural temptation to select the “facts” that suit your position and ignore embarrassing evidence that does not. Some scientists can be seen doing this, my position is that this is a description of bad science; normative scientists are scrupulous with regard to facts, as will be demonstrated in §11.6. The best facts are numerical, because this permits easier combination of facts (§3.1), but there are those who argue that some things cannot be measured. Scientific method would dispute this, only admitting that some features of life are hard to measure. Older civilizations would have used terms like “warm”, “cold” to describe the day, whereas nowadays we measure using temperature expressed in degrees and when this proves inadequate we include wind-speed and use wind-chill. Yes, some things are hard to measure, and until the difficulty is overcome it may be necessary to use other methodologies besides science. We do not know how to measure the quality of a piece of music, though the amount of money people are prepared to pay to hear Elton John, rather than Verdi, tells us something, though surely not all, about their respective merits.

From a scientific viewpoint, the best facts, the best data, are often obtained under carefully controlled conditions such as those that are encountered in a laboratory. This is perhaps why lay persons often associate science with white-coated men and women surrounded by apparatus. There are many disciplines where laboratory conditions would not tell all the story and work in the field is essential; then, as we have seen in §8.2, other factors enter. Herein lies an explanation of why physics and chemistry have proceeded faster in scientific development than botany or zoology, which have themselves made more progress than psychology or sociology, and why the scientific method finds little application in the humanities. Recall that science is a method and does not have a monopoly on tools of discovery, so its disappointing performance in the humanities is no reflection on its merit elsewhere, anymore than a spade is unsound because it is of little use in replacing a light bulb.

11.4. THEORIES

When scientists have obtained data, what do they do with them? They formulate theories. This is the second stage in the method where the hard evidence of the senses is combined with thought; where data and reason come together to produce results. To appreciate this combination it is necessary to understand the meaning of a theory and the role it plays in the analysis. One way to gain this appreciation is to look at earlier work before the advent of modern science.

Early man, the hunter, must have been assiduous in the gathering of data to help him in the hunt and in his survival. He will have noted the behavior of the animals, of how they responded to the weather and the seasons, of how they could be approached more effectively to be killed. All these data will have been subject to variation, for an animal does not always respond in the same way, so that the hunter will have
had to develop general rules from the variety of observations in the field. From this synthesis, he must have predicted what animals were likely to do when engaged in the future. Indeed, we can say that one of the central tasks of man must always have been to predict the future from observations on the past. Let us put this remark into the modern context of the language and mode of thinking that has been developed in this book. Thinking of future data, $F$ say, which is surely uncertain and therefore described by probability, is dependent on past data, $D$, in the form $p(F \mid D)$, your probability of the future, given your experience of the past. Expressed in modern terms, a key feature of man’s endeavor must always have been, and remains so today, to assess $p(F \mid D)$.

The same procedure can be seen later in the apprenticeship system where a beginner would sit at the foot of the master for a number of years and steadily acquire the specific knowledge that the latter had. In the wheelwright’s shop, he would have understood what woods to use for the spokes, that different woods were necessary for the rim and how they could be bent to the required shape, so that eventually he could build as good a wheel as his mentor. Again we have $p(F \mid D)$ where $F$ is the apprentice’s wheel and $D$ those of the master that he has watched being built, using past data on the behavior of the woods to predict future performance of the new wheel.

The situation is no different today when a financial advisor tries to predict the future behavior of the stock market on the basis of its past performance; or when you go to catch the train, using your experience of how late it has been in the past; or when a farmer plants his seed using his experience of past seasons. Prediction on the basis of experience is encapsulated in a probability, though it is not a probability you can easily assess or calculate with. Conceptually it is an expression of your opinion of the future based on the past. How does this differ from science? As a start in answering these questions, let us take a simple example that has been used before but we look at it somewhat differently. The example, as a piece of science, is ridiculously simple, yet it does contain the basic essentials upon which real science, with its complexity, can be built. Remember that simplicity can be a virtue, as will later be seen when we consider real theories, rather than the toy one of our example.

We return to the urn of §6.9, containing a large number of balls, all indistinguishable except that some are colored red, some white, and from which you are to withdraw balls in a way that you think is random. This forms part of your knowledge base and remains fixed throughout what follows. Suppose you have two rival theories, $R$ that the urn contains two red balls for every white one, and $W$ that the proportions are reversed with two white to every red, conveniently calling the first the red urn, the second the white one. Suppose that you do not know whether the urn before you is the red or the white one. It will further be supposed that your uncertainty about which urn it is captured by your thinking that they are equally probable, though this is not important for what follows. In other words, for you $p(R) = p(W) = \frac{1}{2}$. Now suppose that you have taken a ball from the urn and found it to be white, this being the past data $D$ in the exposition above, and enquire about the event that the next ball will be red, future data $F$. Recall that earlier we used lowercase letters for experiences with the balls, reserving capital letters for the
constitutions of the urns, so that past data here is \( w \) and you are interested in \( r \) in the future data. In probability terms, you need \( p(r \mid w) \). In §7.6 we saw how to calculate this by extending the conversation to include \( R \) and \( W \), the rival theories, so that

\[
p(r \mid w) = p(r \mid R, w)p(R \mid w) + p(r \mid W, w)p(W \mid w).
\] (11.1)

When this situation was considered in §6.9, our interest lay in \( p(R \mid w) \), your probability, after a white ball had been withdrawn, that the urn was red, and its value was found, by Bayes rule, to be \( \frac{1}{5} \), down from its original value of \( \frac{1}{2} \). Similarly \( p(W \mid w) = \frac{2}{5} \), is up from \( \frac{1}{2} \). These deal with two of the probabilities on the right-hand side of (11.1) but here our concern is primarily with the other two. Let us begin with \( p(r \mid R, w) \); in words, the probability that the future drawing will yield a red ball, given that the urn is the red one from which a white ball has been drawn. Now it was supposed that the urn contains a large number of balls, so that the withdrawal of one ball, of whatever color, has no significant effect on the withdrawal of another ball and the probability of getting a future red ball remains the same as before, depending only on whether it was the red \( R \) or the white \( W \) urn. In our notation, \( p(r \mid R, w) = p(r \mid R) \) or, better still, using the language of §4.3, \( r \) and \( w \) are independent, given \( R \). Once you know the constitution of the urn, successive withdrawals are independent, a result which follows from your belief in the randomness of the selection of the balls. The same phenomenon occurs with the white urn and the remaining probability on the right, \( p(r \mid W, w) \) will simplify to \( p(r \mid W) \). It is this conditional independence that we wish to emphasize, so let us display the result:

\[
p(r \mid R, w) = p(r \mid R).
\] (11.2)

Now translate this result back into the language of the scientific method, where we have already met past data \( D \), which in the urn example is \( w \), and the future data \( F \), here \( r \), so that all that is lacking is the new idea of a theory. It does not stretch the English language too far to say that you are entertaining the theory that the urn is red, and comparing it with an alternative theory that it is white. If we denote a theory by the Greek letter theta, \( \theta \), we may equate \( R \) with \( \theta \) and \( W \) with \( \theta^c \). Here \( \theta^c \) is the complement of \( \theta \), meaning \( \theta \) is false, or \( \theta^c = W \) is true. Accepting this translation, (11.2) says

\[
p(F \mid \theta, D) = p(F \mid \theta),
\]
or that past and future data are independent, given \( \theta \). The same result obtains with \( \theta^c \) in place of \( \theta \).

This is the important role that a theory plays in the manipulation of uncertainty within the scientific method, in that it enables the mass of past data \( D \) to be forgotten, in the evaluation of future uncertainty, and replaced by the theory. Instead of \( p(F \mid D) \) all you need is \( p(F \mid \theta) \). This is usually an enormous simplification, as in the classic example mentioned above where past data are the vast number of observations on
the heavenly bodies, the theory is that of Newton, and parts of the future data concern prediction of the tides. We have emphasized in §2.6 the great virtue of simplicity. Here is exposed a brilliant example where all the observations on the planets and stars over millennia can be forgotten and replaced by a few simple laws that, with the aid of mathematics and computing, can evaluate the tides.

There is a point about the urn discussion that was omitted in order not to interrupt the flow but is now explored. Although $r$ and $w$ are independent, given $R$, according to (11.2), they are not independent, given just $K$. The reader who cares to do the calculations in (11.1) will find that $p(r \mid w) = \frac{4}{9}$, down from the original value of $p(r) = \frac{1}{2}$, the withdrawal of a white ball making the occurrence of a red one slightly less probable. This provides a simple, yet vivid, example of how independence is always conditional on other information. Here $r$ and $w$ are dependent given only the general knowledge base, which is here that the urns are either $2/3$ red or $2/3$ white and that the withdrawals are, for you, random. Yet when, to that knowledge base, is added the theory, that $R$ obtains, they become independent. Much writing about probability fails to mention this dependence and talks glibly about independence without reference to the conditions, so failing to describe an essential ingredient of the scientific method. The urn phenomenon extends generally when $F$ and $D$ are dependent on the apprentice’s knowledge base, but are independent for the scientist in possession of the theory.

Returning to the scientific method, it proceeds by collecting data in the form of experimental results in the laboratory, as in physics or chemistry, or in the field, as in biology, or by observation in nature, as in sociology or archaeology. It then studies what is ordinarily a vast collection of information. Next, by a process that need not concern us here because it hardly has anything to do with uncertainty, a theory is developed, not by experimentation or observation, but by thought. In this process, the scientist considers the data, tries to find patterns in it, sorts it into groups, discarding some, accepting others; generally manipulating data so that some order becomes apparent from the chaos. This is the “Eureka!” phase where bright ideas are born out of a flash of inspiration. Most flashes turn out, next day, to be wrong and the idea has to be abandoned but a few persist, often undergoing substantial modification and ultimately emerge as a theory that works for the original set of data. This theory goes out into the world and is tested against further data. Neither observation nor theory on their own are of tremendous value. The great scientific gain comes in their combination; in the alliance between contact with reality and reasoning about concepts that relate to that reality. The brilliance of science comes about through this passage from data to theory and then, back to more data and, more fruitfully, action in the face of uncertainty. Let us now look at the role of uncertainty not only in the data, where its presence has been noted, but in the theory.

11.5. UNCERTAINTY OF A THEORY

As mentioned in the first paragraph of §11.3, many people think that a scientific theory is something that is true, or even worse, think that any scientific statement has
behind it the authority of science and is therefore correct. Thus when a scientist recently said that a disease, usually known by its initials as BSE, does not cross species from cattle to humans, this was taken as fact. What the scientist should have said was “my probability that it does not cross is . . . ,” quoting a figure that was near one, like 0.95. There is a variety of reasons why this was not done. That most sympathetic to the scientist, is that we live in a society that, outside gambling, abhors uncertainty and prefers an appearance of truth, as when the forecaster says it will rain tomorrow when he really means there is a high probability of rain. A second reason why the statement about BSE was so firm is that scientists, at the time, had differing views about the transfer across species, so that one might have said 0.95, another 0.20. We should not be surprised at this because, from the beginning, it has been argued that uncertainty, and therefore probability, is personal. The reason for the possible difference is that the data on BSE were not extensive and, to some extent, contradictory and, as we will see below, it is only on the basis of substantial evidence that scientists reach agreement. Scientists do not like to be seen disagreeing in public, for much of what respect they have derives from an apparent ability to make authoritative statements, which might be lost if they were to adopt an attitude less assertive. A third, related reason for scientists often making a firm statement, when they should incorporate uncertainty, is that they need coherently to change their views yet they like to appear authoritative, or feel the public wants them to be. This change comes about with the acquisition of new data and the consequent updating by Bayes rule. If the original statement was well supported, then the change will usually be small, but if, as with BSE, the data are slight, then a substantial shift in scientific opinion is reasonable. It is people with rigid views who are dangerous, not those who can change coherently with extra data. I was once at a small dinner party when a senior academic made a statement, only to have a young lady respectfully point out that that was not what he had said a decade ago. He asked what he had said, she told him, he thought for a while and then said “Good, that shows I have learnt something in the last ten years.” Scientists, and indeed all of us, do not react to new information as much as we ought, instead adhere to outmoded paradigms. A fourth, and less important, reason for making firm statements is that scientists commonly adopt the frequency view of probability (§7.7), which does not apply to a specific statement about a disease because there is no obvious series in which to embed it. This reason will be discussed further when significance tests are considered in §11.9.

The truth of the matter is that when it is first formulated, and in the early stages of its investigation, any theory is uncertain with the originator of the theory having high probability that it is true, whereas colleagues, even setting aside personal animosities, are naturally sceptical. It is only with the accumulation of more data that agreement between investigators can be attained and the theory given a probability near to 0 or 1, so that, in the latter case, it can be reasonably asserted to be true, whereas in the former, it can be dismissed. To see how this works let us return to the urns with two “theories,” R and W. In §6.8 we saw that in repeated drawings of balls from the urn, every red ball doubled the odds in favor of it being the red urn and every white ball halved the odds. If it really was the red urn, R, with twice as many
red as white balls, in the long run there would be twice as many doublings as halvings and the odds on $R$ would increase without limit. Equivalently, your probability of $R$ would tend to 1. Similarly were it the white urn $W$, its probability would tend to 1. In other words, the accumulation of data, in this case repeated withdrawals of balls from the urn, results in the true theory, $R$ or $W$, being established beyond reasonable doubt, to use the imprecise, legal terminology, or with probability almost 1.

Another illustration of how agreement is reached by the accumulation of data, even though there was dispute at the start, is provided by the evaluation of a chance in §7.7. Recall that, in an exchangeable series of length $n$, an event had occurred $r$ times and it was argued that $\left(\frac{nf + mg}{n + m}\right)$ might be your probability that it would occur next time; here $m$ and $g$ referring to your original view and $f = r/n$. As the length $n$ of the series increases, $nf$ and $n$ become large in comparison with $mg$ and $m$ so that the expression reduces almost to $\frac{nf}{n} = f$, irrespective of your original views.

### 11.6. THE BAYESIAN DEVELOPMENT

To see how this works in general, take the probability of future data, given the theory and past experience, $p(F \mid \theta, D)$, which, as was seen in §11.4, does not depend on the past data, so may be written $p(F \mid \theta)$. We now examine how this coheres with your uncertainty about the theory, $p(\theta \mid D)$. Since $D$, explicitly or implicitly, occurs everywhere as a conditional, becoming part of your knowledge base, it can be omitted from the notation and can (nearly) be forgotten, so that you are left with $p(F \mid \theta)$ and $p(\theta)$. Applying Bayes rule in its odds form (§6.5, with a change of notation)

$$o(\theta \mid F) = \frac{p(F \mid \theta)}{p(F \mid \theta^c)} o(\theta).$$

Here your initial odds $o(\theta)$ — which depends on past data omitted from the notation — is updated by future, further data $F$, to revise your odds to $o(\theta \mid F)$. “Future” here means after the theory $\theta$ has been formulated on the basis of past data. Suppose now that $F$ is highly probable on $\theta$, but not on $\theta^c$; then Bayes rule shows that $o(\theta \mid F)$ will be larger than $o(\theta)$, because the likelihood ratio will exceed one, so that the theory will be more strongly supported. (Recall, again from §6.5, that the rule can be written in terms of likelihoods.) The result in the last sentence may alternatively be expressed by saying that if $\theta$ is more likely than $\theta^c$ on the basis of $F$, its odds, and therefore its probability, will increase. This is how science proceeds; as data supporting a theory grows, so your probability of it grows. If the data do not support the theory, your probability decreases. In this way Bayes and data test a theory. Science proceeds by checking the theory against increasing amounts of data until it can be accepted and BSE asserted to cross species, or rejected, showing that it
cannot. It is not until this stage that scientific authority is really authoritative. Before then, the statements are uncertain.

There are some details to be added to the general exposition just given about the establishment of a theory. Notice that a theory never attains a probability of 1. Your probability can only get very close to 1, as a consequence of which scientific theories do not have the force of logic. It is true that $2 \times 2 = 4$ but it is only highly probable, on the evidence we have, that Einstein’s analysis is correct. This is in accordance with Cromwell’s rule and scientists should always remember they might be mistaken as they were with Newton’s laws. These worked splendidly and with enormous success until some behavior of the planet Mercury did not agree with Newtonian predictions, leading ultimately to Einstein replacing Newton. In practice, the distinction between logical truth and scientific truth does not matter, only occasionally, as with Mercury, does it become significant.

To appreciate a second feature of the acquisition of knowledge through Bayes, return to the urns and suppose the red theory, $R$, is correct so that more red balls are withdrawn than white, with every red ball doubling the odds, every white ball halving it. In the numerical work it was supposed that you initially thought the two theories were equally probable, $p(R) = p(W) = \frac{1}{2}$. Consider what would happen had you thought the red theory highly improbable, say $p(R) = .01$, odds of about 1 in 100; then the doubling would still occur twice as often as the halving and the odds would grow just the same and truth attained. The only distinction would be that with $p(R) = 0.01$ rather than 0.50, you would take longer to get there. Suppose the scientist whose initial opinion had been equally divided between the two possibilities had reached odds of 10,000 to 1, then his sceptical colleague would be at 100 to 1 since the former has the odds of 1 to 1 multiplied by 10,000, whereas the latter with only one hundredth but the same multiplication will be at 100 to 1. The two odds may seem very different, but the probabilities 0.9999 and 0.9900 are not so very different on a scale from 0 to 1. The same happens with a general theory $\theta$, where people vary in their initial assessments $p(\theta)$, and it takes more evidence to convince some people than others, but all get there eventually, except for the opinionated one with $p(\theta) = 0$ who never learns since all multiplications of zero, remain zero.

An important question to ask is what constitutes a good theory? We have seen that it is necessary for you to assess $p(F | \theta)$ in order to use Bayes rule and update your opinion about the theory in a coherent manner, so you would prefer a theory in which this can easily be done. In other words, you want a theory that enables you to easily predict future outcomes. One that fails to do so, or makes prediction very difficult, is useless. This is another reason for preferring simple theories. But there is more to it than that for you need the likelihood ratio to update your odds. Recall, from Bayes rule as displayed above, that this ratio is

$$p(F | \theta)/p(F | \theta^c),$$

where $\theta^c$ is the complement of $\theta$. (There are some tricky concepts involved with $\theta^c$ but these are postponed until §11.8.) What happens is that as each data set $F$ is
investigated, your odds are multiplied by the ratio, so what you would like would be ratios that are very large or very small, for these will substantially alter your odds, whereas a ratio around 1 will scarcely affect it. Concentrating on very large values of the ratio, what you would like would be a theory $\theta$ that predicts data $F$ of high probability but with smaller probability were the theory false, $\theta^c$. A famous example is provided by the general theory of relativity, which predicted that the trajectory of a beam of light would be perturbed by a gravitational field as it passed by a massive object. Indeed, it predicted the actual extent of the bending in an eclipse, so that when an expedition was sent to observe the eclipse and found the bending to be what had been predicted, $p(F | \theta)$ was near 1, whereas other theories predicted no bending, $p(F | \theta^c)$ near 0. The likelihood ratio was enormous and relativity became not proved, but most seriously considered. A good theory is one that makes lots of predictions that can be tested, preferably predictions that are less probable were the theory not true. Bearing in mind the distinction between probability and likelihood, what is wanted are data that are highly likely when the theory is true, and unlikely when false. A good theory cries out with good testing possibilities.

There are theories that lack possible tests. For example, reincarnation, which asserts that the soul, on the death of one animal, passes into the birth of another. I cannot think of any way of testing this, even if we remove the notion of soul and think of one animal becoming another. The question that we have met before, “How do you know that?”, becomes relevant again. There are other theories that are destructible and therefore of little interest, such as “there are fairies at the bottom of my garden”, This is eminently testable using apparatus sensitive to different wavelengths, to sound, to smell, to any phenomenon we are familiar with. The result is always negative. The only possibility left is that fairies do not exhibit movement, emit light or sound, do not do anything that is in our ken. If so, the fairy theory is untestable and is as unsatisfactory as reincarnation. Of course, one day we may discover a new sense and then fairies may become of interest because they can be tested using the new sense but not for the moment.

11.7. MODIFICATION OF THEORIES

The above development of scientific method is too simple to cover every case but our contention is that the principle, demonstrated with the urn of two possible constitutions, underlies every scientific procedure. There are many technical difficulties to be surmounted, which are unsuitable for a book at this level, but uncertainty is ever present in the early stages of the development of any theory. Uncertainty must be described by probability if the scientist is to be coherent. Probability updates by Bayes, so the ideas already expounded are central to any investigation bearing the name of science. Here we discuss two extensions of the Bayesian logic.

It often happens that, in testing a theory against future data, one realizes that the theory as stated is false but that a modification might be acceptable, so that the old theory is replaced by a new one. For example, suppose that when taking the balls
from the urn that might be red $R$ or white $W$, we find a blue ball. One immediate possibility is that the blue has slipped into the urn by accident, so that this piece of data can be ignored. Scientists often with good reason, reject outliers, the name given to values that lie outside what the theory predicts. Here the blue ball might be regarded as an outlier. But if further blue balls appear then both theories seem doubtful and it would be better to have theories that admit at least three colors, or even four. There is a fascinating problem that concerns how many different colors of balls there are in the urns. This is a simplified version of how many species are there, not in the urn, but on our planet.

Let us pursue another variant of the urn scenario in which 100, say, balls have been taken, of which 50 are found to be red, and 50 white. This is most improbable on both theories but immediately suggests the possibility that the numbers of red and white balls in the urn are equal, a “theory” that will be referred to as the intermediate possibility $I$. There are now three theories, $R$, $W$, and $I$, and it is necessary to revise your probabilities. There are no difficulties with the data uncertainties, thus $p(w \mid R) = 1/3$ and $p(w \mid W) = 2/3$, as before, and the new one, $p(w \mid I) = 1/2$, but the uncertainties for the three theories need care. You need to assess your probabilities for them and, in doing so, to ensure that they cohere with your original assessments for $R$ and for $W$ before $I$ was introduced. As an aid in reducing confusion, let your new values be written with asterisks, $p^*(R), p^*(W),$ and $p^*(I)$, necessarily adding to 1, and consider how these must cohere with the values $p(R)$ and $p(W)$, also adding to 1, before the desirability of including $I$ arose. In the former scenario, you were supposing that the event, $R$ or $W$, was true, probability 1, so if, in the extended case you were to condition on this event, the new values should be the same as the old. That is, in the new set-up with $I$ included, the probability of it being the red urn, conditional on it being either the red or white urn — not the intermediate — must equal your original probability of it being red. In symbols

$$p^*(R \mid R \text{ or } W) = p(R).$$

Similarly $p^*(W \mid R \text{ or } W) = p(W)$, though the first equality will automatically make the second hold. These are the only coherence conditions that must obtain when the scenario is extended to include $I$. The condition may more simply be expressed by saying that $p^*(R)$ and $p^*(W)$ must be in the same ratio as the original $p(R)$ and $p(W)$. (A proof of this result is provided at the end of this section.) Here is a numerical example. Suppose you originally thought $p(R) = 1/3$, $p(W) = 2/3$, the white urn being twice as probable as the red. Suppose the introduction of the intermediate urn suggests $p^*(I) = 1/4$. Then $p^*(W)$ must still be twice $p^*(R)$ as originally. This is achieved with $p^*(R) = 1/4, p^*(W) = 1/2$ and the three new probabilities add to one.

The need to include additional elements in a discussion often arises, and the technique applied to the simple, urn example is frequently used to ensure coherence. The original situation is described as a small world. In the example it includes $R, W$, and the results, like $r$, of withdrawing balls. The inclusion of additional elements, here just $I$, gives a large world of which the smaller is a part. Coherence is then
reached by making probabilities in the large world, which are conditional on the small world, agree with the original values in the small world, as expressed in the displayed equation above.

Even the most enthusiastic supporter of the thesis of this book cannot simultaneously contemplate every feature of the universe. A user of the scientific method cannot consider the butterfly flapping its wings in the Amazon rain forest when studying human DNA in the laboratory. It is necessary to embrace a small world that is adequate for the purpose. We have seen from Simpson in §8.2, the dangers of making the world too small. If it is made too big then it may become so complex that the scientist has real difficulty in making sense of it. Somewhere there is a happy, medium-sized world that includes only the essentials and excludes the redundant. Here our normative approach has little to say. There is art in finding an appropriate world. Probability, utility and MEU are powerful tools that need to be used with discretion. Even a practitioner of the scientific method needs art. There is further reference to this matter at the end of §13.3.

Here is a proof of the result stated above. The multiplication rule (§5.3), says that, for any two events $E$ and $F$, $p(F \mid E) = p(EF)/p(E)$ provided $p(E)$ is not zero. If $F$ implies $E$, in the sense that $F$ being true necessarily means $E$ is also true, then the event $EF$ is the same as $F$ and the equation becomes $p(F \mid E) = p(F)/p(E)$. Now $R$ implies the event “$R$ or $W$,” so the displayed equation above can be written

$$p^*(R)/p^*(R \text{ or } W) = p(R).$$

Interchanging the roles of $R$ and $W$, we similarly have

$$p^*(W)/p^*(R \text{ or } W) = p(W).$$

Dividing the term on the left-hand side of the first equation by the similar term in the second equation, the probability $p^*(R \text{ or } W)$ cancels, and the result may be equated to the result of a similar operation on the right-hand sides, with the result

$$p^*(R)/p^*(W) = p(R)/p(W)$$

as was asserted above.

11.8. MODELS

One difficulty that often arises in applying the methods just expounded is that, although a theory $\theta$ may be precise and well defined, it complement $\theta^c$ may not be. More correctly, although the theory predicts future data in the form $p(F \mid \theta)$, it is not always clear what data to anticipate if the theory is false and $p(F \mid \theta^c)$, needed to form the likelihood ratio, may be elusive. An example is provided by the theory of relativity — what does it mean for future data at the eclipse if it is false? One possibility is to see the eclipse experiment of §11.6 as a contest between Einstein
and Newton so that the two predictions are compared, just as the red and white urns were and Newton is thought of as the complement of Einstein. This is hardly satisfactory because it was already realized at the time of the experiment that something could be wrong with Newton as a result of observations on the movement of Mercury. A better procedure, and the one that is commonly adopted, goes like this. In the eclipse experiment, relativity predicted the amount of the bending of light to be 6 degrees, so that other possibilities are that the bending is any value other than 6; 5 or 7, or even 0 which was Newton’s value. Consequently it is possible to think of the theory saying the bending is 6, and the theory being false meaning the bending is not 6. This means that the value 6 is to be compared, not with just one value, but with several. We saw in §7.5 how this could be done with a few alternatives and technical sophistications make it possible to handle all values besides 6. Generally it happens in the context of a particular experiment that the theory \( \theta \) implies a quantity, let us denote it by another Greek letter \( \phi \) (phi), which has a definite value. You can take all values of \( \theta \) other than this to constitute \( \theta^c \). In most experiments, the data will contain an element of uncertainty so that you will need to think about \( p(F|\phi) \), rather than \( p(F|\theta) \), and recognize that \( \theta \) implies a special value for \( \phi \). It is usual to denote this special value by \( \phi_0 \). The theory says \( \phi = \phi_0 \), the complement, or alternative, to the theory says \( \phi \neq \phi_0 \). We refer to the use of \( \phi \) as a model and \( \phi \) is called the parameter of the model. In general, for an experiment the theory suggests a model and your uncertainty is expressed in terms of the parameter, rather than the theory. It will be seen how this is done in the next section, but for the moment let us look at the concept of a model.

The relationship between a theory and its models is akin to that between strategy and tactics: strategy describing the overall method or theory, tactics dealing with particular situations or models. In our example, relativity is supposed to apply everywhere, producing models for individual scenarios. One way of appreciating the distinction between a theory and a model is to recognize that a theory incorporates an explanation for many phenomena, whereas a model does not and is specific. The theory of general relativity applied to the whole universe and, when applied to the eclipse, predicted a bending of 6 degrees. There was no theory that predicted 3 degrees, for example. The model, by contrast, only applies to the eclipse and, in that specific context, embraced both 6 and 3 degrees. Scientists have found models so useful as a way of thinking about data that they have been extensively used even without a theory, just as a military battle can use tactics without an overall strategy. Here is an example. Consider a scientist who is interested in the dependence of one quantity on several others, as when a manufacturer, using the scientific method, enquires how the quality of the product depends on temperature, quality of the raw material and the operator of the manufacturing process. We refer to the dependent quantity, and the explanatory quantities and seek to determine how the latter influences the former, or equivalently, how the former depends on the latter. The dependent quantity will be denoted by \( y \) and we will, for ease of exposition, deal with two explanatory quantities, \( w \) and \( x \). Many writers use the term variable where we have used quantity.

Within the framework developed in this book, the dependence of \( y \) on \( w \) and \( x \) is expressed through your probability of \( y \), conditional on \( w \) and \( x \) (and your knowledge base), \( p(y|w,x) \) and it is usual to refer to this probability structure as
the model. Notice that there are a lot of distributions here, one for each value of \( w \) and \( x \), so that the model is quite complicated and some simplification is desirable. It was seen in §9.3, and again in §10.4 that an important feature of a quantity is its expectation, which is a number, rather than a possibly large collection of numbers that is a distribution, so interest has centred on \( E(y \mid w, x) \), what you expect the quantity to be for given values of the explanatory quantities. Even the expectation is hard to handle in general and a simplification that is often employed is to suppose the expectation of the dependent quantity is linear in the explanatory quantities; that is

\[
E(y \mid w, x) = \alpha w + \beta x,
\]

where \( \alpha \) (alpha) and \( \beta \) (beta), the first two letters of the Greek alphabet, are parameters, like \( \phi \) above. A useful convention has arisen that the Roman alphabet is used for quantities that can be observed and the Greek for quantities that are not directly observable but are integral to the model, like the parameters. What the displayed equation says is that if \( w \) is changed by a unit amount, and \( x \) remains constant, then you expect \( y \) to change by an amount \( \alpha \), whatever value \( x \) takes or whatever value \( w \) had before the change. A similar conclusion holds with the roles of \( x \) and \( w \) reversed, but here the change in \( y \) is \( \beta \).

We have continually emphasized the merits of simplicity, provided it is not carried to excess, and here we have an instance of possible excess, because the effect on \( y \) of a change in \( x \) may well depend on the value of \( w \) at the time of the change, a possibility denied by the linear model. For example, suppose you are interested in the dependence of the amount, \( y \), the product of a chemical process, on two explanatory quantities, \( w \) the temperature of the reaction and \( x \) the amount of catalyst used. It could happen that the efficacy of the catalyst might depend on the temperature, a feature not present in the linear model, so that the simplicity of the model would then be an inadequate description of the true state of affairs. A valuable recipe is to keep things simple, but not too simple. Another feature of the linear model that requires watching relates to the distinction made in §4.7 between “do \( x \)” and “see \( x \)”. Does the model reflect what you expect to happen to \( y \) when you see \( x \) change, or your expectation were you to make the change, and instead “do \( x \)”?

When discussing Simpson’s paradox in §8.2, it was seen how the relationship between two quantities could change when a third quantity is introduced. A similar phenomenon can arise here, where the relationship between \( y \) and \( w \) can alter when \( x \) is included. It does not follow that even if

\[
E(y \mid w, x) = \alpha w + \beta x
\]

and therefore, if \( x = 0 \)

\[
E(y \mid w, x = 0) = \alpha w,
\]

that, when \( x \) is unstated,

\[
E(y \mid w) = \alpha w.
\]
Even if $E(y \mid w)$ is linear, so that

$$E(y \mid w) = \alpha w$$

it does not follow that $\alpha = \alpha^*$. Recall that $\alpha$ is the change you expect in $y$ were $w$ to change by a unit amount to $w + 1$, when $x$ is held fixed. In contrast, $\alpha^*$ is the change you expect in $y$ were $w$ to change by a unit amount, when nothing is said about $x$. It is easy to construct examples in which the quantities, $\alpha$ and $\alpha^*$, are different but it suffices to remark that our original example with Simpson’s paradox will do, for the change in recovery ($y$) went one way when only treatment ($w$) was considered, but the opposite way when sex ($x$) was included as well. Thus in that case $\alpha$ and $\alpha^*$ had opposite signs, an apparently effective treatment becoming harmful.

Models have been used with great success in many applications of the scientific method and I have no desire to denigrate them, only to issue a word of caution that they need careful thought and can carry the virtue of simplicity too far. Models are no substitute for a theory, any more than tactics are for a strategy; it is best to have an overall strategy or theory that, in particular cases, provides tactics or model. This is why a scientist, properly “a user of the scientific method”, likes to have a general explanation of a class of phenomena, of how things work, rather than just an observation of it working. The model may show $y$ increases with $w$, but it is preferable to understand why this happens.

11.9. HYPOTHESIS TESTING

It was mentioned in the last section that a theory $\theta$ often leads, in a particular experiment, to a model incorporating a parameter $\phi$, the truth of the theory implying that the parameter has a particular value, $\phi_0$, so that investigating the theory becomes a question of seeing whether $\phi_0$ is a reasonable value for $\phi$. The same situation arises with models that are not supported by theory, when a particular parametric value assumes especial importance. For example, in the linear model

$$E(y \mid w, x) = \alpha w + \beta x,$$

$\alpha = 0$ might be such a special value, saying that $w$ has no effect on your expectation of $y$, assuming $x$ held fixed. Such situations have assumed considerable importance in some branches of science, so much so that some people have seen in them the central core of the scientific method. From the viewpoint developed here, this centrality is wrong. Nevertheless the topic is of considerable importance and therefore merits serious attention. We begin with an example.

In Example 4 of Chapter 1, the effect of selenium on cancer was discussed. In order to investigate this a clinical trial is set up with some patients being given selenium and others a placebo. It is not an easy matter to set up a trial in which one can be reasonably certain that any effects observed are truly due to selenium and not due to other spurious causes. A considerable literature has grown up on the design of such trials, and it can be taken that a modern clinical trial takes account of this work and is capable of proper interpretation. The design need not concern us here; all we need is confidence that any observed difference between the two sets of patients is
due to the selenium and not due to anything else. This difference is reflected in the parameter, referred to previously as $\phi$, of interest. In this formulation the value $\phi = 0$ is of special interest because, if correct, it would mean that selenium had no effect on cancer, whereas a positive value would indicate a beneficial effect and a negative one a harmful effect. Incidentally, the trial would hardly have been set up if the negative value was thought reasonably probable. In our notation $p(\phi < 0 | K)$ is small. All procedures that are widely used develop their own necessary nomenclature, which is now introduced.

The value of special interest $\phi_0$ is called the null value and the assertion that $\phi = \phi_0$, the null hypothesis. In what follows it will be supposed that $\phi_0 = 0$, as in the selenium example. The nonnull values of the parameter are called the alternatives, or alternative hypotheses, and the procedure to be developed is termed a test of the null hypothesis. A convenient way of thinking about the whole business is to regard the null hypothesis as an Aunt Sally, or straw man, that the trial attempts to knock down. In the selenium trial, the hope is that the straw man will be overthrown and the metal shown to be of value. If a theory has provided the null value, then every attempt at an overthrow that fails, thereby enhances the theory, and some philosophers have considered this the main feature of the scientific method. Notice that the use of the straw man does not make explicit mention of other men, of alternative hypotheses. With these preliminaries, we are ready to test the null, that the null hypothesis is true, the parameter assumes the null value, $\phi = 0$; against the alternative that it is false, the parameter is not zero, written $\phi \neq 0$.

We know how to do this for if we think of $\phi = 0$ as corresponding to the red urn, $R$, and $\phi \neq 0$ to the alternative possibility of a white urn, $W$, then

$$o(\phi = 0, D) = \frac{p(D | \phi = 0)}{p(D | \phi \neq 0)} o(\phi = 0),$$

where $o$ denotes the odds. The ratio of probabilities is the likelihood ratio and $D$ denotes the data from the trial. In words, the equation expresses your opinion, in the form of odds of the null hypothesis on the basis of the results of the trial, appearing on the left, in terms of the same odds before the trial, on the right. The latter, multiplied by the likelihood ratio, expresses how the probability of the data on the null hypothesis differs from that on the alternative. In other words, the analysis for the two possible urns is analogous to null against alternative, showing how your opinion is altered by the withdrawal of balls, here replaced by looking at the patients in the trial. Remember that all odds and probabilities are also conditional on an unstated knowledge base, here dependent on the careful design of the clinical trial.

It was seen in the case with the urns in §11.4 that every withdrawal of a red ball, more probable on $R$ than on $W$, enhanced your probability that it was the red urn; while every white ball reduced that probability. Similarly here, data more likely on the null than on the alternative give a likelihood ratio in excess of one and the odds, or equally, the probability, of the null is increased; whereas if the alternative is more likely, the probability is decreased. (Notice the distinction between likely and probable.) And just as you eventually reach assurance about which urn it is by taking
out a lot of balls, you eventually learn whether the null is reasonably true by performing a large trial. You eventually learn if the selenium is useless, or effective; being either beneficial $\phi > 0$, or harmful $\phi < 0$. Many clinical trials do not reach such assurance and many tests of a theory are not conclusive. However repeated trials and tests, like repeated experiences with balls, can settle the issue. It is important to bear in mind, as was seen in §11.4, that some people will be more easily convinced than others. Bayes’s result displayed above describes the manner in which a null value, or a theory, can be tested. Before the subject is left, three matters deserve attention.

The first has already been touched upon, in that people will start from differing views about the null, some thinking it highly probable, others having severe doubts, yet others being intermediate. This reflects reality but their differences will, as we have seen, be ironed out by the accumulation of data and the multiplying effect of the likelihood ratio.

The second matter is a variant of the first in that people will differ in their initial probabilities for the data when the alternative is true, the denominator in Bayes rule, $p(D \mid \phi \neq 0)$, and may also have trouble thinking about it. To see how this may be handled, consider the selenium trial where there are two possibilities, that the selenium is beneficial, $\phi > 0$, or harmful, $\phi < 0$. Replace these by $\phi = +1$ and $\phi = -1$, respectively, a simplification that in practice is silly and is introduced here only for ease of exposition, the realistic case involving mathematical technicalities. The procedure in the silly case carries over to realism. Now extend the conversation to include the possible alternative values of $\phi$,

$$p(D \mid \phi \neq 0) = p(D \mid \phi = +1)p(\phi = +1 \mid \phi \neq 0) + p(D \mid \phi = -1)p(\phi = -1 \mid \phi \neq 0).$$

It ordinarily happens that the two probabilities of the data on the right are easily obtained for they are, in spirit, similar to the numerator of the likelihood ratio $p(D \mid \phi = 0)$. It is the other two probabilities on the right that can cause trouble. In the selenium case, $p(\phi = +1 \mid \phi \neq 0)$ is presumably large because the trial was set up in the expectation that selenium is beneficial. Necessarily $p(\phi = -1 \mid \phi \neq 0)$ is small, the two adding to one. With them in place, the calculation can proceed. People may disagree, but again Bayes rule can eventually lead to reasonably firm conclusions.

11.10. SIGNIFICANCE TESTS

The third matter is quite different in character, for although the setting up of a null hypothesis and its attempted destruction, occupies a central role in handling uncertainty, most writers on the topic do not use the methods based on Bayes rule just described, instead preferring a technique that commits a variant of the prosecutor’s fallacy (§6.6), terming it not just a test (of the null hypothesis) but a significance test. (Recall that mathematicians often use a common word in a special setting, so it is with “significance” here, so do not attach much of its popular interpretation to this technical usage.) To see how a significance test works, stay with
the selenium trial but suppose that the relevant data, that were written $D$, consist of a single number, written $d$. For example, $d$ might be the difference in recovery rates between patients receiving selenium and those on the placebo. The discussion of sufficiency in §6.9 is relevant. There it was seen that not all the data from the urns were needed for coherent inference, rather a single number sufficed. Again the argument to be presented extends to cases where restriction to a single number is unrealistic. If the null hypothesis, $\phi = 0$, is true, then your probability distribution for $d$ is $p(d \mid \phi = 0)$ and is usually available. Indeed it is the numerator of the likelihood ratio just used. This distribution expresses your opinion that some values of $d$ have high probability, whereas others are improbable. For example, it will usually happen, bearing in mind you are supposing $\phi = 0$ and the selenium is ineffectual, that you think values of the difference $d$ near zero will be the most probable, while large values of $d$ of either sign will be improbable. The procedure used in a significance test is to select, before seeing the data, values of $d$ that, in total, you think have small probability and to declare the result “significant” if the actual value of $d$ obtained in the trial is one of them. Figure 11.1 shows a possible distribution for you, centred around $d = 0$, with a set of values in the tails that you deem improbable. The actual probability you assign to this set is called the significance level and the result of the trial is said to be significant if the difference $d$ actually observed falls in this set. For historical reason, the significance level is denoted by the Greek letter alpha, $\alpha$. To recapitulate, if the trial result is one of these improbable values then, on the idea that improbable events don’t happen, or at least happen rarely, doubt is cast on the assumption that $\phi = 0$ or that the null hypothesis is true. Referring to the figure, if $d$ lies in the tails by exceeding $+c$, or being less than $-c$, an improbable event for you has happened and doubt may be cast on the null hypothesis or, as is often said, either an improbable event has occurred or the null hypothesis is false.

Figure 11.1. Probability distribution of $d$ on the null hypothesis, with the tails for a significance test shaded.
Let us look at some features of this popular method. The most attractive is that the approach uses your probabilities for \( d \) only when \( \phi = 0 \), the alternatives \( \phi \neq 0 \) never occur and the difficulties mentioned above of assessing probabilities for nonzero values do not arise. This makes the significance test rather simple to use. A second feature is that the only probability used is \( \alpha \), the level. Some users fix this before the trial results and, for historical reasons again, use three values 0.05, 0.01, and 0.001. Others let \( \alpha \) be the least value that produces significance for the observed value of \( d \), corresponding in the example to \( c \) being selected to be \( +d \) or \( -d \). Evidence against the null is held to be strong only if the value of \( \alpha \) produced this way is 0.05 or less. A third feature is that the test does not use your probability of the difference observed in the trial but instead your probability of the set of improbable values, in the example those exceeding \( c \) without regard to sign. This has been elegantly expressed by saying that a significance test does not use only the value of \( d \) observed, but also those values that might have occurred but did not.

The first two features make a significance test simple to use and perhaps account for its popularity. It is this popularity that has virtually forced me to include the test in a book about uncertainty. Yet, from our perspective, the third feature exposes its folly because it uses the probability of an aspect of the data, lying in the tails of your distribution, when the null hypothesis is true, rather than what our development demands, your probability that \( \phi = 0 \) given the data. This is almost the prosecutor’s fallacy, confusing \( p(d \mid \phi = 0) \) with \( p(\phi = 0 \mid d) \), replacing \( d \) in the first probability with values of \( d \) in the set. The contradiction goes even deeper than this because the significance test tries to make an absolute statement about \( \phi = 0 \), whereas Bayes makes statements comparing \( \phi = 0 \) with alternatives \( \phi \neq 0 \). There are no absolutes in this world, everything is comparative; a property that a significance test fails adequately to recognize. This section has dealt only with one type of significance test. There are other significance tests, that also employ the probability distribution of the data on the null hypothesis, where the null hypothesis has a more complicated structure than that treated here. Their advantages and disadvantages are similar to those expounded here.

11.11. REPETITION

An essential ingredient of the scientific method is the interaction between observation and reason. The process begins with the collection of data, for example, in the form of experiments performed in a laboratory, which are thought about, resulting in the production of a theory, which is then tested by further experimentation. The strength of science lies in this see-saw between outward contact with reality and inward thought. It is not practical experience on its own, or deep contemplation in the silence of one’s room, that produces results, but rather the combination of the two, where the practitioner and the theorist meet. A typical scenario is one in which a scientist performs an experiment and develops a theory, which is then investigated by other scientists who attempt to reproduce the original results in the laboratory. It is this ability to repeat, to verify for yourself, that lies at the heart of the scientific
method. The original experiments may have been done in Europe, but the repetitions can be performed in America, India, China, or Africa, or anywhere else, for science is international in methodology and ultimately everywhere the same after sufficient experimentation. Of course, since the results are developed by human beings, there will be differences in character between the sciences of Pakistan and Brazil, but Newton’s laws are the same in the dry deserts of Asia as in the humidity of the Amazon.

The simplest form of repetition, exemplified by the tossing of a coin, is captured by the concept of exchangeability (§7.3), where one scientist repeats the work of another, tossing the coin a further time. It has been shown in §11.5 how each successful repetition enhances the theory by increasing its probability, or odds, by the use of Bayes rule. Pure repetition, pure exchangeability, rarely happens and more commonly the second scientist modifies the experiment, testing the theory, trying in a friendly way to destroy it and being delighted when there is a failure to do so. Experience shows that exchangeability continues to be basic, only being modified in ways that need not concern us here, to produce concepts like partial exchangeability. Often the repetition will not go as expected, and in extreme cases the theory will be abandoned. More often the theory will be modified to account for the observations and this new theory itself tested by further experimentation. It has been seen how this happens in the example of §11.7. Repeatability is a corner-stone of the scientific method and the ability of one scientist to reproduce the results of another is essential to the procedure.

It is this ability to repeat earlier work, often in a modified form, that distinguishes beliefs based on science from those that do not use the rigor of the scientific method. An illustration of these ideas is provided by the differences between Chinese and Western medicines, with acupuncture, for example, being accepted in the former but regarded with suspicion in the latter. If A is the theory of acupuncture, then roughly \( p(A) \) is near 1 in China and small in the West, though the actual values will depend on who “you” are that is doing the assessing. The scientific procedure is clear; experiences with the procedure can be examined and trials with acupuncture carried out. The results of some trials have recently been reported and suggest little curative effects save in relief from dental pain and in the alleviation of unpleasant experiences resulting from intrusive cancer therapies. These have the effect of lowering \( p(A) \) by Bayes, or modifying the theory, limiting its effect to pain relief. The jury is still out on acupuncture, but there is no need for China and the West to be hostile. The tools are there for their reconciliation. Incidentally, this discussion brings out a difference between a theory and a model. The evidence about the benefits to dental health of acupuncture is described by a model saying how a change in one quantity, the insertion of a needle, produces a change in another, pain; but there is only the vaguest theory to explain how the pain relief happens or how acupuncture works.

The proceeding argument works well where laboratory or field experiments are possible but there are cases where these are nonexistent or of limited value. Let us take an example that is currently giving rise to much debate, the theory of evolution of life on this planet, mainly developed by Darwin. The first point to notice is that Darwin followed the procedure already described in that he studied some data, part
of which was that from the journey on the “Beagle,” developed his theory, and then spent several years testing it, for example, by using data on pigeons, before putting it all together in his great book, “The Origin of Species”; a book which is both magnificent science and great literature. The greater part of the book is taken up with the testing, the theory occupying only a small portion of the text. This commonly happens because a good theory is simple, as when three rules describe uncertainty or \( E = mc^2 \) encapsulates relativity. However, Darwin’s examples were mostly on domestic species. More complete testing involved extensive investigations of fossils that cannot be produced on demand, like results in a laboratory. One would have liked to have a complete sequence from ape to man, whereas one was dependent on what chance would yield from digs based on limited knowledge. The result is that although it was known what data would best test the theory of evolution, in the sense of giving a dramatic likelihood ratio, these data were not available. Nevertheless data have been accumulating since the theory become public, likelihood ratios evaluated, and probabilities updated. The result is the general acceptance of the theory, at least in modified forms which are still the subjects of debate. Incidentally, support for evolution was provided by ideas of Mendelian genetics that supplied a mechanism to explain how the modification of species could happen.

Creationists, and others opposed to Darwin, often say that evolution is only a theory. In this they are correct but then so is relativity or any of the other ideas that make science so successful, producing results that the creationists enjoy. A distinction between many theories and that of evolution is that the data available for testing the latter cannot be completely planned. Evolution is not a faith because it can be, and has been, tested, whereas faith is largely immune to testing. It is public exposure to trial, this attempted destruction of hypotheses, that helps make science the great method that it is.

11.12. SUMMARY

This chapter is concluded by a recapitulation of the role of uncertainty in scientific method, followed by a few miscellaneous comments. The methodology begins with data \( D \), followed by the development using reason of a theory \( \theta \), or at least a model, and the testing of theory or model on further data \( F \). There is then an extra stage, discussed in Chapter 10, of action based on the theory or model. The initial uncertainty about \( \theta \) is described by \( p(\theta | D) \), your probability of the theory based on the original data. Ordinarily this probability will vary substantially from scientist to scientist but will be updated by further data \( F \) using Bayes rule

\[
p(\theta | D, F) = \frac{p(F | \theta)p(\theta | D)}{p(F|D)}.
\]

(Recall that typically \( F \) and \( D \) will be independent given \( \theta \).) As data \( F \) accumulate with successive updatings, either \( \theta \) comes to be accepted, or is modified, or is destroyed. In this way general agreement among scientists is reached. At bottom,
the sequence is as follows: Experience of the real world, thought, further experience, followed by action. The strength of the method lies in its combination of all four stages and does not reside solely in any subset of them.

The simple form of Bayes rule just given hides the fact that, in addition to $p(F \mid \theta)$, you also need $p(F \mid \theta^c)$, your probability of the data assuming the theory is false. The odds form shows this more clearly:

$$o(\theta \mid F) = \frac{p(F \mid \theta)}{p(F \mid \theta^c)} o(\theta),$$

absorbing $D$ into the knowledge base. The scientific method is always comparative and there are no absolutes in the world of science. It follows from this comparative attitude that a good theory is one that enables you to think of an experiment that will lead to data that are highly probable on $\theta$, highly improbable on $\theta^c$, or vice versa, so that the likelihood ratio is extreme and your odds substantially changed. One way to get a large likelihood ratio is to have $p(F \mid \theta) = 1$, because since $p(F \mid \theta^c)$ is less than 1, and often substantially less, the ratio must then exceed 1. To get $p(F \mid \theta) = 1$ requires logic. The simplest way to handle logic is by mathematics. This explains why mathematics is the language of science. It is why we have felt it necessary to include a modicum of mathematics in developing the theory that probability is the appropriate mechanism for the study of uncertainty. It helps to explain why physics has advanced more rapidly than biology. Physical theories are mathematical and traditional, biological ones less so, although modern work on Mendelian genetics and the structure of DNA use more mathematics, often of a different character from that used in the applications to physics. The scientific method has, by contrast, made less progress in economics because the intrusion of erratic human behavior into economic systems has previously prevented the use of mathematics. Economic theories tend to be normative, based on rational expectation, or MEU; whereas they could try to be descriptive, to reflect the activities of people who are incoherent and have not been trained in maximizing expected utility.

There are some areas of enquiry that seem ripe for study by the scientific method, yet it is rarely used. Britons are, because of suitable soils and moderate climate, keen gardeners; yet the bulk of gardening literature has little scientific content. An article will extol the beauty of some variety of tree and make modest reference to suitable soils and climate but the issue of how the topmost leaves get nutrition from the roots many feet below receives no mention. The suggestion here is not that the many handsome articles in newspapers abandon their artistic attitude and discuss osmosis but rather that the balance between science and the arts needs some correction. Another topic that needs even more corrective balance is cookery. There are many books and television programs with numerous recipes, yet when a lady recently discussed how to boil an egg, taking into account the chemistry of albumen and yolk, several chefs howled in anger. To hear about the science of cookery go to the food chemists, who mostly work for the food industry, and they will explain the science of boiling, frying and braising. Recently one chef has entered the scene using scientific ideas and, as a result, received great praise from Michelin and others, so all is not
despair. We have seen in §10.14 how the scientific method is connecting with legal affairs. This is happening in two ways. First by the increasing use of science-based evidence like DNA. Second by examining the very structure of the legal argument, using Bayes rule to incorporate evidence, and MEU to reach a decision.

Scientific method is one, successful way of understanding and controlling the world about us. It is not the only method but it deserves more attention and understanding than it has hitherto received. One reason for its success is that it can handle uncertainty through a proper use of probability.
12.1. INTRODUCTION

My purpose in writing this book is to introduce you to modern methods of handling uncertainty, so that you can live comfortably with the concept and perhaps treat simpler cases using the basic rules of probability, rather than resort to spurious claims of certainty or inappropriate, illogical procedures. The aim is not to turn you into a probabilist; for that would need mathematical skills that go beyond the view of mathematics as a language used in this book. It would also require extensive practice in handling probability, practice that is ordinarily provided in text books by the inclusion of exercises. Nevertheless, it does help appreciate the power of probability to see it being exercised, to see problems being solved using the ideas that have been developed here. So a few uncertain situations are now examined with the tools we already have. When I told a colleague what I proposed to do, she expressed disquiet remarking that the examples I was using gave surprising results which left the recipient with the feeling that probability was too subtle for them; people having a fondness for common sense and an understandable distaste for conclusions that disagree with it. My colleague’s view is sound, so if you feel you can dispense with the illustrations, feel free to do so, because none are used in the remaining material. But if you like puzzles, or feel you would like more experience in using probability, then read on for here are some that have entertained and instructed many people. The last two deal with problems that have arisen recently in social contexts. A final section deals with a technical problem.
Our usual urn contains three cards, rather than balls. One card is red on both sides, a second is white on both sides, while the third has one side red and the other white. One of the cards is drawn at random from the urn and you are shown, again at random, one of the sides. All these facts constitute part of your knowledge base. You see that the exposed side is red, this is the datum, and you need to evaluate your probability that the other side is also red. When people are presented with this problem, it is not uncommon for them to argue, by what seems to them to be common sense, that the datum has eliminated the possibility that the withdrawn card is entirely white, so only two possibilities remain. They were equally probable originally and will remain so; hence your probability that the card has both sides red is $\frac{1}{2}$. (This argument has similarities with that used in §11.7, $R$, $W$, and $I$ there replacing the three cards and $I$ being eliminated. The reader may find it instructive to think why the argument was correct there, but not here.)

To provide the coherent answer using the rules of probability, some notation is needed. Denote the three cards by $RR$, $WW$, and $RW$, in an obvious fashion, and the datum, the red side seen, by $r$. Then your knowledge base provides you with the following probabilities:

$$p(RR) = p(WW) = p(RW) = \frac{1}{3},$$
$$p(r \mid RR) = 1, \quad p(r \mid WW) = 0, \quad p(r \mid RW) = \frac{1}{2}.$$ 

You require $p(RR \mid r)$, since the other side of the card is red only if the card is $RR$. Here is a transposed conditional (§6.1) and Bayes rule is immediately indicated. Since the $WW$ possibility has been eliminated by the sight of the red side, only two possibilities remain and the odds form of §6.5 may be used. This gives

$$\frac{p(RW \mid r)}{p(RR \mid r)} = \frac{p(r \mid RW)}{p(r \mid RR)} \times \frac{p(RW)}{p(RR)}.$$ 

All the probabilities on the right of the equality are known from your knowledge base. Inserting their values into the equation, we easily have

$$\frac{p(RW \mid r)}{p(RR \mid r)} = \frac{1/2 \times 1/3}{1 \times 1/3} = \frac{1}{2}.$$ 

Using the connection between odds and probabilities in §3.8, $p(RR \mid r) = 2/3$, so that your probability that the other side of the card is also red is $2/3$, not $1/2$ as common sense might suggest. What the commonsense argument forgets is that if the card withdrawn is $RR$, you are twice as likely to see a red side than if it were $RW$.

This is an artificial problem but has been presented here to demonstrate the value of the notation in organizing your thinking and your employment of the rules of probability. The next example is real and arose out of a popular game show on TV in the United States, where it is known as the Monte Hall problem.
12.3. THE THREE DOORS

The scene is a TV show, the participants a contestant and a host. Before them are three outwardly identical doors. The host tells the contestant truthfully that behind one of the doors is a valuable prize and behind the other two there is nothing; he, the host, knowing where the prize is. One door, at the contestant’s choosing, will be opened and she will receive the prize only if it is thereby revealed. He then invites the contestant to choose, but not open, one of the doors. This the contestant does, whereupon the host opens one of the other two doors, revealing that there is nothing there, and invites the contestant to alter her choice to the one remaining door that has neither been opened nor selected. Should she change? It might be added that this is a long-running show which the contestant has often seen, but never participated in, and she has noticed that the door first opened by the host never has the prize.

One answer argues that presumably the contestant initially had no reason to think the prize lay behind one door rather than any other, so that her probabilities for a door hiding the prize is the same for all doors and, there being three doors, each has probability $1/3$. (This is the classical interpretation of probability, §7.1.) After the opening, one door is eliminated, two remain and their probabilities for containing the prize are still equal but now $1/2$. (Again there is a connection with §11.7.) Consequently, her probabilities for the two doors being equal, it does not matter whether or not she changes her choice of door.

This was the popular view until a journalist put forward a different solution in her column, arguing that the contestant should change. The outcome from the column’s publication was a burst of correspondence from mathematicians saying she was wrong, going on to remark that she just did not understand probability, piling on the condemnation by deploiring the lack of knowledge of mathematics among the public. Unfortunately the journalist was right and academe had egg on its face. Let us analyze the situation carefully, for it needs only a minimal use of probability; just the addition rule.

We begin by supposing, as does the naive analysis already given, that the contestant’s probabilities for the prize being behind any door are $1/3$. Let us number the doors, 1, 2, 3 for identification purposes, attaching the number 1 to the door selected by the contestant. Then there are three possibilities:

(a) The prize is behind door 2 and the host opens door 3,
(b) The prize is behind door 3 and the host opens door 2,
(c) The prize is behind the chosen door 1 and the host opens either door 2 or 3.

Notice that in cases (a) and (b), the host has no choice as to which door to open since there is only one door available, besides that chosen, which has nothing behind it. In case (c), either unselected door may be opened. Next observe that, by the assumption made in the first sentence of this paragraph, the three cases, (a), (b), and (c), each has probability $1/3$ for the contestant, yet in (a) and (b) she will get the prize by changing. For example, in (a), door 3 having been opened, a change means choosing door 2, which is where the prize is; similarly in (b). In case (c) the prize
will be lost by the change since her first choice was correct. Since (a) and (b) both result in the prize if she changes and both have probability 1/3, by the addition rule the probability that a change results in the prize is 2/3 and of not getting it, case (c), 1/3. There is therefore a substantial expectation of gain by changing, doubling the original probability of 1/3 to 2/3, and the journalist was correct.

It is of some interest to look back and see why the first answer was incorrect. The error lies in thinking of the host’s action as random when selecting the door to be opened. Were it truly random and the opened door found to reveal nothing, then the answer would be correct but, as we have seen in the correct analysis, it is far from random in cases (a) and (b), the host having no choice. Only in case (c) could it be random. It is not uncommon for people to tacitly assume that something is random when, in fact, it is not.

The use of probability in solving this problem is minimal, the real difficulty lies in connecting the reality of the TV show with the calculus. The naive argument does this carelessly, whereas the journalist made the connection correctly and simply. It is often this way with problems in real life, where the mathematics is often straightforward (though straightforward is a relative term). What perplexes people is turning reality into a convenient model, (a) to (c) above, to which the calculus may be applied. There is a real art in constructing the model within which the science can be employed. One way of lessening, but not entirely removing, the difficulty is to take the calculus as primary and force the problem into it. With the 3 doors, the uncertainty concerns the prize door, which can be 1, 2, or 3. The evidence is the empty, opened door, I, II, or III. Supposing the numbering is chosen so that 1 is the door selected initially by the contestant and II the door opened by the host, we have likelihoods \( p(\text{II} | 1) = \frac{1}{2}, \ p(\text{II} | 2) = 0, \ p(\text{II} | 3) = 1 \), with priors \( p(1) = p(2) = p(3) = \frac{1}{3} \). Since the evidence rules out 2, there are only two possibilities and the odds form of Bayes rule gives

\[
o(3 | \text{II}) = \frac{p(\text{II} | 3)}{p(\text{II} | 1)} o(3) = 2
\]

on inserting the numerical values. Hence \( p(3 | \text{II}) = 2/3 \) as before and change is optimum. Although the first solution is the one usually given, I prefer this second one because it reduces the need to think, replacing it by the automatic calculus. Thinking is hard, so only use it where essential.

It is instructive to consider what would be the correct choice, change door or not, when the contestant did not think the prize lay at random. That is, the contestant does not believe that all doors have probability 1/3 of hiding the prize. Suppose she has probability \( p_i \) that it lies behind door \( i \), with \( p_1 + p_2 + p_3 = 1 \). Further suppose that, as before, she selects door 1. The three cases, (a), (b), and (c) above, will still arise but, instead of being equally probable, will now have probabilities \( p_2, p_3, \) and \( p_1 \), respectively. If she changes her choice of door, she will win in cases (a) and (b) with total probability \( p_2 + p_3 \); staying with the selected door 1 will have probability \( p_1 \) of gaining the prize. Now \( p_2 + p_3 = 1 - p_1 \) because the three probabilities add to 1, so the best she can obtain is the larger of \( (1 - p_1) \) and \( p_1 \). Similarly,
were she initially to select door 2, the better is the larger of \(1 - p_2\) and \(p_2\); for door 3, \((1 - p_3)\) and \(p_3\). Her overall best strategy for selection and possible change corresponds to the largest of these 6 values. To see which is the largest, let the doors be renumbered in such a way that \(p_1 < p_2 < p_3\), with the consequence that \(1 - p_1 > 1 - p_2 > 1 - p_3\). (The reader may like to try possible numbers like \(p_1 = .2, p_2 = .3\) and \(p_3 = .5\) as an aid to understanding.) The choice lies between \(p_3\), the largest of the first three, and \(1 - p_1\) for the last three. Now it cannot happen that \(p_3\) exceeds \(1 - p_1\), for then \(p_1 + p_3\) would exceed 1, which is impossible; so \(1 - p_1\) must be the largest, corresponding to an initial selection of door 1, followed by a subsequent change. But door 1 was initially the least likely to hide the prize, so the contestant’s optimum strategy is:

Select the door least likely to hide the prize and then change when the host opens the empty door.

Her probability of obtaining the prize is 1 minus the least probability. The extreme case when the least value is 0 drives home the idea for if, on entering the studio, she accidentally saw that door 1 was empty, the above strategy would make it certain that she would obtain the prize from the sole unselected and unopened door.

We have here a beautiful example of a point made before in §10.10 that when you make a decision today (the initial selection), it is essential to take into account the tomorrows (the opened door) that the decision might influence. Here it pays to do an apparently ridiculous thing today (choose the least likely door) in order that the opened door may be very revealing tomorrow. Chess players are aware of this, for sometimes it pays to sacrifice a piece in order to obtain an enhanced position for future moves.

(The alert reader may have noticed that there is a further strategy that might be considered, which we illustrate by the initial selection of door 1 and the cases (a), (b), and (c) above. That is to change if door 2 is opened but not with door 3. This will get the prize with probability \(p_3\); case (b), and \(1/2 p_1\), case (c), assuming the host opens at random in the latter case. The total probability is \(p_3 + 1/2 p_1\), which is less than \(p_3 + p_1 = 1 - p_2\), which could be obtained by one of the strategies already considered, namely select and then change. So the additional strategies are not optimum.)

12.4. THE NEWCOMERS TO YOUR STREET

There is a mass of evidence to support the theory that, excluding multiple births, the chance of a human being being male is \(1/2\), independent of all other human beings. In the language of §7.4, human beings form a Bernoulli series of chance \(1/2\). If you accept this theory, then your probability that any particular child will be male is \(1/2\) and that a second child be female is also \(1/2\), independent of the first. So, for you, a family of two children will be either \(BB, BG, GB,\) or \(GG\), each having probability \(1/4\) by the multiplication rule for independent events. Here \(B\) means boy, \(G\) girl and
the order of the letters is the order of births. In the light of these remarks, consider the following scenario.

You are the husband in a traditional, nuclear family, going out to work while your wife stays at home looking after the house and the children. A house across the street has been sold and you and your wife have been reliably informed that the new owners will be moving in today. You have also been told that they have two children but their sexes are unknown. You return home in the evening and are informed by your wife that she has seen a child of the new family and that it is a boy. This is the total extent of her additional knowledge. The sex of the second child remains uncertain for you. What is your probability that this child is also a boy? The theory in the preceding paragraph suggests your probability should be \( \frac{1}{2} \), independent of the sighting of a boy. Is this correct?

Let us introduce some notation. We already have that for the constitution of the two-child family, to which we now add \( b \) to denote the observation of a boy, so that you require \( p(BB \mid b) \), the probability of two boys in a family of which you know that one is a boy. As always this requires a knowledge base that is supposed to include the Bernoulli theory and that a child of the family has been seen. That it has been seen to be a boy is \( b \), not part of the base but forms the datum.

Clearly this is a case of updating your information about the family by the datum so we use Bayes rule to obtain

\[
p(BB \mid b) = p(b \mid BB)p(BB)/p(b) . \tag{12.1}
\]

Here \( p(b) \) is obtained as usual by the extension of the conversation to include the constitution of the family; namely,

\[
p(b) = p(b \mid BB)p(BB) + p(b \mid BG)p(BG) + p(b \mid GB)p(GB) + p(b \mid GG)p(GG) .
\]

By ordinary logic \( p(b \mid BB) = 1 \) and \( p(b \mid GG) = 0 \). By the Bernoulli theory, the unconditional probabilities are all \( 1/4 \), though this assertion assumes that the mere observation of a member of the family, part of your knowledge base, does not change your probabilities. If so,

\[
p(b) = \frac{1}{4} + \frac{1}{4}p(b \mid BG) + \frac{1}{4} p(b \mid GB)
\]

and, from (12.1),

\[
p(BB \mid b) = 1/[1 + p(b \mid BG) + p(b \mid GB)] , \tag{12.2}
\]

the values \( 1/4 \) cancelling from the numerator and denominator in (12.1). In words, the probability you require is \( 1 \), divided by the value in square brackets. There is nothing so far in the analysis that says what value you associate with the probabilities therein, \( p(b \mid BG) \) and \( p(b \mid GB) \). What is your probability that your wife will have seen a boy if the family’s elder child is a boy and the younger a girl; or if a girl
followed by a boy? To complete your coherent set of assessments you have to think about these values. There are several possibilities and we consider a few here.

(1) The “natural” one is that your wife is equally likely to have seen either of the children, $p(b \mid BG) = p(b \mid GB) = \frac{1}{2}$. In this case the expression in square brackets in (12.2) evaluates to 2, so that $p(BB \mid b) = \frac{1}{2}$ and the unseen child is just as likely to be male as female.

(2) She may have seen the elder child, when $p(b \mid BG) = 1$ and $p(b \mid GB) = 0$, leading to the same conclusion as (1).

(3) You think only boys are allowed out, when $p(b \mid BG) = p(b \mid GB) = 1$ and hence $p(BB \mid b) = \frac{1}{3}$, so that the unseen child is twice as probable to be a girl, rather than a boy. This might apply if the family came from a culture that treated male and female children differently.

(4) Another extreme possibility is that with families of mixed sex, $BG$ or $GB$, boys are never allowed out on their own, but they must have a girl to look after them. Then $p(b \mid BG) = p(b \mid GB) = 0$ and hence $p(BB \mid b) = 1$, a result that does not need a probability argument, following by logic and not, therefore, in violation of Cromwell’s rule.

Here we have a situation with no unique answer on the information provided. My experience in presentation is that many people are worried by the indeterminacy and feel strongly that there should be a unique answer. Yet such indeterminacy is common in real-life situations. There are many circumstances where there is no single solution, so we ought not to be disturbed when the ambiguity arises even in an elementary situation. What the probability approach does is to expose the ambiguities and force you to clarify them using further input. The next section contains an example where the ambiguity has often not been recognized but before leaving this case, let us return to a detail that was glossed over. It was supposed that your knowledge base included the event that a child had been seen, so that all your probabilities were conditional on this. Another possibility is not to include the event in the base but regard it as part of the data. In that case there are not just two possibilities, boy or girl seen, but more. They include not seeing a child, seeing a child but not being able to identify its sex, seeing two children, one of which was a boy but the sex of the other remained undetermined, and many others. The same type of analysis as employed above will yield a result but we omit details. The point is mentioned only to demonstrate how important your knowledge base can be even though it is often omitted from the notation.

12.5. THE TWO ENVELOPES

You are presented with two indistinguishable envelopes and told truthfully that one of them contains twice as much money, in the form of checks payable to you, as the other. You open one of them at random and find it contains an amount of money
that will be denoted by \( C \). Like the problem of the three doors, you are invited to change and receive the contents of the unopened envelope instead of the contents \( C \) of the opened one. To decide what to do, consider the following argument: the unopened envelope either contains \( \frac{1}{2} C \) if you were lucky in your choice, or \( 2C \) if unlucky. Since you chose at random, each of these possibilities has probability \( \frac{1}{2} \), so that your expected return (§9.3), were you to change, is

\[
\frac{1}{2} \times \frac{1}{2} C + \frac{1}{2} \times 2C = \frac{5C}{4},
\]

which exceeds the current amount you have of \( C \) and therefore you should change. But this seems ridiculous because it implies that whatever envelope you select, you expect the other to contain more money. The world is always better the other side of the fence. What has gone wrong?

Again we need some notation, in addition to \( C \), the amount in the opened envelope, and write \( L \) for the event that you have opened the envelope with the larger amount therein; \( L^c \) is then the event that you have selected the smaller amount. \( L \) is uncertain for you and your probability after you have opened an envelope is \( p(L | C) \). Now \( p(L) \) is \( \frac{1}{2} \) as your choice was at random but is it true that \( p(L | C) = \frac{1}{2} \) as was assumed in the last paragraph? Again we calculate it by Bayes rule.

\[
p(L | C) = \frac{p(C | L)p(L)}{p(C)}
\]

(12.3)

with \( p(C) \) given by the extension of the conversation as

\[
p(C) = p(C | L)p(L) + p(C | L^c)p(L^c).
\]

(12.4)

Now if the envelope with the smaller amount has been chosen and it contains amount \( C \), then it logically follows, with no uncertainty, that the other envelope contains \( 2C \), hence \( p(C | L^c) = p(2C | L) \). Since \( p(L) = p(L^c) = \frac{1}{2} \), (12.4) becomes

\[
p(C) = \frac{1}{2} [p(C | L) + p(2C | L)]
\]

and (12.3) yields

\[
p(L | C) = \frac{\frac{1}{2} p(C | L)}{\frac{1}{2} p(C | L) + p(2C | L)}
\]

(12.5)

This is \( \frac{1}{2} \), the value adopted in the previous paragraph, only if

\[
p(C | L) = p(2C | L);
\]

(12.6)

that is, if you think that the envelope containing the larger amount is equally likely to contain an amount \( C \), as twice that amount, \( 2C \). If you really feel this, then you should always change.
But do your probabilities satisfy equation (12.6)? To answer the question it is necessary to leave the narrow world of little problems and escape into the reality where you have been presented with this delightful offer. In that context, suppose, when you open the chosen envelope, you find $C$ is rather larger than you had anticipated. Then $p(C \mid L)$ is rather small because you had not anticipated such a big check and $p(2C \mid L)$, for twice that amount, is even smaller. As a result, $p(L \mid C)$, from (12.5), exceeds $\frac{1}{2}$ and you feel it more probable that the opened envelope is the one with the larger amount rather than the smaller, so there is a case for retention.

Let us put in some numbers; suppose $p(C \mid L) = 0.1$, only 1 chance in 10, or odds against of 9-1, and $p(2C \mid L) = 0.01$. Then $p(L \mid C)$, from (12.5) is $\frac{10}{11}$ and the content of the unopened envelope is $\frac{1}{2}C$, with probability $p(L \mid C)$, and $2C$ with the complementary probability $p(L^c \mid C) = 1 - p(L \mid C)$, giving your expected value for the contents of the unopened envelope to be

$$\frac{10}{11} \times \frac{1}{2}C + \frac{1}{11} \times 2C = \frac{14}{22}C.$$  

Since this is seriously less than $C$, the amount you have already, so you should not change envelopes.

In contrast, suppose $C$ is very small in your view, so that $p(C \mid L)$ is small, then $p(2C \mid L)$ will typically be larger and, from (12.5), $p(L \mid C)$ will be less than $\frac{1}{2}$ and change seems sensible. The values of $p(C \mid L)$ for different values of $C$ form a distribution (§9.2), and a more complete analysis than has been given here shows that you will typically have a distribution such that there is a unique value of the contents $C$ of the opened envelope, such that if $C$ exceeds this value, you should not change but if less than it, then change is advisable and you expect to do better by changing. Imagine you had initially anticipated getting about 10 dollars, then seeing 20 dollars would encourage you to stay whereas 2 dollars would suggest a change; surely an appealing resolution.

Though this problem is artificial, the analysis has consequences for other situations that do occur in practice, which are technically too complicated to present here, so that it is worthwhile to explore our scenario a little further. The naive argument used in the first paragraph of the discussion, expressed in the notation of the second paragraph, claims that $p(L \mid C) = \frac{1}{2}$ for all $C$, and therefore from (12.5), $p(C \mid L) = p(2C \mid L)$ for all $C$. The amount $C$ is an uncertain quantity (§9.2) and it often happens that when people are asked about an uncertain quantity for which they have little information, they will respond with a phrase like “I haven’t a clue”. (Here we are in descriptive, rather than normative, mode.) When pressed to be more precise, they might formulate their near ignorance by saying that every value of the uncertain quantity has the same probability for them. They cannot distinguish between any two values. Even more interestingly, experienced statisticians routinely make the assumption that all values of some uncertain quantities are equally probable, sometimes openly but often tacitly. To them, ignorance of an uncertain quantity means all values have the same uncertainty. They do this despite the fact that, as in our envelope example, taking the values to be equally probable can lead to
unsatisfactory conclusions and generally to incoherent analyses. To be fair, it is often a good approximation to a coherent analysis and a little incoherence can be forgiven. The true situation is that you are never ignorant about an uncertain quantity that is meaningful to you and some values of it are more probable than others. You may well have difficulty in saying exactly how much more probable but equality of all values is not a realistic option.

12.6. Y2K

During 1999, and even earlier, there were concerns that computer systems would fail on January 1, 2000 because they identified years by the last two digits only and might therefore confuse 2000 with 1900. The feature was termed the millennium bug and denoted Y2K. As a result of the fears, computer programs were investigated, any Y2K defects hopefully found and removed. January 2000 duly arrived and nothing happened; computers worked satisfactorily. Some people congratulated computer experts on removing the bug, while others said it had all been a con and that it was now clear the bug had not existed. This is clearly a problem of uncertainty concerning the bug’s existence, so let us see what probability has to contribute.

Denote by $B$ the event that the bug existed in 1998, say, before the remedial action was contemplated, and by $p(B)$ your probability then, dependent on some unstated knowledge base. The decision was taken to act, $A$, and the result was $F$, a world essentially free of computer troubles in 2000. The immediate question is how is your uncertainty about the bug’s existence affected by initiating $A$ and obtaining the reaction $F$; what is your $p(B | AF)$? This is easily found using Bayes rule with data $F$ and conditioning everything on $A$, with the result

$$\frac{p(B | AF)}{p(B^c | AF)} = \frac{p(F | BA)}{p(F | B^c A)} \times \frac{p(B | A)}{p(B^c | A)}, \tag{12.7}$$

using the odds form of §6.5, with the required uncertainty on the left. Consider the probabilities on the right. Since action $A$, without its consequences, will not affect your uncertainty about the bug, $p(B | A) = p(B)$. If the bug does not exist, $B^c$, a new century free of trouble will surely result, so $p(F | B^c A) = 1$. Consequently, (12.7) says that the effect of $A$ and $F$ is to multiply the original odds of $B$ by $p(F | BA)$. Let us look at this uncertainty, your probability of no trouble when the bug exists and remedial action has been applied. There are two extreme possibilities.

In the first, you think that the remedial action is thorough and that any bad effects of the bug will likely be removed. Then $p(F | BA)$ is near 1 and your original odds for $B$ are multiplied by a number near 1, so that they are scarcely altered by the action and the outcome. The effect is only slightly to diminish your uncertainty about the bug, so that you are none the wiser as a result of a trouble-free 2000.

The second extreme possibility is that you have a low opinion of software engineers and anticipate trouble in 2000 whatever they do. Then $p(F | BA)$ is small
and the original odds for the bug’s existence are substantially diminished. Despite the action, which you consider inefficient, there has been no trouble, so the explanation is that the bug did not exist.

People who wrote to the press in January 2000, saying that because life was free of trouble, the bug did not exist and the whole thing was a con, could hold that view only if they have a low opinion of software engineers. This is an example of coherence. People with the contrary view about software, hardly alter their views about the bug and the happy outcome provides them with little, or no, information about whether the bug existed.

There is an aspect of the above analysis that deserves more attention. We said the initiation of action $A$ would not affect your opinion of $B$ and put $p(B|A) = p(B)$. This is reasonable provided it is the same “you” making all the uncertainty judgments. To illustrate, consider a large business deciding whether or not to act against the bug; they are the “you” in the language here but, in order to avoid subsequent confusion, refer to them as “they”. Thus $p(B)$ is their probability that the bug exists. If $p(B|A)$ is similarly “theirs”, then it will be $p(B)$. In contrast, consider your probability for $B$, and later you learn that the large business has initiated action $A$, then you may well change your probability for $B$, arguing that if the business has acted, perhaps the bug is more probable than you had thought. The difficulty arises because two probabilists are involved, “them” and “you.” The whole question of your using their uncertainties is a tricky one and consequently will not be discussed.

### 12.7. UFOs

There are people who are thought of as cranks but often they are merely people who have probabilities somewhat different from the majority. One might anticipate that they are incoherent, so let us take a look at a group whom many consider cranks and investigate their incoherence. There are some who think our Earth has, during the past 50 years, been visited by aliens from space, leading to the presence of unidentified flying objects (UFOs). About 1,000 claimed cases of UFOs have been witnessed by them. As a result of the publicity these claims have received, and perhaps also because of the real importance such a visit might have on our civilization, a scientific investigation was carried out with the result that only about 20 cases were found to be lacking a simple, natural explanation. Of the 20, none led to a confirmed alien visit, being classed as “doubtful”. As a result of this, UFO watchers were excited, saying that the existence of these 20 cases supported their contention. Is this coherent? The analysis that follows is carried out for $n$ cases investigated with $r$ found to be doubtful and $n - r$ confirmed as natural. In this way the effect of changing numbers can be assessed.

Before the investigation begins, it seems sensible to regard the $n$ cases as exchangeable (§7.3), so that they are, to the scientists, a Bernoulli series with chance $\theta$, say, of any one of them being explicable as a natural phenomenon. Furthermore, $\theta$ will have a distribution $p(\theta)$ on some knowledge base. Naturally the scientist’s
distribution may differ from that of the UFO watchers, so will be left unspecified for the moment. If a particular case is natural, chance \( \theta \), the result of the investigation is either to classify it as “natural” or to leave it as “doubtful”. Again it is reasonable to assume exchangeability and suppose there is a chance \( \alpha \), say, of the mistake of a natural phenomenon being classed as doubtful. On the other hand, if a case is truly that of a UFO, it can either be correctly classified or thought doubtful. For a third time, exchangeability will be invoked with a chance \( \beta \), say, of the mistake of a UFO being classed as doubtful. That a natural phenomenon be classed as a UFO, or vice-versa, will be supposed impossible. With these assumptions in place, there are four possibilities with their associated chances:

- Truly natural, classed as natural: \( \theta(1 - \alpha) \)
- Truly natural, but doubtful: \( \theta \alpha \)
- UFO correctly classified: \( (1 - \theta)(1 - \beta) \)
- UFO cast as doubtful: \( (1 - \theta)\beta \).

In explanation of the chances, consider the second situation of two events both occurring, being natural and being classed as doubtful. By the multiplication rule of §5.3, this is the chance of being natural, multiplied by the chance of classification as doubtful, given that it is truly natural; chances which are respectively \( \theta \) and \( \alpha \), hence \( \theta \alpha \) as stated.

Although there are four possibilities, the second and fourth, in both of which the judgment is doubtful, cannot be observed separately, so the data reduce to three possibilities with their chances now listed, together with the observed numbers of each:

- Natural: \( \theta(1 - \alpha) \), \( n - r \)
- Doubtful: \( \theta \alpha + (1 - \theta)\beta \), \( r \)
- UFO: \( (1 - \theta)(1 - \beta) \), \( 0 \).

The chance of doubtful is obtained by the addition rule, taking into account the two ways that a doubtful result can arise. There were no confirmed sightings of UFOs. As with a Bernoulli series, the \( n \) separate studies are independent, given the parameters \( \theta, \alpha, \) and \( \beta \), so that the chance of the set of results, which is identifiable as your probability given the parameters, is

\[
\left[\theta(1 - \alpha)\right]^{n-r} \times \left[\theta \alpha + (1 - \theta)\beta\right]^r.
\]

(Anything raised to power 0 is 1.) This complicated expression is your likelihood function for \( \theta, \alpha, \) and \( \beta \) given the data \((n - r, r, 0)\) and its multiplication by your original probabilities for the three chances and division by your probability of the data gives, by Bayes rule, your final probabilities for them.
The situation is complicated, so let us make a simplifying assumption that the two chances of misclassification are the same, $\alpha = \beta$, and see what happens then, returning to the general case later. The chance of a doubtful conclusion in the second table above is now $\theta \alpha + (1 - \theta) \alpha = \alpha$, irrespective of $\theta$. The likelihood (12.8) then becomes

$$\theta^{n-r}(1 - \alpha)^{n-r}\alpha'. \tag{12.9}$$

This likelihood has to be multiplied by your original probabilities for $\theta$ and $\alpha$. It is reasonable to assume that these are independent, the former referring to the true state of affairs, the latter to the scientific procedure. Independence means that the joint probability factorizes ($\S$5.3) into that for $\theta$, times that for $\alpha$; but the likelihood (12.9) similarly factorizes and when the two are multiplied, as required by Bayes, the product form persists, so that $\theta$ and $\alpha$ remain independent after the data are taken into consideration and $\theta$, the parameter of interest, may be studied separately from $\alpha$, which is not of interest. Ignoring $\alpha$, your probability for $\theta$, given the data, is therefore

$$\kappa \theta^{n-r} p(\theta),$$

where $p(\theta)$ is your original uncertainty, $\kappa$ a number, and the effect of the data is to change your opinion by multiplying by $\theta$, $n - r$ times. The number $r$ of doubtful observations, to which the watchers attached importance, is irrelevant. The value of $\kappa$ can be found by noting that the sum of the probabilities over all values of $\theta$ must be 1; or alternatively you can forget $\kappa$ by comparing one value of $\theta$, $\theta_1$, with another, $\theta_2$, in the ratio

$$\left(\frac{\theta_1}{\theta_2}\right)^{n-r} \frac{p(\theta_1)}{p(\theta_2)}.$$

In this ratio form, take a case where $\theta_1$ is larger than $\theta_2$ and specifically where the former is twice the latter so that the ratio, occurring here, is 2. The result of each natural observation is to multiply $p(\theta_1)/p(\theta_2)$ by 2, so that

$$\frac{p(\theta_1 \mid N)}{p(\theta_2 \mid N)} = 2 \frac{p(\theta_1)}{p(\theta_2)},$$

where $N$ means natural. Each further natural observation provides another doubling. Thus 10 naturals will multiply your initial opinion ratio by 1,024, with the result that your revised probability for $\theta_1$ is enormously greater than that for $\theta_2$. Consequently, the large values of $\theta$, near to 1, will have their probabilities increased substantially in comparison with the small values nearer to 0. Here is a numerical example on 10 values of $\theta$ with their initial probabilities, and their final values after 10 natural conclusions.

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>0.99</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p(\theta)$</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>$p(\theta \mid D)$</td>
<td>0.02</td>
<td>0.08</td>
<td>0.25</td>
<td>0.65</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
(10 equally spaced values of \( \theta \) are taken, though 0.99 replaces the dogmatic 1.00; 
\( D \) denotes data of 10 natural observations and the probabilities unstated are all
zero to two decimal places.) It will be seen that, as a result of the data, \( \theta \) is almost
surely not below 0.7 and the only really credible values are 0.9 and 0.99. This is with
\( n - r = 10 \); the data quoted above had \( n - r = 980 \), with the result that \( \theta \) must be
very close to 1. More detailed analysis shows that \( \theta \), the chance of a natural
explanation, then has probability about 0.95 of exceeding 0.997 and it may be
concluded that very few, if any, aliens have arrived.

All the assumptions made above are reasonable, at least as good approximations, except for one, that the two errors that result in a doubtful classification are
equal, \( \alpha = \beta \). It is sensible to think that a situation that is truly UFO related is
more likely to be classed as doubtful, chance \( \beta \), than a natural phenomenon
remaining doubtful, chance \( \alpha \). If this is so, it is necessary to return to (12.8), where
the factorization of terms in \( \theta \) from those in \( \alpha \) and \( \beta \), that was used above, does not
obtain. Without the factorization, the number \( r \) of doubtful sightings becomes
relevant and it is necessary to use methods of calculation that are more technical
than can be contemplated here. The conclusion, using them, is that the same
effect, of making your probability distribution of \( \theta \) concentrate near 1, continues
to hold but that the concentration is rather less dramatic. For example, with 980
cases classed as natural and 20 doubtful, the effect is similar to 40 doubtful under
the assumption \( \alpha = \beta \). Thus the conclusion that UFO visitations, if they occur at
all, are extremely rare, persists.

**12.8. CONGLOMERABILITY**

In §5.4 it was explained that everything in the probability calculus follows from the
three rules, except for the little matter of conglomerability, which we promised
to discuss further. This we now do, the delay arising because the example of the
envelopes in §12.5 is the first occasion where the notion is relevant. This section can
be omitted, but it does provide some little insight into the difficulties mathematicians
encounter when they introduce infinities, like the infinity of the integers 1, 2, 3, \ldots
continuing forever. Infinity is such a useful concept that it cannot be jettisoned;
nevertheless, it does require careful handling.

Suppose that you think the events \( E_1, E_2, \ldots, E_n \), finite in number, are exclusive, only one of them can be true, and exhaustive, one of them must be true; then your
probabilities for them, \( p(E_i) \), must add to 1 and they are said to form a partition
(§9.1). Consider another event \( F \); your probability for it can be found by extending
the conversation to include the \( E \)'s and to do so will involve taking the products
\( p(F \mid E_i)p(E_i) \) for each \( E_i \) and adding all \( n \), to obtain \( p(F) \) as in §9.1. Now suppose
that \( p(F \mid E_i) \) is the same for each \( E_i \) and denote their common value by \( \kappa \). The
products will be \( \kappa p(E_i) \) and their sum will be \( \kappa \) since the \( p(E_i) \) add to 1. Conse-
quently, for a finite partition and an event \( F \), if your probability for \( F \) is the same
conditional on each member of the partition, it has the same value unconditionally:
\( p(F \mid E_i) = \kappa \), for all \( E_i \), implies \( p(F) = \kappa \). This property is termed conglomerability
and will be defined more precisely below. The question we now address is whether this need be true for an infinite partition. The surprising answer is “No”. Here is an example of the property failing.

Suppose you are told that the amounts of money in the envelopes in §12.5 could be $1, 2, 3, \ldots$ without limit, in terms of a unit such as a penny, and that you think all values are equally probable. Consider the partition of these values into

$$
(1 2 4) \quad (3 6 8) \quad (5 10 12) \quad \ldots, \text{ and so on.}
$$

Thus $E_1$ is the event of obtaining either 1, 2, or 4 pennies on opening the envelope. The rule here is clear, the odd values are each assigned one to a triplet, whereas the even values go in pairs to the triplets. Notice that such a partition is not available for a finite number of consecutive integers since you would run out of even numbers before all the odd ones had been introduced. Let $G$ be the event of obtaining an even number of pennies. Then the assessment $p(G \mid E_i) = 2/3$ follows since $E_i$ contains twice as many even values as odd and all values have the same probability for you. If conglomerability held for this infinite partition, it would follow that $p(G)$ is also $2/3$.

Next consider another partition, $F_1, F_2, F_3, \ldots$

$$
(1 3 2) \quad (5 7 4) \quad (9 11 6) \quad \ldots, \text{ and so on,}
$$

with the roles of odd and even reversed from the other partition. The same argument will give $p(G \mid F_i) = 1/3$ and, if conglomerable, $p(G) = 1/3$ in contradiction with the other partition. It is therefore impossible that the result for a finite partition holds for these particular infinite partitions. On the other hand, if $p(G \mid E_i) = \kappa$ for all $E_i$, it seems compelling that $p(G) = \kappa$. There is a natural connection with the sure-thing principle of §10.5 in that if whatever happens (whatever event of the partition obtains) the result is the same, that result must be true overall. There is another important reason for thinking the result should hold. If it does, most difficulties in probability involving infinities are resolved. Care still needs to be exercised but no contradictions are known to arise. Notice that, in the example here, it was assumed that all amounts of money were equally probable and that the same assumption, Equation (12.6) of §12.5, led to anomalies with the two envelopes. It was seen that the envelope problem could be resolved by abandoning this assumption and the same feature applies here.

The upshot of the discussion is that it is usual to introduce a fourth rule of probability, which cannot, as the above example shows, be deduced from the three others. It cannot be derived from our standard without some assumption concerning an infinity of balls. The rule is therefore one of mathematical convenience that impinges on reality through examples like that of the envelopes. It remains only to state the rule precisely.

**Conglomerable rule.** If, on knowledge base $K$, the events $E_1, E_2, \ldots$ are, for you, exclusive and exhaustive; and $F$ is another event that, for you, has $p(F \mid E_i) = \kappa$, the same for every $E_i$, then $p(F) = \kappa$. 

**CONGLOMERABILITY** 225
13.1. NONREPEATABLE EVENTS

It has been shown in Chapter 7 how you may assess your probabilities in many cases using classical ideas of equiprobable outcomes or, more often, by employing frequency concepts. Historically these have been the most important and have led to the most valuable applications. However, there remain circumstances where neither of these ideas is relevant and resort has to be made to other methods of assessment; to other methods of measuring your uncertainty. For example, if you live in a democracy, the event that the political party you support will win the next election is uncertain, yet no equiprobable cases nor frequency data exist. It is clearly unsound to argue that because over the past century your party has been successful only 22% of the time, your probability of success now is around 0.22, for elections are not usually judged exchangeable. No really sound and tested methods exist for events like elections and as a result, this chapter is perhaps the most unsatisfactory in the book. What is really needed is a co-operative attack on the problem by statisticians and psychologists. Unfortunately the statisticians have been so entranced by results using frequency, and the psychologists have concentrated on valuable descriptive results, that a thorough treatment of the normative view has not been forthcoming. What follows is, hopefully, not without value but falls short of a sound analysis of the problem of assessing your probability for a nonrepeatable event.

The treatment makes extensive use of calculations using the three basic rules of probability. Readers who are apprehensive of their own mathematical abilities might
like to be reminded that those rules only correspond to properties of proportions of different balls in an urn (§5.4) so that, if they wish, they can rephrase all the calculations that follow in terms of an urn with 100 balls, some of which, corresponding to the event $A$ below, are red, the rest, $A^c$, white; while some are plain corresponding to $B$ and others spotted for $B^c$. With a little practice, probabilities are easier to use, but the image of the urn is often found simpler for the inexperienced. An alternative strategy would be to write computer programs corresponding to the rules and use these. But initially it is better to experience the calculations for yourself rather than indulge in the mystique of a black box, however useful that may ultimately turn out to be.

Suppose you are contemplating a nonrepeatable, uncertain event, which we will refer to as $A$. You wish to assess your probability $p(A)$ for the event on some knowledge base that will be supposed fixed and omitted from both the discussion and the notation. Because readers are interested in different things and, even within a topic, have divergent views, it is difficult to produce an example that will appeal to all. The suggestion is that you take one of the examples encountered in Chapter 1 to help you think about the development that follows. Perhaps the simplest is Example 1, the event $A$ of “rain tomorrow”, with “rain on the day after tomorrow” as the event $B$ introduced later. With one event being contemplated, the only logical constraints on your probability are convexity, that it lies between 0 and 1, both extremes being excluded by Cromwell, and that your probability for the complement $A^c$ is $1 - p(A)$. In practice you can almost always do better than that because some events are highly improbable, like a nuclear accident at a named power plant next year, whence $p(A)$ is near 0. Others are almost certain and have $p(A)$ near to 1. In both these cases the difficult question is how near the extremes are. Other events are highly balanced, as might be the election, and therefore $p(A)$ is nearer $\frac{1}{2}$. Generally, people who are prepared to co-operate and regard the assessment as worth thinking about are willing to provide an interval of values that seem reasonable for them. Suppose that you feel your probability $p(A)$ for the event $A$ lies between 0.5 and 0.7 but are reluctant to be more precise than that. This is not to say that smaller or larger values are ruled out, but that you feel them rather unreasonable. It is this willingness to state an interval of values that has led to the concept of upper and lower probabilities in §3.5, an avenue not explored here, preferring the simplicity of the single value, if that can be assessed, for reasons already given.

13.2. TWO EVENTS

With a single event, this seems about as far as you can go and the attainment of a precise value, like 0.6, let alone 0.6124, is beyond reach. You can think about your probability of the event being false, but this is so naturally $1 - p(A)$ that this scarcely helps. However, if a second, related event, $B$, is introduced the two other rules of probability, addition and multiplication, come into play and since, with convexity already used, you have all the basic rules upon which all others depend, there is a real opportunity for progress, essentially because coherence can be exploited in full. As has been seen in §4.2, with two events, $A$ and $B$, there are three probabilities to be assessed, $p(A)$ already mentioned and two others that express your appreciation
of the relationships between the events in the form of your probabilities for \( B \), both when \( A \) is true and when it is false. These are \( p(B \mid A) \) and \( p(B \mid A^c) \) that, together with \( p(A) \), completely express your uncertainty about the pair of events. Each of these probabilities can take any value between 0 and 1, irrespective of the values assumed by the other two. Again in practice, people seem able to give intervals within which their probabilities lie. In the table, which will frequently be referred to in what follows, an example has been taken in which you feel \( p(B \mid A) \) lies between 0.2 and 0.3, while \( p(B \mid A^c) \) lies between 0.6 and 0.8. These values appear in the top, left-hand corner of the table and imply that the truth of \( A \) leads you to doubt the truth of \( B \) in comparison with your opinion when \( A \) is false, \( A^c \) is true. In the language of §4.4, you think the two events are negatively associated.

As an aside, it would be possible for you to proceed differently and to contemplate four events derived from the two original ones, namely,

\[
A \text{ and } B, \quad A \text{ and } B^c, \quad A^c \text{ and } B, \quad A^c \text{ and } B^c,
\]

the last, for example, meaning that \( A \) and \( B \) are both false. This partition would lead to four assessments, which must necessarily add to 1, so to only three being free for you to assess, as with the method in the last paragraph. However, the partition is generally not as satisfactory as the method we go on to use because it only exploits the addition rule, in adding to 1, whereas ours uses the multiplication rule as well. Nevertheless, the choice is yours, you may be happier using the partition and be prepared to sacrifice numerical precision for psychological comfort, which is far from absurd. Moreover, from the partition values, you can calculate the conditional probabilities using the multiplication rule.

Returning to the position where you have made rough assessments for \( p(A) \), \( p(B \mid A) \), and \( p(B \mid A^c) \), we recall from §4.2 that it would be possible for you to contemplate the events and their probabilities in the reverse order, starting with \( p(B) \) and then passing to the dependence of \( A \) on \( B \) through \( p(A \mid B) \) and \( p(A \mid B^c) \), these values being determined from the first three by the addition and multiplication rules, so that no new assessment is called for. To see how this works, take the mid-points of the three interval assessments already made and consider what these intermediate values imply for your probabilities when the events are taken in the reverse order. Recall, from the table, the three intermediate values are

\[
p(A) = 0.60, \quad p(B \mid A) = 0.25, \quad p(B \mid A^c) = 0.70
\]

listed as (13.1) in the table.
The rule of the extension of the conversation in §5.6, here from \(B\) to include \(A\), enables \(p(B)\) to be found,

\[
p(B) = p(B \mid A)p(A) + p(B \mid A^c)p(A^c) \\
= 0.25 \times 0.6 + 0.7 \times 0.4, \quad \text{using} \quad p(A^c) = 1 - p(A) \\
= 0.15 + 0.28 = 0.43.
\]

Bayes rule (§6.3) enables your view of the dependence of \(A\) on \(B\) to be found.

\[
p(A \mid B) = p(B \mid A)p(A) / p(B) \\
= 0.25 \times 0.6 / 0.43 = 0.15 / 0.43 = 0.35,
\]

\(p(B)\) coming from the calculation just made. Similarly

\[
p(A \mid B^c) = p(B^c \mid A)p(A) / p(B^c) \\
= 0.75 \times 0.6 / 0.57 = 0.45 / 0.57 = 0.79,
\]

where the result, that your probability for the complement of an event is one minus your probability for the event, has been used twice. We repeat: if your probabilities had been

\[
p(A) = 0.6, \quad p(B \mid A) = 0.25, \quad p(B \mid A^c) = 0.7, \quad (13.1)
\]

then necessarily

\[
p(B) = 0.43, \quad p(A \mid B) = 0.35, \quad p(A \mid B^c) = 0.79 \quad (13.2)
\]

and you have no choice in the matter, this is coherence using the full force of the rules of probability. These implications, with the numbering of the equations, are shown in the table following the arrows.

You may legitimately protest that you did not state values originally but gave only ranges. True, and it would be possible to calculate intervals, using the rules of probability, for the new assessments, but this gets a little complicated and tedious, so let us just stay with the intermediate values (13.1) and their implications (13.2), not entirely forgetting the intervals. With these implications available, you can think whether they seem sensible to you. Alternatively, you could before doing the calculations above that lead to (13.2), assess reasonable ranges for the probabilities in (13.2). Again we will omit these complications and ask you to consider the values in (13.2) produced by straight calculations from (13.1).

In the hypothetical example, suppose that you consider the value for \(p(A \mid B^c)\) at 0.79 to be excessively high, feeling 0.6 is more sensible, but that the other two probabilities in (13.2) are reasonable. Then with

\[
p(B) = 0.43, \quad p(A \mid B) = 0.35, \quad p(A \mid B^c) = 0.6, \quad (13.3)
\]
you may reverse the process used above, with Bayes rule and the extension of the conversation, to obtain the implication

\[
p(A) = 0.49, \quad p(B \mid A) = 0.31, \quad p(B \mid A^c) = 0.55 \tag{13.4}
\]

in lieu of (13.1). The calculations are left to the reader and the results are displayed in the table following the arrow. Now these implications are disturbing for each of the values in (13.4) lie outside your original intervals, the first two only slightly but the last more seriously. It therefore looks as though the shift of \(p(A \mid B^c)\) from 0.79 in (13.2) to 0.6 in (13.3) is too extreme and requires amendment. Looking at (13.2) again, suppose you feel that the dependence of \(A\) on \(B\) that they express is too extreme, your probability of \(A\) changing from 0.35 to 0.79 according as \(B\) is true or false. Perhaps you were correct to lower the latter but that the same effect might better be achieved by raising the former and lowering the latter rather less, leading to

\[
p(B) = 0.43, \quad p(A \mid B) = 0.40, \quad p(A \mid B^c) = 0.72 \tag{13.5}
\]

in place of (13.3).

Now you can apply Bayes rule and the extension to calculate the new implications for your original probabilities with the results

\[
p(A) = 0.58, \quad p(B \mid A) = 0.29, \quad p(B \mid A^c) = 0.61, \tag{13.6}
\]

shown in the table. Again comparing these with your original intervals, you notice that all the values in (13.6) lie within them, which is an improvement on (13.5), but that both the conditional probabilities are at or near the ends of their respective intervals, which suggests bringing them in a little to

\[
p(A) = 0.58, \quad p(B \mid A) = 0.26, \quad p(B \mid A^c) = 0.65, \tag{13.7}
\]

leaving \(p(A)\) unaltered. Bayes and the extension imply

\[
p(B) = 0.42, \quad p(A \mid B) = 0.36, \quad p(A \mid B^c) = 0.74, \tag{13.8}
\]

all of which are shown in the Table.

### 13.3. COHERENCE

If we stand back from the numerical details and consider what has been done in the last section, it can be seen that, starting from a triplet of probabilities (13.1), each of which can freely assume any value in the unit interval, the implications for another triplet (13.2) have been calculated using coherence. This new triplet can be amended according to your views and the calculations reversed, with the events
interchanged, leading back to new values for the original triplet. If that amendment
does not work, another can be tried and its implications tested. This process of
going backward and forward between the two triplets of probabilities will hope-
fully lead to a complete sextet that adequately expresses your uncertainties about
the two events, as we suppose (13.7) and (13.8) to do in the example. The key idea
is to use coherence to the full by employing all three of the basic rules of probability,
achieving this coherence by a series of adjustments to values which, although
coherent, do not adequately express your uncertainties. Essentially, you look at the
solution from two viewpoints, of $A$ followed by $B$, and then $B$ followed by $A$, until
both views look sound to you. This section is concluded with a few miscellaneous
remarks on the procedure.

The method just described uses two related events, $A$ and $B$, but it can be
improved by including a third event $C$. Contemplating them in the order $A$, $B$ and
then $C$, the assessments with the first two proceed as above but the addition of $C$
leads to four additional probabilities

$$p(C \mid AB), \quad p(C \mid AB^c), \quad p(C \mid A^cB), \quad p(C \mid A^cB^c)$$

each of which can freely assume any value in the unit interval. This requires seven
assessments in all, three originally and four new ones. There are six possible orders
in which the three events can be contemplated, namely

$$ABC, \quad ACB, \quad BAC, \quad BCA, \quad CAB, \quad CBA,$$

leading to passages backward and forward between them and vastly increased
possibilities for exploiting coherence. This extension is naturally much more complica-
ted but, with the help of computer programs that use Bayes rule and the extension
of the conversation, is not unrealistic.

This method for probability assessment is analogous to that used for the mea-
urement of distances, at least before the use of satellites, in that several measure-
ments were made, surplus to the minimal requirements, and then fitted together by
coherence. For distances, coherence is provided by the rules of Euclidean geometry.
replacing the rules of probability that we used. With two events, six probabilities
were used instead of the minimal three. Coherence, ordinarily expressed through
rules described in the language of mathematics, is basic to any logical treatment of a
topic, so that our use is in no way extraordinary.

There are situations where the procedure outlined above is difficult to pursue
because some uncertainties are hard for you to think about. For example, suppose
event $A$ precedes event $B$ in time, when $p(B \mid A)$ and $P(B \mid A^c)$ are both natural,
expressing uncertainty about the present, $B$, given what happened with $A$ in the past;
whereas $p(A \mid B)$ and $p(A \mid B^c)$ are rather unnatural, requiring you to contemplate the
past, given present possibilities. The method is still available but may be less
powerful because the intervals you ascribe to the unnatural probabilities may be
rather wide. Notice however that there are occasions when the unnatural values
are the important ones, as when $A$ is being guilty of a crime and $B$ is evidence
consequent upon the criminal act. The court is required to assess the probability of
guilt, given the evidence, $p(A \mid B)$ or $p(G \mid E)$ in the notation of §6.6.

The coherent procedure can be simplified by the use of independence, though it is
rather easy to misuse this elusive concept. For example, in considering three events,
it might be reasonable to assume that $A$ and $C$ are, for you, independent given $B$, so
that $p(A \mid BC)$ reduces to $p(A \mid B)$ and others similarly, thereby reducing the number
of probabilities to be assessed. The danger lies in confusing your independence of
$A$ and $C$, given $B$, with their independence, given only your knowledge base (see
§8.8). There is one situation where independence has been used with great success
in contemplating events that occur in time or space. Here we discuss only the
temporal case. Let $A_1, A_2, \ldots$ be similar events that occur on successive days, thus $A_i$
might be rain on day $i$. Then the natural, and ordinarily important, uncertainties con-
cern rain today, given rainfall experience in the past; for example, $p(A_5 \mid A_4A_3A_2A_1)$,
your probability for rain on day 5, Thursday, given that it also rained on days 4 and 1,
Wednesday and Sunday, but not on days 3 and 2, Tuesday and Monday. An extreme
possibility is to assume the past experience from Sunday to Wednesday does not affect
your uncertainty about Thursday, when we have the familiar independence and the
Bernoulli series of §7.4 if, in addition, $p(A_i)$ is the same for all $i$. A more reasonable
assumption might be that today’s rain depends only on yesterday’s experience and not
on earlier days, so that, in particular, the above probability becomes $p(A_5 \mid A_4)$. The
general form of this assumption is to suppose that, given yesterday’s experience, here
$A_4$, today’s $A_5$, is independent of all the past, $A_3^c, A_2^c, A_1$ and even further back. Such a
sequence of events is said to have the Markov property. Independence is an important,
simplifying assumption that should be used with care. The Markov form has been most
successful, producing a vast literature. It is a popular generalization of exchangeability
because, by using various tricks, so many phenomena can be judged to have the
Markov property.

Mention was made in §11.7 of the scientist’s use of small and large worlds.
Similar considerations apply here in the use of coherence to aid your assessment of
your probabilities. Essentially, the thesis expounded in this chapter is that your
small world can be too small and, by enlarging it, you can better determine your
uncertainties. Confining your attention to a single event, and its complement, may be
inadequate so that your world is far too small to take advantage of the power of
coherence. By adding a second, related event you can use the full force of coherence
in the larger world in the manner described in §13.2. Even this may not be enough
and a third event may need to be included before your uncertainties can be ade-
quately described in the yet larger world with three events. A striking example of this
was encountered with Simpson’s paradox in §8.2 where the relationship between
disease and treatment could only be understood by including a third factor, sex.
There is an unfortunate tendency these days for discussion to take place in too small
a world with a possible distortion of the situation. As these words are being written
there is a discussion being conducted about crime, its nature, its prevention, and its
punishment. Yet there is one factor commonly omitted, namely poverty and the role
it plays in the types of crime under consideration. Another factor that is possibly
relevant is drug-taking. There comes a point where the enlargement of your small
world has to stop because the analysis becomes impossibly complicated. Scientists have often been most successful in finding worlds that are sufficiently small to be understood, often using sophisticated mathematics, but are adequate to make useful predictions about future data. Economists have perhaps been less successful. The achievement of a balance between the simplicity of small worlds, the complexity of large ones, and the reality of our world, is a delicate one. The essence of the approach here is that you should not make your world too small when discussing uncertainty.

13.4. PROBABILISTIC REASONING

In Chapter 2 it was emphasized that the approach adopted in this book would be based on reason. This is perhaps contrary to the practice in most writing where, to use the language of §2.5, the result is more descriptive than normative. Now that uncertainty has been studied and probability developed as the reasoned way to study the phenomenon, we can go back and look at the implications that the development has on the reasoning process itself. Though the earlier discussion may have deplored the lack of reasoning in everyday life, there are occasions where it is used with advantage. Here is a simple example.

Economists might reason that, were the government to increase taxation, people would have less money in their pockets and so reduce their spending; traders would suffer and a recession result. This is surely a reasoned argument, though some may claim the reasoning is at fault, but there is one thing wrong with the reasoning process itself in that it does not allow for uncertainty. In other words, the methodology is defective irrespective of any flaws in the economic reasoning. It is simply not true that the increase in taxes will result in a recession, the most that could be said is that it is highly probable that increased taxation will result in a recession. In the style developed in this book, the probability of a recession, given increased taxes, is large. Notice incidentally, the condition here is a “do” operation, rather than “see” (§4.7). Our contention is that reasoning itself, with the emphasis on truth and implication, can be improved by incorporating uncertainty, in the form of probability, into the process. As has been mentioned in §5.4, logic deals with two states only, truth and falsity, often represented by the values 1 and 0, respectively, so that $A = 1$ means that the event $A$ is true. On the other hand, probability incorporates the whole unit interval from 0 to 1, the two end points corresponding to the narrower demands of ordinary logic. Essentially, the calculus of probability is a significant generalization of logical reasoning. To support this claim an example of probabilistic reasoning now follows but, in presenting it, it must be pointed out that the emphasis is on the probability aspect, not on the economics that it attempts to describe. The probabilities that appear are mine; I am the “you” of the treatment. A statistician’s task is to help the expert, here an economist, articulate their uncertainties and really “you” should be an economist. The style of the analysis is sound; the numerical values may be inappropriate.
13.5. TRICKLE DOWN

A thesis, put forward in the years when Britain had a government led by Mrs. Thatcher, was that if the rich were to pay less tax, the top rate of tax being lowered from about 80% to around 40%, the consequent increase in their net salaries would encourage greater efficiency on the part of the rich, thereby increase productivity and that ultimately the poor would share in the prosperity. In other words, more money for the rich would also mean more for the poor. It was termed the “trickle-down effect.” Although said with some assurance by the politicians, there is clearly some uncertainty present so that a study using probability might be sensible.

We begin by contemplating two events:

\[ L \text{ there is less tax on the rich,} \]
\[ R \text{ the poor get richer.} \]

A more sophisticated approach would refer, not to events, but to uncertain quantities (§9.2) measuring the decrease in tax and the increase in wages for the poor but, to avoid technical problems, we here consider only events. In terms of them, the trickle-down effect can be expressed by saying that the probability of the poor gaining is higher if the top rate of tax is reduced, than otherwise. In symbols

\[ p(R \mid L) \text{ is greater than } p(R \mid L^c) \]

for a “you” who believes in the effect. Since the effect must operate through the gross domestic product (GDP), the conversation is extended to include the event

\[ G \text{ the GDP increases by more than 2%}, \]

during some period under consideration. Technological advances can account for a 2% increase whatever government is in power, so the best the changes to taxation would achieve is an increase beyond 2%. With three events, \( L, R, \) and \( G \), we are ready to introduce probabilities. The events arise in the natural order, \( L \) first, which affects \( G \) and then the poor share in the increase, \( R \); so the events are taken in that order. \( L \) is an act, a “do”, and has no uncertainty.

According to the reasoning used by the government, the event \( L \) of less tax will result in an increase in GDP, event \( G \). Inserting the uncertain element, the firm assertion is replaced by saying \( G \) is, for you, more probable under \( L \) than under \( L^c \).

Suppose you think about this and come up with the values

\[ p(G \mid L) = 0.8 \text{ and } p(G \mid L^c) = 0.4. \] (13.9)

The next stage is to include the poor through the event \( R \). Consider first the case where the GDP does increase beyond its natural value, event \( G \), and contrast the two cases, \( L \) with the tax reduction, and \( L^c \) without. For a fixed increase in GDP, the rich
will consume more of it with $L$ than with $L^c$ because in the former case they will have more money to spend, with the result that the poor will benefit less under $L$ than with $L^c$. Essentially the poor’s share will diminish under $L$ because the rich have the capacity to increase theirs, recalling that this is for a fixed increase in GDP. However, both groups will probably do well because of the increase in prosperity due to the higher GDP. Putting all these considerations together suggests that the values

$$p(R \mid GL) = 0.5 \quad \text{and} \quad p(R \mid GL^c) = 0.7 \quad (13.10)$$

reasonably reflect them, both probabilities being on the high side but that, given $L$, being the smaller.

Next pass to the case where the GDP does not increase beyond its natural value, event $G^c$. It will still probably remain true that, with the tax breaks, the rich will consume more of the GDP than if they had not had them, so that the poor will get less. On the contrary, neither group will do as well as with $G$ because there is less to be shared. The values

$$p(R \mid G^cL) = 0.2 \quad \text{and} \quad p(R \mid G^cL^c) = 0.4 \quad (13.11)$$

might reasonably reflect these considerations.

It was seen in §8.8, that with three events, there are seven probabilities to be assessed in order to provide a complete structure. Here, one event, $L$, has no uncertainty, it is either done or not, so only six values have to be found and these are provided in (13.9), (13.10), and (13.11) above. The probability calculus can now be invoked and the conversation extended from the events of importance, $R$ and $L$, to include $G$. First with the tax relief $L$

$$p(R \mid L) = p(R \mid GL)p(G \mid L) + p(R \mid G^cL)p(G^c \mid L)$$

$$= 0.5 \times 0.8 + 0.2 \times 0.2 = 0.4 + 0.04 = 0.44,$$

and then with $L^c$

$$p(R \mid L^c) = p(R \mid GL^c)p(G \mid L^c) + p(R \mid G^cL^c)p(G^c \mid L^c)$$

$$= 0.7 \times 0.4 + 0.4 \times 0.6 = 0.28 + 0.24 = 0.52.$$

As a result you think that the poor will probably do better without the tax relief for the rich, 0.52, than with it, 0.44, and the probability development does not support the trickle-down effect.

The essence of the above argument is that if you include the GDP, then the poor are likely to have a smaller share of it if the rich get their tax breaks, and this whatever the size of the GDP. On averaging over values of the GDP, the reduction persists. Notice that what happens with both $G$ and with $G^c$ does not necessarily happen when the status of the GDP is omitted, as we saw with Simpson’s paradox in
§8.2, but here the values suggested in (13.10) and (13.11) do not lead to the paradox. (A reader interested in comparing the calculation here with that with Simpson may be helped by noting that $R$ here corresponds to recovery, $L$ to the treatment, and $G$ to sex.)

Before leaving the discussion, let me emphasize the point made at the beginning, namely that the emphasis is on the methodology of the discussion and not on its economic soundness. It would be possible for the reader, acting as another “you”, to replace some, if not all, of the probabilities used above, by other probabilities in order to produce an argument that supports the trickle-down effect. The discussion in this section, indeed throughout the book, is not intended to be partisan but only to demonstrate a form of reasoning, using uncertainty, intended to shed new light on a problem. One feature of the general approach is that it incorporates other considerations that may be relevant to the main issue. Here GDP has been included to relate tax on the rich to well-being of the poor. The tool here is coherence; fitting the uncertainties together in a logical manner. By being able to calculate other probabilities from those initially assessed, it is possible to look at different aspects of the problem. The inclusion of more features brings with it more opportunities to exploit coherence and more checks on the soundness of the uncertainties that have been assessed. More features involve more complexity, but the process only requires the three rules of probability. These are suitable for use on a computer. I envisage an analysis in which a decision maker, “you”, thinks about some uncertainties, leaving the computer to calculate others. The presentation here has been in terms of beliefs but extends to action because utility is itself expressed in terms of probabilities as was seen in §10.2. The claim here is that we have a tool that enables you both to think and to act, while a computer supplies checks on the integrity of your thoughts and actions.

13.6. SUMMARY

The methods described in this chapter all depend on the concept of coherence, of how your beliefs fit together. Indeed, it can be said that all the arguments used in this book revolve around coherence. With the single exception of Cromwell’s rule, which excludes emphatic beliefs about events that are not logically proven, none of the material says what your beliefs should be; none of your probabilities are proscribed. There are many cases where it has been suggested that specific probabilities are rather natural, such as believing the tosses of a coin to be exchangeable; or based on good evidence, such as believing a new-born child is equally likely to be of either sex. But there is no obligation on you to accept these beliefs, so that you can believe that, when you have tossed the coin 10 times with heads every time, the next toss will probably be tails, to make up the deficit; or a pregnant woman believes that the child she bears is male. Neither of these beliefs is wrong; the most that can be said is that they are unusual or incoherent.

At first sight, this extremely liberal view that you can believe what you like looks set to lead to chaos in society, with us all having different opinions and acting
in contrary ways. However, coherence mitigates against this. We saw in the simple example in §6.9 of the red and white urns that, whatever your initial belief about the color of the urn, provided you updated this belief by Bayes rule, the continual withdrawal of more white balls than red would raise your probability that the urn was white to nearly 1, so that everyone would be in the same position, irrespective of any initial disagreements. Generally, if there are a number of theories, data will eventually convince everyone who has an open mind that the same theory is the correct one. It is our shared experiences that lead us to agreement. But notice this agreement depends on your use of Bayes rule, or generally on coherence in putting all your beliefs together. Without coherence there is little prospect of agreement. I suggest that in coherence lies the best prospect of social unity on this planet.

In this chapter we have not been nearly so ambitious, being content to argue that you should not contemplate beliefs and probabilities in isolation, but should always consider at least two beliefs so that the full force of the probability calculus may be used. Similarly in decision making, it is important to fit all the parts of the tree together in a coherent way. The lesson of this book—

BE COHERENT.
Epilogue

It is convenient to look back over what has been accomplished in this book and to put the development into perspective, examining both its strengths and its weaknesses. Essentially what has been done is to establish the logic of uncertainty.

Ordinary logic deals with truth and falsehood, whereas our subject has been uncertainty, the situation where you do not know whether a statement is true or false. Since most statements are, for you, uncertain, whereas knowledge, either of truth or falsity, is rare, the new logic has more relevance to you than the old. Furthermore, it embraces the old since truth and falsity are merely the extreme values, 0 and 1, on a probability scale.

We have also seen of what this logic consists, namely, the calculus of probability with its three basic rules of convexity, addition, and multiplication. Many people think of probability merely as a number lying between 0 and 1, the convexity rule, describing your uncertainty of an event. This is only part of the story, and a rather unimportant part at that, because in reality you typically need to consider many uncertain events at the same time before combining them, often with other features, like utility, to produce an answer to your problem. The result established in this book is that these combinations must be effected by the addition and multiplication rules. It is this method of calculation, this calculus, that uniquely provides the logic of uncertainty.

Understanding Uncertainty, by Dennis V. Lindley
Copyright © 2006 John Wiley & Sons, Inc.
Let us recall how this calculus was obtained. We began by making a number of assumptions, often called premises, which we hoped were obviously true and acceptable to all of us. From these premises, the ordinary logic of mathematics was used to derive the rules of probability as inevitable consequences. These results can most effectively be described as establishing

the inevitability of probability,

namely that if you want to handle uncertainty, then you must use probability to do it, there is no choice. This is one important reason why the material expounded here is so essential — there are no alternatives to probability, except simple transforms, like odds. If you have a situation in which uncertainty plays a role, then probability is the tool you have to use. To use anything else will lay you open to the possibility of your being shown up to be absurd, say in the sense of a Dutch book (§5.7) being made against you. Over the last quarter of a century, several procedures have been advocated to handle aspects of uncertainty in management and industry. Many of them flourish for a while, and make their advocates some money, only to disappear because their internal logic, often disguised under a torrent of words, is not that of probability. It is not a question of one method merely being preferred to another. Those not based on probability are wrong.

There is one serious objection to the line of reasoning in the last paragraph which merits consideration. The objection points out that the whole edifice of the probability calculus depends on the premises used to support it; if these fail then the whole structure fails. This is surely correct since all our results are theorems that follow from the premises by the secure logic that is mathematics. I offer two responses to this legitimate rebuttal. The first one has been mentioned before in Chapter 5, namely that many different premises can be used that lead to probability, so lending strength to our claim of inevitability. Nevertheless, there are premises that do not lead to probability. Most of these center on the understandable objection that some people have to measuring uncertainty by a single number, perhaps feeling that this is an oversimplification of a reality that is more complex than can possibly be captured by anything as simple as 0.37. These doubts are reinforced by the very real difficulty all of us experience in determining whether our probability is 0.37; perhaps it should be 0.38 or 0.39. These ideas have led people to suggest replacing the single number by a pair of numbers called upper and lower probabilities, so that you would be able to say your uncertainty lay between 0.35 and 0.40 but that you cannot say precisely where, in this interval, it lay. This confuses the measurement problem with the argument in §3.4 that persuades you there is a unique value. Others have proposed using two numbers, rather than one, to describe uncertainty but in a different form from lower and upper values. They point out that some uncertainties are more firm than others and that their “firmness” should be included as an additional measure. For example, your probability that the next toss of a coin will land heads may be ½, and equally your probability that it will rain tomorrow may be ½, but the first ½ is firmer than the second in that you are sure the first is 0.50, whereas the second might be 0.51, or even 0.60. §7.7 touches on this. Both
approaches lead to two numbers replacing our single value. My response to these ideas is to argue in favor of simplicity and not to venture into the complexity of two numbers until the single value has been seen to be inadequate in some way. Nothing that I have seen suggests that probability is inadequate. In particular, the difficulties raised both by upper and lower values and by firmness can, in my view, be handled within the probability calculus. For example, the value, denoted by the letter \( m \), in §.7.7 expresses how firmly you hold to the initial probability \( g \); all this strictly within the calculus of probability. Of course, there are those who will not admit measurement at all, preferring to use verbal descriptions of uncertainty like “often” or “sometimes”. While these may be adequate for simple situations involving a single event, they are useless when two or more events are under discussion. If one event happens “often” and another “sometimes”, how uncertain is it that they both will happen? “Seldom” perhaps. Language is inadequate on occasions like this and it is a pity that the inadequacy is sometimes not appreciated. Renouncing mathematical reasoning in favour of the verbal method can help a person to follow fallacious arguments to absurd conclusions without seeing that they are absurd.

As we have seen in §10.8, concern about the use of numbers is felt even more strongly when utility is used for consequences. There we pointed out that the numbers do not claim to cover every aspect of a consequence but only those aspects relevant to the problem in hand; any more than the price of a theatre ticket completely describes “Hamlet”. As with probability, even those who accept the need of numbers to describe outcomes, often feel that a single number is too extreme a description of complicated situations. Yet even in simple situations like that discussed in §10.13 with money, expressed in terms of assets, and state of health, you have got to balance cost against improvement in well-being. Once this is recognized, the curves of fixed merit, a notion that does not employ measurement, only comparisons of like with like, emerge naturally. We are then into the position where numerical comparison is sensible. And, as been previously emphasized, the comparison we made was based on probability, because then it becomes possible to combine the two distinct notions of uncertainty and desirability of outcomes into a single measure appropriate for decision making. Always the need to combine ideas is an essential requirement.

Probability is important but it is wrong to overestimate its importance as others, sometimes quite correctly, accuse me of doing. “Oh, Daddy” said one of my children, “you see Bayes in everything”. So let us try to place probability into context and contemplate, not just its brilliance but also its limitations. An analogy may be helpful provided we recognize that analogies can be misleading. In my analogy, probability is a tool to help us understand and act in the real world, just as a spade is a valuable tool for gardeners, enabling them to prepare the soil for planting. A gardener needs several tools; fork, shears, hoe, and so on. Similarly we need concepts associated with probability; utility, expectation, and maximization of expected utility. The analogy may be pressed further by noting that a gardener does not just need the tools, he needs to know how to use them and to judge when and how their use is appropriate. The analogous difficulty is even greater with probability
where considerable experience is needed in structuring a problem so that the concept can be correctly and usefully employed. There is a distinction between decision making as art and as science. We have dealt almost entirely with the science, yet art is needed in relating the orderly mathematics to disorderly reality. Much emphasis has been placed on the differences between art and science, indeed in their conflict, in the concept of the two cultures. Yet they often complement one another, for example, the activities of scientists can never be entirely systematic. They must roam and explore before they can present the logic that we ultimately observe. Even mathematics, the most coldly logical of all subjects, has properly been described as the queen of the arts and, for those who can appreciate it, the proof that the square root of two is irrational is as beautiful as a piece of art by Rembrandt.

No decision problem is such that you can quickly write out the tree, fill in the utilities and probabilities and leave the computer to maximize expected utility. It is much harder than that. All our analysis provides is a set of tools and you have to relate them to the circumstances you face, which is no easy task. What our analysis does is to provide a framework for your thoughts. For example, you are faced with an uncertain situation where one possibility is an event $E$. This immediately draws your attention to its complement $E^c$ and what might arise if $E$ did not occur. This in turn encourages you to think about many other possibilities so that you end up with several branches from the random node. You will never think of everything but the method encourages you to get near to the ideal where every possibility is foreseen. As we said in §10.7, an important element in good decision making is thinking of new possibilities. That is why decision making should be open because the openness will encourage others to criticize your ideas more effectively than you can by yourself. I have just read a book that is largely a catalogue of disastrous decision making, where many of the disasters might have been avoided had the systematic analysis of expected utility been used and criticized. It would also have enabled the importance of small and large worlds, mentioned in §11.7, to be appreciated. Maximization of expected utility provides a framework for thinking; a tool that will improve your encounters with uncertainty. It should never be ignored, yet it is never entirely adequate.

What the analysis of this book provides is a framework for action in the face of uncertainty. It does not tell the whole story of decision making, but does provide a set of ideas that can be filled out to give a full and satisfactory analysis. The framework is science, the filling-out art, the whole being rounded off by science in the form of the computer calculating expectation and searching for maxima. Remember that you have no choice of framework, only probability will do. It is enormously helpful in any enterprise to have a framework on which to hang the ideas being put forward, especially one that will yield a solution, as does MEU. Another merit is that the ideas are firmly based on reason, so that rationality is forced into the process. Yet emotions have to be included as well and they find their proper place in utility, whose clear exposure reveals the features being incorporated into the decision.

Any sound appreciation of the thesis presented in this book must recognize a severe limitation of that thesis, a limitation that prevents it being used in many decision problems whose failure of us to resolve could result in the destruction of
what civilization we possess. The limitation has been mentioned before (§5.11) but its importance justifies repetition.

The thesis is personal.

That is to say, it is a method for “you”. “You” may be an individual, it may be an organization that has to make a decision or a judgment of uncertainty, where the accountant, scientist, engineer, the personnel manager, and the marketing expert can pool their resources to work within our framework. “You” could even be a government concerned with the welfare of its citizens. It could be a government wishing, as in the European Union, to operate in conjunction with others. But it could not be a government in conflict with another; nor a firm that is battling with another for the control of a market. Our theory only admits one probability and one utility. When co-operation is present, as in the jury room or in the board room, a “you” is not unreasonable, but not with conflict. The Prisoner’s Dilemma of §5.11 illustrates.

My own experience was described in the Prologue. My hope is that today, somewhere in the world, there is a young person with sufficient skill and enthusiasm to be given at least five years to spend half their time thinking about decision making under conflict. They will need to be a person with considerable skill in mathematics, for only a mathematician has enough skill in reasoning and abstraction to capture what hopefully is out there, waiting to be discovered. Conflict is the most important mathematical and social problem of the present time.

People often accuse me of putting the Bayesian argument forward as if it was a religion. It is not. Religions are based on faith, though they do have some reasoned elements within them, for example, on moral and ethical questions. The ideas here are based entirely on reason. They do not require an injection of faith but are the same throughout the world. They do not encompass all life but merely provide a tool that should help you in handling this uncertain world.
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</tr>
<tr>
<td>hip surgery</td>
<td>182</td>
</tr>
<tr>
<td>horse race</td>
<td>4, 7, 10, 41, 45, 55, 72</td>
</tr>
<tr>
<td>house purchase</td>
<td>167</td>
</tr>
</tbody>
</table>
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incomes 150
inflation 4, 7, 47–54, 85, 102, 137
influenza 134

leukemia 141
Liberia 2, 8, 12, 19, 32, 44, 54

milk 122
MS 182
mugging 54, 128

NHS 182
NRA 97
nuclear accident 5, 14, 38, 42, 68, 159, 165

opera 168
painting 3
Pandora’s box 8
parking fine 184
portfolio 181
princes in the tower 3, 11, 13, 45
Prussian cavalry 141

rain 2, 35, 39, 43, 54, 137
reincarnation 197
roulette 35, 102, 137

saturated fat 5, 45, 58
selenium 3, 45, 202
skull 6
smoking viii, 24, 58, 122
solar system 22
stock market 4, 45, 153, 191
sunrise 6
telephone operator 139, 146
Trivial Pursuit 3, 32, 44
unemployment 47–54, 85, 102, 129, 131
university fees 129
vaccine 133, 187
voting 137, 159
washing machine 167
weather 104, 115, 232
forecast 7, 77
wedding anniversary 168
whales 24
wheelwright’s shop 191
white christmas 77
yoghurt 122
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Page(s)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>26, 60</td>
<td>Addition</td>
</tr>
<tr>
<td>−</td>
<td>26</td>
<td>Subtraction</td>
</tr>
<tr>
<td>×</td>
<td>26</td>
<td>Multiplication</td>
</tr>
<tr>
<td>÷</td>
<td>26</td>
<td>Division</td>
</tr>
<tr>
<td>=</td>
<td>26</td>
<td>Equality</td>
</tr>
<tr>
<td>ab</td>
<td>27</td>
<td>Product</td>
</tr>
<tr>
<td>a/b</td>
<td>27, 42</td>
<td>Fraction</td>
</tr>
<tr>
<td>a</td>
<td>28</td>
<td>Variable</td>
</tr>
<tr>
<td>a²</td>
<td>27</td>
<td>Square</td>
</tr>
<tr>
<td>( )</td>
<td>28</td>
<td>Parentheses</td>
</tr>
<tr>
<td>[ ]</td>
<td>42</td>
<td>Square bracket</td>
</tr>
<tr>
<td>&gt;</td>
<td>28</td>
<td>Greater than</td>
</tr>
<tr>
<td>&lt;</td>
<td>28</td>
<td>Less than</td>
</tr>
<tr>
<td>&amp;</td>
<td>59</td>
<td>Logical AND</td>
</tr>
<tr>
<td>$E^c$</td>
<td>40</td>
<td>Complement</td>
</tr>
<tr>
<td>K</td>
<td>43</td>
<td>Variable</td>
</tr>
<tr>
<td>EF</td>
<td>59</td>
<td>Variable</td>
</tr>
<tr>
<td>E or F</td>
<td>60</td>
<td>Variable</td>
</tr>
<tr>
<td>E</td>
<td>F</td>
<td>74</td>
</tr>
<tr>
<td>p(E)</td>
<td>39</td>
<td>Probability</td>
</tr>
<tr>
<td>p(E</td>
<td>K)</td>
<td>43</td>
</tr>
<tr>
<td>p(M</td>
<td>L)</td>
<td>50</td>
</tr>
<tr>
<td>p(E</td>
<td>F:GK)</td>
<td>56</td>
</tr>
<tr>
<td>o(E)</td>
<td>41</td>
<td>Variable</td>
</tr>
<tr>
<td>o(F</td>
<td>K)</td>
<td>86</td>
</tr>
<tr>
<td>\ell(E</td>
<td>F)</td>
<td>87</td>
</tr>
<tr>
<td>x,β</td>
<td>201</td>
<td>Variables</td>
</tr>
<tr>
<td>θ</td>
<td>107</td>
<td>Variable</td>
</tr>
<tr>
<td>φ</td>
<td>200</td>
<td>Variable</td>
</tr>
<tr>
<td>iid</td>
<td>115</td>
<td>Statistical term</td>
</tr>
<tr>
<td>s.d</td>
<td>151</td>
<td>Statistical term</td>
</tr>
</tbody>
</table>