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Preface to Developmental Psychopathology,
Second Edition

xi

It has been over a decade since the first two volumes of 
Developmental Psychopathology were published. These 
volumes were extremely well received: They have been
highly cited in the literature and they have served as a
valuable resource for researchers and practitioners alike.
The expansion of the second edition of Developmental
Psychopathology from two to three volumes speaks to the
continued growth of the field, as well as to the ascendance
of theory and research in the area of neuroscience in-
formed by a developmental perspective.

There can be no doubt that the discipline of develop-
mental psychopathology has grown significantly in a rela-
tively short period of time. The more than 30 years that
have elapsed since the initiation of the Schizophrenia
high-risk projects (Garmezy & Streitman, 1974) have
been marked by significant contributions to the field.
Noteworthy among these are the publication of Achen-
bach’s (1974) first text, Rutter and Garmezy’s (1983)
chapter in the Handbook of Child Psychology, and the con-
tinued growth of the journal Development and Psycho-
pathology, including the Millennium Special Issue
entitled Ref lecting on the Past and Planning for the Future
of Developmental Psychopathology (Cicchetti & Sroufe,
2000). A not insignificant contributor to this rapid growth
can be found in the very definitional parameters of the
discipline. Theorists and researchers in the field of devel-
opmental psychopathology use a lifespan framework to
elucidate the many factors that can contribute to the de-
velopment of mental disorders in individuals at high risk,
as well as those operative in individuals who have already
manifested psychological disturbances or who have
averted such disorders despite their high risk status. In
essence, a developmental psychopathology perspective
provides a broad, integrative framework within which the
contributions of diverse disciplines can be incorporated
and enhanced (Cicchetti & Sroufe, 2000). Thus, rather
than having to develop new theories and methods, those

working within a developmental psychopathology frame-
work can build on and extend previously established tradi-
tions. The ability to incorporate knowledge from diverse
disciplines and to encourage interdisciplinary research
will expedite growth within the field of developmental
psychopathology.

As with the previous edition, the current volumes were
not organized exclusively around thematic psychiatric dis-
orders. Rather, authors were encouraged to explore devel-
opmentally relevant theories, methods of assessment, and
domains of functioning. Although many chapters do ad-
dress specific psychiatric disorders, it is the processes that
contribute to the emergence of psychopathology that are
emphasized rather than the psychiatric disorders per se.

Volume I, Theory and Method, presents various ap-
proaches to understanding developmental influences on
risk and maladaptation. As previously, the volume begins
with an explication of the discipline of developmental
psychopathology. Within this chapter, a number of signifi-
cant advances within the field are noted, including the in-
creased attention to processes and mechanisms, the use of
multiple levels of analysis, the rise of developmental neuro-
science, and the evolution of translational research para-
digms. Chapters address a range of topics, including
approaches to diagnoses of disorders, developmental epi-
demiology, diverse theoretical perspectives, various con-
textual issues, and new frontiers in statistical techniques
for developmental phenomena. The volume concludes with
a chapter on prevention and intervention.

Volume II, Developmental Neuroscience, was added to ac-
knowledge the significant growth in this area since the pub-
lication of the first edition of this Handbook. Given the
seminal historical role that neuroscience played in the
emergence of developmental psychopathology (Cicchetti,
1990; Cicchetti & Posner, 2005), it is only fitting that de-
velopmental neuroscience has both informed and been in-
formed by developmental psychopathology theorizing.



Neural plasticity, brain imaging, behavioral and molecular
genetics, stress and neurobiology, immunology, and envi-
ronmental influences on brain development are covered in
this volume.

Volume III, Risk, Disorder, and Adaptation presents
various perspectives on contributors to disorder. For exam-
ple, chapters address the role of social support, family
processes, and early experience on adaptation and mal-
adaptation. Other chapters address specific disorders, in-
cluding mental retardation, language disorders, Autism,
disorders of attention, obsessive-compulsive disorders,
Tourette’s syndrome, social anxiety, Schizophrenia, anti-
social disorders, substance abuse, and dissociative disor-
ders. A number of chapters on resilience despite adversity
also are included. The volume concludes with a chapter on
stigma and mental illness.

All authors were asked to conclude their chapters with
discussions of future research directions and needs. Thus,
these volumes serve not only to highlight current knowl-
edge in the field of developmental psychopathology, but
also to suggest avenues to pursue for progress to continue.
In particular, it is increasingly important to incorporate
multiple-levels-of-analysis approaches when investigating
maladaptation, psychopathology, and resilience (Cicchetti
& Blender, 2004; Cicchetti & Dawson, 2002). The exami-
nation of multiple systems, domains, and ecological levels
in the same individuals over developmental time will yield
a more complete depiction of individual patterns of adapta-
tion and maladapation. Moreover, such methods are likely
to be extremely valuable in elucidating how interventions
may affect brain-behavior relations (see, e.g., Caspi et al.,
2002, 2003; Cicchetti & Posner, 2005; Fishbein, 2000;
Goldapple et al., 2004; Kandel, 1979, 1998, 1999). Such 
endeavors could result in significant progress toward under-
standing psychopathology, highlighting efficacious inter-
ventions, and ultimately decreasing the burden of mental
illness (Cicchetti & Toth, in press).

I now turn to more personal considerations. Although
Donald Cohen is no longer with us, he worked closely with
me as we developed our plans for the second edition of De-
velopmental Psychopathology. Given our collaboration on
the first edition of the volumes and our discussions leading
up to the publication of these volumes, I thought it only fit-
ting that he be listed as my coauthor. I believe in my heart
that Donald would be pleased to have his name affiliated
with these volumes and when I shared this plan with his
wife, Phyllis, she gave her enthusiastic endorsement. How-
ever, I hasten to add that, unfortunately, Donald’s illness
and untimely death precluded his active involvement in ed-
iting the chapters in these volumes. Thus, despite our many
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conversations as the plan for these volumes unfolded, I
alone am responsible for the final editing of all chapters.

In closing, I want to dedicate these volumes to my dear
friend, Marianne Gerschel. Marianne is a true visionary
and she has contributed significantly to my work in the
area of developmental psychopathology. Without her belief
in the value of this field, my efforts and accomplishments
would have been greatly compromised.

Finally, as I write this preface, I am ending a significant
era in my life. After more than two decades as the director
of Mt. Hope Family Center, I am leaving Rochester to
accept a position at the Institute of Child Development,
University of Minnesota. There I will be the director of 
an interdisciplinary center that will emphasize a multiple-
levels-of-analysis approach to research and intervention in
developmental psychopathology.

This transition is difficult, as Mt. Hope Family Center
and my colleagues there have contributed greatly to the
growth and development of the field of developmental
psychopathology. It is reassuring to know that Mt. Hope
Family Center will continue to build upon a solid founda-
tion under the capable directorship of my long-time collab-
orator and friend, Sheree L. Toth. Although I welcome the
new opportunities and challenges that await me, I cannot
help being a bit sad to leave. My spirits are buoyed by the
knowledge that my work at Mt. Hope Family Center will
continue and by my excitement at returning to my roots at
the Institute of Child Development where I will have both
University and community support to use the field of devel-
opmental psychopathology to extend my vision for helping
disenfranchised individuals and families throughout the
nation and the world.

DANTE CICCHETTI, PHD
Rochester, NY

July 2005
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People commonly rely on the support of others in everyday
circumstances. Friends and family offer emotional encour-
agement in times of stress. Coworkers and neighbors pro-
vide information and material assistance as it is needed.
We turn to trusted friends and colleagues for helpful ad-
vice. Marital and romantic partners monitor the well-being
of those they care for. Social support is among the most im-
portant features of the relationships that support healthy
psychological functioning.

At times, social support is also offered in formal helping
relationships. Physicians, religious advisors, social work-
ers, and other professionals provide social support as part
of their role responsibilities. Social support is a critical
function of many approaches to psychological therapy, of
course, whether the support is received from an individual
mental health professional, a therapy group, or a special
preschool, classroom, or adult education program designed
to assist troubled individuals. In many respects, the efforts
of formal helpers are meant to emulate the kinds of social
support obtained from the most helpful individuals in natu-
ral support networks.

The relevance of social support to developmental
psychopathology derives from its relationship to the etiol-
ogy, maintenance, and treatment of childhood psychologi-

cal disorders. First, inadequate social support, often in the
context of social isolation or dysfunctional social relation-
ships, can contribute to the development of psychological
problems in children. Children who face social adversity
without the buffering assistance of supportive relationships
are at a higher risk of developing clinical problems, espe-
cially if they encounter adversity in the home. This is why
many preventive interventions for at-risk children and fam-
ilies emphasize strengthening formal and informal forms of
social support, such as through home visitation programs.
Second, for children with psychological disturbances, so-
cial support may help to diminish their problems, and lack
of support can exacerbate their difficulties. Social support
can assist in coping, increase children’s social skills, and
help them and their families access needed services. Con-
versely, many clinical conditions in childhood, including
depression, conduct disorders, and child maltreatment,
cause children to alienate or resist social support and to be-
come further isolated within their families, peer groups,
and communities. Enhancing existing avenues of social
support and creating new ones thus becomes central to ef-
fective intervention. For this reason, most approaches to
therapy for children enlist social support, whether in the
context of group therapy, peer mentoring, parent education
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or parent support groups, social skills training, therapeutic
preschool programs, mother-child psychotherapeutic inter-
vention, or other avenues. Understanding the nature of so-
cial support and its relevance to psychological well-being
and restoration improves understanding of the development
and treatment of child clinical disorders.

Because social support is so often a part of everyday expe-
rience, it is easy to expect that social support can be straight-
forwardly provided to troubled children and families, and
that there will be direct benefits from doing so. It is surpris-
ing, therefore, when socially isolated families actively resist
efforts from supportive social networks, or home visitors
quickly become exhausted by their efforts to provide assis-
tance to at-risk families, or children in emotional turmoil
continue to alienate those attempting to assist them. The
same conditions that contribute to social isolation, in other
words, make the enlistment of social support especially diffi-
cult. Social support is thus easy to conceptualize but difficult
to implement in the lives of troubled children and their fami-
lies. This has been the hard lesson of recent years of efforts
to enlist social support into preventive and therapeutic ef-
forts on behalf of children at risk. As a result, although clini-
cians and researchers remain convinced that social support is
beneficial, they have become more aware that formal efforts
to provide social support can be frustrated even when they
are designed to emulate or build on the natural sources of
support on which people commonly rely. Further, enlisting
natural sources of support for therapeutic purposes can be
challenging and, at times, problematic. Researchers and prac-
titioners are only at the beginning of understanding and over-
coming the obstacles that exist to providing social support as
a component of preventive and treatment efforts.

Our goal is to profile the multifaceted ways that social
support is relevant to developmental psychopathology. In the
section that follows, we consider how to define social sup-
port and its functions in the lives of children and adults,
drawing on the importance of social networks to develop-
mental adaptation. Next we consider social support within
the broader social context of development and psychopathol-
ogy. This requires considering the independent and overlap-
ping social networks of children and parents, developmental
changes in support needs and capacities to elicit support,
and the importance of peers and the community. We then ex-
amine social support in relation to psychopathology, dis-
cussing the role of support—or its absence—in the onset of
clinical problems, their maintenance over time, and their re-
mediation. Social support is relevant to etiological, mainte-
nance, and treatment concerns in different and complex
ways, in other words, and distinguishing among them em-
phasizes how social support and the absence of support has
diverse applications to the problems of troubled children and

1 To be sure, social support usually but does not always occur in
the context of relationships. For example, crisis hotline (and
“warm-line”) services can provide advice, support, and referrals
for individuals who need immediate assistance, including chil-
dren (see Peterson, 1990). For people who would otherwise re-
sist the risks of discussing personal problems with a friend or
counselor, the anonymous self-disclosure offered by services
like these can be of benefit.

families. In the next section, we try to understand the influ-
ences that can enhance or frustrate the efficacy of social
support efforts, whether they occur in natural social net-
works or in formal interventions. These include clarity (or
lack of it) concerning the intended goals of support, the
needs of providers of support, and the complex reactions to
receiving assistance from another. We also consider the cul-
tural and community context of social support. From these
considerations, we then proceed to profile the implications
of these contingencies for interventions that have the goal of
providing or enhancing social support, and consider the les-
sons learned for future efforts. We integrate these ideas in a
concluding section in which we consider future directions
for research and intervention.

WHAT IS SOCIAL SUPPORT? WHY IS
IT IMPORTANT?

Because social support is such a familiar feature of every-
day life, it is easy to assume that it is readily understood
and that most people experience social support in compara-
ble ways. Yet, a thoughtful analysis of what social support
is and does reveals that it is both more multidimensional
and more complexly offered and received than we often as-
sume. Consider, for example, the following definition: “So-
cial support consists of social relationships that provide (or
can potentially provide) material and interpersonal re-
sources that are of value to the recipient, such as counsel-
ing, access to information and services, sharing of tasks
and responsibilities, and skill acquisition” (Thompson,
1995, p. 43). Embedded in this definition are several fea-
tures of social support that underscore its complexity.

First, social support is given and received in the context
of relationships, and relationships are psychologically com-
plex (Badr, Acitelli, Duck, & Carl, 2001). Support may be
obtained from relationships within natural social net-
works—such as with parents or offspring, extended kin,
coworkers, teachers, peers, neighbors—or formal helping
relationships, such as with a religious advisor, mentor,
physician, mental health professional, social worker, or
other professional.1 The nature of the relationship deter-
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mines what kinds of support are possible and the limitations
that may exist in receiving social support. On the broadest
level, for example, some individuals are support generalists
who provide many kinds of assistance, whereas others (es-
pecially people in formal helping relationships) are support
specialists who have one particular form of social support
to offer (Bogat, Caldwell, Rogosch, & Kriegler, 1985). The
kind of assistance received from each person—and the cir-
cumstances in which one would seek their help—are likely
to differ considerably.

The roles of relational partners also shape the support
they can offer and limitations in that support. Extended
family members, for example, can offer emotional guidance
and understanding based on long-standing, close relation-
ships. But the assistance of a relative may be colored by
family traditions or a legacy of family conflict, and multi-
generational assistance is often complicated by conflicting
responsibilities to different generational networks (e.g.,
one’s obligations to adult siblings may conflict with provid-
ing assistance to their offspring, especially when the latter
are troubled by family problems). Neighbors can provide re-
ferrals to local help givers, material aid, emergency assis-
tance, and respite child care. But in communities at risk,
neighbors may experience the same economic and ecological
problems as do the families who need their assistance, and
neighbors may thus have little to offer because of their own
needs. Neighbors may also be as concerned with distancing
themselves from a family in turmoil as they are with provid-
ing aid. Peer friendships and group acceptance may buffer
loneliness for a shy child and work in concert with other
protective factors to prevent depression. But if the child’s
shyness leads to withdrawal that discourages age-mates from
interacting with the child, the peer response may increase
the child’s vulnerability and enhance, rather than diminish,
loneliness and vulnerability to depression.

The same “situation specificity” of relationships (Unger
& Powell, 1980) is also true of formal support agents. A so-
cial worker may offer valuable assistance by connecting
families to community resources and providing informal
counseling. But an overwhelming caseload may diminish
the caseworker’s reliability or limit the other kinds of assis-
tance that can be provided. A doctor or minister may be a
source of professional guidance and can offer an expert and
dispassionate perspective on family problems, but profes-
sional training and role definitions may shape the kind of
support that is offered. Problems may be viewed through the
prism of a professional’s specialized expertise or back-
ground, for example, such that the kind of assistance that is
offered (e.g., medication, counseling, referral) may or may
not be what is really needed by the recipient. In other cir-
cumstances, the role responsibilities of professional helpers

may curb the involvement of other potential helpers. It is
well-known, for example, that professionals who are legally
mandated reporters of suspected child maltreatment are
typically aware of many more child abuse cases than they
formally report. This owes, in part, to the complications in-
troduced into their professional relationships with families
once a child abuse investigation has been inaugurated and
the preference of many helping professionals to address
family problems on their own (Zellman, 1990; Zellman &
Anter, 1990). But their failure to enlist legal authorities
means that additional sources of support are unavailable to
families who might need them, and the clinician assumes a
heavy burden of responsibility. Social support is thus medi-
ated by the relationships through which it is offered and the
other roles and responsibilities of those relationships.

Other features of relationships are also important to
offering and receiving social support. In natural social net-
works, for example, assistance is usually provided in two-
way relationships of mutual aid, where individuals can be
providers as well as recipients of help. This helps to ensure
feelings of mutual respect that contribute to relational sat-
isfaction. When help giving is unidirectional, or when it
occurs at considerable cost to the helper, it can make the
recipient feel indebted and, as a consequence, inferior and
vulnerable, and this can quickly undermine a helping rela-
tionship (Fisher, Nadler, & Witcher-Alagna, 1982; Shu-
maker & Brownell, 1984). When children are the recipients
of social support from adults, the mutual obligations of
help giving are less compelling because children are com-
monly recipients of one-way assistance. Nevertheless, their
parents may feel indebted and vulnerable, especially if help
giving is perceived as deriving from parental inadequacy.
When children receive help from peers, mutuality may be
especially important to the maintenance of the relationship
and its positive influence. In formal helping relationships
(such as with a counselor, therapist, or social worker),
unidirectional assistance is part of the relationship and
feelings of vulnerability are less likely. But formal rela-
tionships may be limited in the extent to which they influ-
ence the facets of a child’s (or family’s) private life in
which assistance is truly needed. Thus, one of the signifi-
cant challenges of offering social support in the context of
relationships is understanding how support can be offered
without the negative reactions that support can engender,
especially when assistance is not bidirectional.

More generally, relationships are also complex constella-
tions of mutual obligations that can offer support and affir-
mation but also create stress and difficulty, sometimes at
the same time (Berscheid & Reis, 1998; W. A. Collins &
Laursen, 1999). Belle’s (1982) study of lower-income single
mothers provocatively illustrates how their relationships
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with extended kin, neighbors, and boyfriends afforded sup-
port but at the same time the risks of rejection, criticism, pri-
vacy violations, and entrapping demands that relationships
with family and romantic partners often entail. Likewise, al-
though peer relationships can offer considerable social sup-
port to children, association with deviant peers, especially in
adolescence, has been associated with antisocial behavior
(Dishion, Andrews, & Crosby, 1995; Laird, Jordan, Dodge,
Pettit, & Bates, 2001). The relationships affording the great-
est support often entail a complex calculus of assistance and
demand in which risks accompany receipt of support. Thus,
it is not always wise to assume that integrating needy individ-
uals, or isolated families, into broader social networks
will necessarily increase social support or ameliorate psy-
chopathological processes. Deriving social support from so-
cial networks depends on characteristics of needy recipients
and of others with whom they have relationships.

A second feature of this definition of social support is
that it is multifaceted. It includes emotional encouragement
but can also incorporate access to information and ser-
vices, counseling and guidance, material assistance, shar-
ing of tasks and responsibilities, and skill acquisition. The
importance of each of these facets of social supports de-
pends on what is needed and is of value to the recipient. For
adults under stress, for example, one of the most important
benefits of supportive relationships is the sense that one
is not alone and that others are emotionally “on your side”
with compassionate encouragement. For others, however,
assistance is best provided when people are also brokers of
information or services, such as when friends and neigh-
bors are consulted for childrearing advice, referrals to
child care providers or counselors, or access to community
agencies where further information or resources can be ob-
tained. For individuals in economic difficulty, material
assistance (such as lending money or a car) and services
(such as respite child care) is an important form of social
support. For others, help in acquiring vocational or
personal skills (such as financial management skills) is es-
pecially valuable. For many people in difficulty, social
support is received as counseling, advice, and guidance
about troublesome issues, whether related to marital diffi-
culty, parenting problems, or managing emotional stress.
Even in children’s peer relationships, social support is mul-
tifaceted. Parker and Asher (1993) found that the friend-
ships of children who were highly accepted among their
peers provided greater validation and caring, more help
and guidance, greater conflict resolution, and more inti-
mate exchange than friendships of children with lower peer
acceptance. The friendships of children who were not well
accepted were characterized by higher levels of conflict

and betrayal compared to the friendships of highly ac-
cepted children.

Of course, supportive relationships do not necessarily
incorporate each of these facets of support, and, indeed,
these features of support are not always complementary
within relationships. Individuals who provide emotional
encouragement to friends or neighbors may find it diffi-
cult, for example, to offer critical advice and still be per-
ceived as supportive. This is the difficulty faced by those
who urge family members or friends to reduce their smok-
ing, drinking, or substance abuse as a way of improving
family life or personal well-being. Their efforts to create
more healthy practices in another may be perceived by the
recipient as meddlesome and intrusive. In other circum-
stances, material assistance is deeply appreciated when it
is freely offered, but if it becomes conditional on the re-
cipient’s compliance with behavioral expectations (which
can occur in families, religious groups, and adolescent
peer groups), it loses its emotionally supportive qualities.
A young adult may appreciate the financial assistance that
derives from moving back to the parent’s home, for exam-
ple, but the more limited freedom and parental monitoring
that this entails may be experienced as demeaning and
unsupportive.

When social support is viewed in the context of develop-
mental psychopathology, there are additional potential
facets of socially supportive relationships. Social support
can be enlisted to monitor the well-being of at-risk chil-
dren, such as when extended kin or a social worker regu-
larly check in on a family member who is suspected of
child neglect. In these instances, social support is enlisted
for preventing harm. Social support can also be offered to
improve parental conduct, such as through the guidance of
a home visitor or the advice of a grandparent. By contrast
with other forms of skill acquisition, its purpose is not only
to enhance parental competency but also to indirectly
benefit children by creating more positive, constructive
parent-child relationships. Finally, social support can be
enlisted for purposes of developmental remediation. As we
shall explore further, supportive relationships contribute to
psychological healing in children, whether via therapeutic
child care programs that provide young children with se-
cure attachments to caregivers, social skills training or
peer mentors that help children experience more successful
peer relationships, or individual therapy that focuses on the
impact of problems on significant relationships. In these
cases, supportive relationships are oriented toward treating
troubled children and strengthening developing capacities
that have been undermined by such problems as depression,
conduct disorders, or parental abuse.
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Taken together, these multifaceted qualities of social sup-
port have diverse applications to developmental psychopath-
ology. Consider, for example, the challenges of preventing
child maltreatment (Thompson, 1995). Families prone to
child abuse are typically multiproblem families in economic
difficulty, living in poor neighborhoods, and socially isolated
from others in the community (Daro, 1988; Polansky,
Chalmers, Buttenwieser, & Williams, 1981; Straus, Gelles,
& Steinmetz, 1980). Child protection strategies often begin
with integrating social support into family life, which
can occur through a program of professional home visitation,
efforts to strengthen neighborhood connections, enrolling
parents in parenting classes, or through other community ser-
vices. The general goals of such efforts are to reduce parent-
ing stress through emotional support, strengthen parenting
skills by providing developmental guidance and models
of effective parenting practices, and monitor children’s well-
being through regular home visits or agency consultations.
More ambitious efforts to prevent child maltreatment through
social support sometimes include crisis counseling, material
aid to families in economic distress, and programs to
strengthen job skills or household competencies. When social
support is enlisted to reduce abuse recidivism, interventions
are typically more intensive, enduring, and focused than
when social support strategies are part of a broader effort to
prevent abuse in at-risk populations. The most intensive
treatment programs, for example, can involve daily visits by a
specially trained therapeutic social worker who works to re-
constitute healthy family relationships (Thompson, 1995).

Social support alone is unlikely to be an effective an-
swer to the complex problems faced by families at risk for
child abuse or neglect or children facing the challenges of
clinical disorders. But social support is probably an essen-
tial component of any multifaceted effort to prevent psy-
chological difficulties in at-risk families and children or to
provide therapeutic assistance when family problems have
resulted in a troubled or harmed child. The challenge is to
craft well-designed interventions that improve the support
afforded by natural helpers and enlist the assistance of for-
mal helpers, based on a careful assessment of the needs of
the child or family at risk (Thompson & Ontai, 2000). Ac-
complishing this requires a thoughtful appreciation of the
nature of social support, as well as the social context of de-
velopment and psychopathology.

THE SOCIAL CONTEXT OF DEVELOPMENT
AND PSYCHOPATHOLOGY

Whether the focus is on children’s typical or atypical psy-
chological growth, developmental psychopathologists are

concerned with how early patterns of individual adaptation
evolve into later adaptations as developmental transforma-
tions occur in thinking, behavior, and emotion (Cicchetti &
Cohen, 1995; Dodge & Pettit, 2003; Sroufe & Rutter,
1984). Among the many influences on psychological
growth, relationships are central to how children adapt to
the opportunities and challenges of each period of life. Un-
derstanding the relevance of social support to developmen-
tal psychopathology thus requires appreciating the social
context of development and psychopathology, as well as de-
velopmental changes in children’s access to broadening
networks of social support in their natural environments.

From the beginning of life, infants depend on the solici-
tude of others for protection, nurturance, and well-being. A
well-functioning parent-child relationship provides a sup-
portive context for development despite variations in exter-
nal resources (such as the family’s economic status) or
internal characteristics (such as the child’s temperament)
because it can buffer the effects of disadvantage and pro-
vide significant psychological resources for healthy
growth. Indeed, this relationship can be regarded as being
socially supportive in all the facets just described (e.g.,
emotional encouragement, providing material and interper-
sonal resources, sharing activity, fostering skill acquisi-
tion), and this is why infants and young children rely so
significantly on the assistance and nurturance of their
caregivers. Early in infancy, for example, babies become
quiet in anticipation of the mother’s arrival when they are
distressed (Lamb & Malkin, 1986), enlist the emotional
information in the mother’s face when encountering uncer-
tain or perplexing situations (Baldwin & Moses, 1996),
and turn to the caregiver for assistance when they are fear-
ful or distressed.

Variations in the quality of parental nurturance or sensi-
tivity are important in young children’s reliance on the sup-
port of their caregivers. An extensive literature on the
security of attachment documents how young children de-
velop secure relationships with caregivers who respond
sensitively and appropriately to their signals and, con-
versely, develop insecure attachments when caregivers are
inconsistently responsive (for reviews, see Cassidy &
Shaver, 1999; Thompson, 1998). These variations in attach-
ment security may be regarded as significant early differ-
ences in perceived support from caregivers on whom an
infant must rely for emotional and physical well-being.
These variations in security are apparent not only when
young children are distressed but also in nonstressful cir-
cumstances, such as in the quality of emotional sharing be-
tween a toddler and an adult during play or social
interaction. Differences in the security of attachment are,
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not surprisingly, developmentally significant. Attachment
security is associated with many features of psychosocial
growth, including the quality of children’s relationships
with other people, their capacities to interact sociably with
unfamiliar adults, emotion understanding and emotion reg-
ulation, self-understanding, and even conscience develop-
ment (see Thompson, 1999, for a review). These findings
are consistent with the theoretical view that from the secu-
rity of their relationships with caregivers, young children
derive broader representations of relationships, themselves,
and other people that guide their subsequent social encoun-
ters and their expectations for future relationships
(Bretherton & Munholland, 1999; Thompson, 1998, 2000).

Moreover, the support entailed in a secure or insecure at-
tachment foreshadows continuing support in later years as
children encounter later developmental challenges. In one
study, children’s perceptions of emotional support from the
mother at age 8 were predicted by the security of mother-
child attachment at age 4 (Booth, Rubin, & Rose-Krasnor,
1998). Bost and her colleagues (1998) found that secure
preschoolers had more extensive and supportive social net-
works and were also higher on sociometric assessments of
peer competence (see Booth, Rubin, & Rose-Krasnor, 1998;
DeMulder, Denham, Schmidt, & Mitchell, 2000, for similar
results). Anan and Barnett (1999) also found, in a sample of
lower-income African American 61⁄2-year-olds, that secure
attachment (assessed 2 years earlier) was associated with
children’s perceptions of greater social support, and social
support mediated the association between secure attach-
ment and lower scores on externalizing and internalizing
problems. Viewed in the context of social support, there-
fore, young children derive foundational support from the
parent-child relationship and are creating provisional repre-
sentations from this relationship about the quality of sup-
port they can expect from others they encounter.

Responsive, warm parenting may thus be regarded as a
protective factor in early psychological growth because of
its positive psychological correlates and the confidence it
inspires in parental responsiveness and because it creates
more positive expectations of the support of others that
may cause children to more competently elicit assistance
when it is needed (Colman & Thompson, 2002). By con-
trast, parental harshness and unresponsiveness may be a
risk factor for psychosocial problems, especially if parental
behavior creates stress as well as being unsupportive. Con-
sider, for example, the experience of young children living
with a depressed parent (Cicchetti & Toth, 1998; Goodman
& Gotlib, 1999; Zahn-Waxler & Kochanska, 1990). In
these circumstances, children are emotionally attached to a
mother who manifests a great deal of sad emotion, together

with irritability, helplessness, and blame of others, includ-
ing offspring. In the context of this emotional climate,
moreover, depressed caregivers act in ways that enhance
children’s sense of guilt and responsibility for the adult’s
depression. Depressed parents have high expectations for
the behavior of offspring, and thus they can also be de-
manding and critical, using love withdrawal and other tech-
niques to enforce compliance with their demands. It is easy
to see how children living with a depressed parent are
themselves at risk for psychological problems (Cummings
& Davies, 1994, 1996). Their vulnerability to a parent’s
depression begins as early as infancy (Zeanah, Boris, &
Larrieu, 1997). Young children are especially prone to be-
coming enmeshed in the parent’s affective difficulties be-
cause their emotional attachments to these caregivers, even
if they are insecure, makes their emotional well-being con-
tingent on that of their parents.

Parents are primary sources of social support for chil-
dren or, in the words of Cauce, Reid, Landesman, and
Gonzales (1990), “support generalists.” Parents also medi-
ate children’s access to other sources of social support,
both formal and informal (Cochran & Brassard, 1979;
Parke & Bhavnagri, 1989). Most generally, parents’ choices
of housing, neighborhoods, and schools affect the range of
children’s options for forming social connections with oth-
ers outside the family, and frequent residential mobility
limits the breadth of a child’s social network (Ladd, Hart,
Wadsworth, & Golter, 1988). Children growing up in trou-
bled schools or dangerous neighborhoods simply have fewer
options for creating and maintaining supportive social rela-
tionships with peers and adults than do children living in
more constructive settings. Parents also commonly arrange,
facilitate, and monitor their children’s contact with others
as gatekeepers of children’s access to them. Parents sched-
ule activities, provide transportation, and supervise off-
spring during social and recreational activities with friends
and neighbors, especially when children are young (Ladd &
Le Sieur, 1995). O’Donnell and Steuve (1983) reported that
lower-income and middle-class mothers differed signifi-
cantly in the access they provided their school-age children
to community activities, with middle-class mothers partici-
pating extensively with their offspring in these programs
(often as volunteers and aides) and lower-income mothers
declining to commit themselves in these ways and instead
permitting their children greater unscheduled freedom for
“just being with friends.” As children become capable of
bicycling, using public transportation, and later driving in-
dependently to their activities, parents still retain an impor-
tant monitoring role. They do so less directly, such as by
granting permission to participate in activities, providing
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funding, and consulting with offspring about their plans, but
this supervision is developmentally appropriate by enlisting
the adult’s guidance in the increasingly independent social
lives of their children. Parents also mediate children’s
contact with extended kin networks by facilitating opportu-
nities to see grandparents and other extended family mem-
bers or restricting access to them (Thompson, Scalora,
Castrianno, & Limber, 1992).

In therapeutic contexts, of course, parents mediate chil-
dren’s access to clinical assistance not only by providing
transportation but also by giving consent, paying for ther-
apy, and supporting the clinician’s efforts. When children
are young, nearly all evidence-based treatments rely heavily
on parental participation. Parental involvement is integral
to therapies that decrease disruptive behavior problems,
such as those experienced by children with Attention-
Deficit /Hyperactivity Disorder (ADHD), Oppositional De-
fiant Disorder, or Conduct Disorder (e.g., Hembree-Kigin &
McNeil, 1995; McMahon & Forehand, 2003; Webster-
Stratton, 1998). Therapeutic interventions addressing inter-
nalizing disorders, such as anxiety (Kendall, Aschenbrand,
& Hudson, 2003) or depression (Stark et al., 1996), require
parental support to ensure that children complete therapeu-
tic tasks in home, school, and neighborhood settings. This
means that therapeutic assistance to children will be nearly
impossible without the parent’s cooperation (or tacit coop-
eration, in the case of adolescents). When children’s diffi-
culties arise from family problems or are maintained by
family responses, parents may limit the effectiveness of
treatment by denying that problems exist or resisting assis-
tance. When parents experience their own mental health
difficulties, obtaining therapeutic support for children can
be challenging. This means that therapeutic efforts for chil-
dren often require a two-generation approach in which the
parent’s needs receive attention as well as the child’s, and
this is especially true when social support is a central fea-
ture of the therapeutic effort.

The social networks of parents and offspring overlap
in other ways. Parental networks have important conse-
quences for children because they influence parents’ well-
being, offer opportunities to children for new experiences
and relationships, and directly socialize parental behavior
(Cochran, 1990; Cochran & Niego, 1995). Social support
to parents has been found to improve parenting and, in
doing so, to enhance many features of the psychological
well-being of offspring, including attachment security, so-
cial competence, and emotional adjustment (see review by
Thompson, 1995). Parents with many close friendships
have offspring with better social skills and peer acceptance
because, in part, of the peer relationships afforded by par-

ents’ social contacts (Parke, 2002; Parke et al., 2002).
However, parental social networks can be sources of stress
as well as support, and children’s well-being can be under-
mined by the difficulties that parents experience in their
relationships with coworkers, neighbors, or extended
kin. Relatives can be critical and demanding as well as sup-
portive, and coworkers can offer helpful advice but also
heighten workplace strain. Thus, the nature of parents’ so-
cial networks can have helpful or unhelpful implications
for family functioning and children’s well-being.

The shared social networks of parents and offspring, and
their potentially helpful and hurtful consequences for psy-
chological well-being, are also illustrated by the associa-
tions of socioeconomic status (SES) with social support. For
many reasons related to the impact of financial and job
stress, neighborhood disorganization and danger, and lack
of community resources, the social networks of families
in poverty are likely to be less supportive and, at times,
more stressful than those of families living in economically
more advantaged conditions (e.g., Belle, 1982; Ceballo &
McLoyd, 2002). Socioeconomic stress and community prob-
lems can have direct impacts on children. Lynch and Cic-
chetti (2002) noted, for example, that children who reported
that they had been exposed to high levels of community vio-
lence also reported feeling less secure with their mothers.

The stresses associated with socioeconomic difficulty
can also moderate the influence of social support on par-
enting, but relevant studies offer contrary portrayals of
how this occurs. In a study of low-SES African American
women, for example, Ceballo and McLoyd (2002) found
that for women in more difficult circumstances (i.e.,
poorer and more dangerous neighborhoods), the positive
associations between emotional support and nurturant
parenting decreased, as did relations between instrumen-
tal support and diminished reliance on punishment. In
short, the positive connection between social support and
constructive parenting was strained and attenuated in
poorer, more dangerous neighborhoods even though social
support needs were greater. However, studying a large, na-
tionally representative sample, Hashima and Amato
(1994) reported that the negative association between ma-
ternal perceptions of social support and reports of puni-
tive behavior were strongest in lower-income families. In
other words, social support appeared to have the greatest
benefits for mothers when socioeconomic stresses were
greatest. Although more research is needed to clarify
these differences in conclusions, each study confirms that
the stress-buffering effects of social support may vary ac-
cording to income and neighborhood quality. This is im-
portant because children and parents share the economic
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conditions of the family, and thus the effects of income
and neighborhood quality not only have direct effects on
children (through the impact of neighborhood crime, poor
schools, financial need, and related influences) but also
indirect effects through the influence of stress and social
support on parenting quality.

Research on the interaction of income with social support
and stress is important also as a reminder that the social net-
works in which children and families live are not always po-
tential sources of social support. At times, they are greater
sources of stress and difficulty than of support. Indeed, one
of the challenges of providing assistance to multiproblem
families is that their living circumstances often do not pro-
vide avenues of informal social support because extended
family members are in turmoil, neighbors and friends suffer
from the same stress as do the targets of intervention, and
communities are drained of potentially helpful social re-
sources. This can make it difficult to find sources of support
for needy families in difficult living conditions.

The intersection of parent and child social networks
therefore has important implications for the association
between developmental psychopathology and social sup-
port. When children’s difficulties are associated with
family problems, parents’ social networks often do not
provide meaningful support to the children. One of the
characteristics of families at risk for child maltreatment is
their social isolation, which significantly reduces potential
sources of assistance for children (Limber & Hashima,
2002; Thompson, 1995). Within their more limited social
networks, moreover, extended family and neighbors often
fail to intervene when children are maltreated and may ac-
tually reinforce harsh parental attitudes and conduct that
lead to abuse or neglect (Korbin, 1989, 1991). Thus, par-
ents’ social networks can exacerbate rather than help to
remediate children’s problems through their influences on
parental conduct and family functioning. This is one rea-
son child clinical problems must often be conceptualized
as family problems when questions of etiology and treat-
ment are concerned.

The overlap of social support networks for children and
parents highlights the value of two-generation interven-
tions for troubled children. Two-generation interventions
are founded on the realization that treating a troubled child
requires addressing the needs of the parent (and the family
system) because a child’s psychopathology and the remedi-
ation of clinical problems are typically associated with
broader family difficulties and strengths. With respect to
social support, two-generation interventions can include
efforts to enlist the support of parents’ social networks

when network members can provide assistance—and re-
duce the influence of network associates when they con-
tribute to children’s difficulties—as a means of enlisting
supportive assistance for the child. Two-generation inter-
ventions are the basis for many preventive and therapeutic
programs for at-risk children, such as home visitation pro-
grams that are discussed subsequently in this chapter. The
importance of thinking multigenerationally emphasizes
how problems in developmental psychopathology must be
addressed in ways that are distinct from conventional adult
therapeutic approaches because of the reliance of children
on their parents and families and the overlap of their social
support networks.

With increasing age, children depend less exclusively on
their parents for their emotional well-being, yet parents’
continuing importance as social support agents should not
be underestimated. In adolescence, for example, striving
for autonomy and independence is not inconsistent with
continuing needs for parental support (Allen & Land,
1999). Even as peers become more important consultants
on issues like appearance, style, and taste, parents remain
preferred advisors on core moral values, political and reli-
gious beliefs, and planning and achieving life goals (Cole-
man & Hendry, 1990). This suggests that in adolescence,
parents and peers are each support agents with influence
that differs in a domain-specific fashion, with young peo-
ple relying on each in relation to specific issues and con-
cerns. One of the important changes with increasing age,
however, concerns children’s attitudes toward help seek-
ing. Seeking emotional reassurance or instrumental aid is
natural and encouraged in young children, but adolescents
are likely to resist help seeking if doing so is regarded as a
threat to self-efficacy or perceived competence (Robinson
& Garber, 1995). The combination of teenagers’ reliance
on their parents for support and the need to perceive them-
selves as self-reliant helps to account for the mixed signals
that parents (and, to a lesser extent, peers) receive during
this period of life and the ease with which adolescents’
support needs within the family can be misunderstood.

With increasing age, children not only experience
changes in their help-seeking attitudes but also achieve ac-
cess to a greater variety of sources of social support out-
side the family. Infants and young children are influenced
by the supportive or nonsupportive social environments of
out-of-home care, of course, from an early age (Cochran &
Brassard, 1979; Feiring & Lewis, 1988, 1989; Votruba-
Drzal, Coley, & Chase-Lansdale, 2004). Child care experi-
ences affect young children directly through the security of
the relationships they develop with providers, the quality of
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the child care environment, and the developmental guid-
ance providers offer. Child care affects young children in-
directly as providers monitor the child’s well-being, offer
support and information to parents, and provide referrals
(such as to mental health services or community agencies)
from which children and parents can benefit (Thompson,
Laible, & Robbennolt, 1997). In these ways, child care can
be a significant source of social support early in life, con-
tingent to a great extent on the quality of care. Entry into
school further widens children’s extrafamilial natural sup-
port networks through both curricular opportunities (such
as relationships with teachers, counselors, and peers) and
extracurricular activities (such as in sports, clubs, and ser-
vice programs; Asp & Garbarino, 1983; Lynch & Cicchetti,
1997; Rose et al., 2003). Teachers can be especially impor-
tant sources of social support because they, like child care
providers, may be the first to identify problems that emerge
in a child and can create a bridge between children and
their parents with professionals who can offer assistance.
Moreover, well-trained teachers can sensitively assess the
constellation of difficulties a child exhibits by realizing,
for example, that classroom behavior problems and emo-
tional difficulties may be an indication of child maltreat-
ment at home (Meehan, Hughes, & Cavell, 2003; Thompson
& Wyatt, 1999). In adolescence, workplace and community
associations further broaden potential sources of social
support as young people achieve greater independence
from family networks.

In all of these contexts, the emergence of extrafamilial
sources of social support offers avenues of potential aid
that are not entirely contingent on parental cooperation.
Equally important, children and youth actively construct
and maintain these networks. With increasing age, for ex-
ample, they choose many of the activities in which they
participate and the adults and peers with whom they affili-
ate. There are also significant developmental changes in the
social skills that enable children to maintain affiliations
that they experience as supportive. With increasing age, for
example, children become more skilled at taking active ini-
tiative in maintaining the relationships that matter to them,
and they develop the social skills required to make these
relationships mutually rewarding. Furthermore, children of
all ages are also active construers of the support likely to
be provided by different partners in their social settings
(Furman & Buhrmester, 1985, 1992; M. Reid, Landesman,
Treder, & Jaccard, 1989). They readily distinguish the
partners who are likely to offer aid and the situations in
which these partners are likely to be most helpful, and this
helps them to enlist assistance when it is needed.

The role of children as constructors, maintainers, and
construers of their natural networks of social support is
crucial to understanding the role of social support in devel-
opmental psychopathology. Children who experience psy-
chological difficulty have considerable need for supportive
relationships, but their clinical problems may also under-
mine the skills required to constructively maintain those
associations. Indeed, children with conduct disorders,
ADHD, and other clinical problems may, because of their
behavioral difficulties, repel or drain potential support
providers of helpful solicitude. Furthermore, children who
are depressed, traumatized, or experience other affective
disorders may have difficulty perceiving potential help
providers as being genuinely supportive and, for this rea-
son, may reject assistance that is offered. Thus, somewhat
ironically, at the same time that they are in greatest need of
natural sources of social support, children with clinical
problems may be least capable of creating or maintaining
the relationships that will provide them with aid or of per-
ceiving assistance from the interpersonal sources from
whom it may be most readily available. This constitutes a
formidable challenge for those who seek to ally natural sup-
port networks in therapeutic efforts and is a challenge to
formal helpers (e.g., counselors and therapists) who must
also overcome these difficulties in their efforts to offer aid.

SOCIAL SUPPORT AND PSYCHOLOGICAL
WELL-BEING

At its best, social support provides recipients with emo-
tional understanding, instrumental aid, counseling and
guidance, material resources, and/or referrals to other
sources of assistance. Viewed in this light, there are at least
two ways that social support mediates the impact of stress
for individuals at risk (Barrera, 1986; Cohen & Wills,
1985; House, Umberson, & Landis, 1988; Vaux, 1988).

First, social support can be stress-preventive. Social
support invests its recipients with the material and psy-
chological resources that foster positive development and
thus prevent many stresses from occurring. These re-
sources include healthy practices (e.g., exercise, diet, so-
cializing), self-esteem and a sense of belonging, social
competencies and coping strategies, access to emergency
aid, social monitoring, specific skills, and other benefits
that arise from the examples, encouragement, and/or
material aid of social partners. Having these resources
reduces the likelihood that recipients will experience
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physical or psychological difficulty owing, for example, to
poor health, social isolation or rejection, or hopelessness.
The stress-preventive functions of social support are espe-
cially important to children who rely so significantly
on others for their well-being; they highlight how the ma-
terial and psychological resources of parents are instru-
mental to preventing many of the difficulties that their
offspring might encounter. Parents who are warm and nur-
turant, support the positive self-esteem of offspring,
encourage constructive social competencies, and foster
academic success help to reduce stress in children by
strengthening socioemotional competencies and self-
confidence. Moreover, partly through parents’ social net-
works, children have access to other support agents (e.g.,
teachers, extended family, neighbors, coaches, mentors,
and peers) who also reduce stress by promoting skills and
resiliency. In this respect, especially for children at risk,
social support is one of the most important protective fac-
tors within the broader constellation of risks and vulnera-
bilities that children experience.

Second, when stress occurs, social support can be stress-
buf fering. In other words, the material and psychological
resources available through supportive relationships dimin-
ishes the impact of stressful events by enhancing coping.
Clinical studies have shown that social support is associ-
ated with a reduction of the effects of disease pathology
and psychological distress on stressed individuals, con-
tributing to less severe symptomatology, quicker recovery,
enhanced coping, and diminished long-term sequelae (e.g.,
Cassel, 1974; Cobb, 1976; Cohen & Wills, 1985). This can
occur by altering (e.g., by making more constructive or re-
alistic) recipients’ appraisals of stressful events, enhancing
knowledge of coping strategies, providing useful informa-
tion or instrumental aid, and supporting self-esteem and
perceptions of self-efficacy. Social support as a stress
buffer is important to children who lack the more sophisti-
cated knowledge, appraisal skills, and coping capacities of
adults and who are thus more vulnerable to the psychologi-
cal challenges posed by negative life events. In this sense, it
is even more important to children to have someone who is
psychologically alongside them when encountering stress-
ful events because of the assistance that an older individual
can provide in effective coping.

There is recent evidence from molecular genetics re-
search that social support can buffer the impact of stress
and biological risk on children’s vulnerability to psycho-
pathology. A recent study by Kaufman and colleagues
(2004) showed that among children with a history of mal-
treatment and with a genetic vulnerability to depression,

those without social support had the highest depression rat-
ings, whereas those with access to positive social supports
exhibited only minimal increases in their depression
scores. These findings illustrate the interaction of genes
and environment in the development of vulnerability to
psychopathology and the influence of social support as a
potential moderator of the genetic vulnerability to clinical
problems (see Cicchetti & Blender, 2004).

Quite often, the stress-preventive and stress-buffering
functions of social support have simultaneously protective
effects on psychological well-being. One important exam-
ple is peer support in childhood. Developmental and
clinical theorists, such as Sullivan (1953), have long em-
phasized how peer support shares the stress-preventive and
stress-buffering characteristics of adult social support; this
is reflected in current views of the association between
peer relationships and developmental psychopathology.
In their 1995 review, for example, Parker, Rubin, Price,
and DeRosier described how children’s and adolescents’
friendships can contribute to enhancing self-esteem and
positive self-evaluation, provide emotional security, offer
a nonfamilial context for intimacy and affection, give in-
formational and instrumental assistance, and provide com-
panionship and stimulation. These benefits accrue through
the influence of at least three features of peer relation-
ships: peer acceptance (or popularity), number of recipro-
cal friendships, and friendship quality. Each of these
features independently and collectively improves chil-
dren’s and adolescents’ concurrent life satisfaction and
feelings of self-worth (Parker & Asher, 1993). In these re-
spects, then, peer relationships appear to have social sup-
port features similar to those noted earlier for adult
relationships. Moreover, peer social support can have en-
during influences. A longitudinal investigation of preado-
lescent friendship and adult adjustment found, for example,
that peer group acceptance and friendships in the fifth and
sixth grades were significantly predictive of adult life sta-
tus, perceived competence, and psychopathology 12 years
later. Peer group acceptance and friendship made unique
contributions to psychological well-being: Having a recip-
rocal friendship in fifth or sixth grade showed a moder-
ately strong association with general self-worth 12 years
later, even when preadolescent levels of self-competence
were controlled (Bagwell, Newcomb, & Bukowski, 1998).

In light of these influences of social support on stress,
the absence or deterioration of social support can be asso-
ciated with enhanced stress and poorer coping: Individuals
who are isolated or rejected, or who experience the with-
drawal of others’ support, are more prone to difficulty. As
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we shall see in the section that follows, the absence of so-
cial support is, at times, implicated in the etiology of child
psychopathology and the maintenance of children’s prob-
lems over time. The enhancement of social support (espe-
cially the dimensions of support most relevant to a child’s
problems) is also associated with the remediation of symp-
tomatology. Each of these processes underscores the stress-
preventive and stress-buffering influences of natural
sources of social support in everyday life.

The association between social support, stress, and psy-
chological well-being is complicated, however, because en-
hanced stress can sometimes provoke the deterioration of
social support for troubled individuals. Unfortunately, this
is what often occurs when adults and children encounter
difficulty. Although people often seek supportive partners
when they are stressed, it is also true that stressors dimin-
ish social support as they cause individuals to withdraw
from others because of their circumstances (e.g., job loss,
divorce), their incapacity (e.g., hospitalization, emotional
turmoil), or their humiliation and feelings of vulnerability
arising from stressful events (Shinn, Lehman, & Wong,
1984; Vaux, 1988). Moreover, potential sources of sup-
port may withdraw from individuals under stress because
the behavior of the recipient is disturbing (e.g., psy-
chological disorders, domestic violence, sexual abuse of
children), the problems of the recipient are emotionally
challenging or overwhelming (e.g., terminal diagnosis;
loss of a family member), or potential support providers
are undermined by the same circumstances as the recipient
(e.g., poverty, single parenting; Belle, 1982; Fischer, 1982;
Wortman & Lehman, 1985). More generally, potential
support providers may withdraw from troubled individuals
because of the sheer emotional drain of providing one-way
assistance to very needy individuals (Fisher et al., 1982;
Shumaker & Brownell, 1984). The self-protective with-
drawal of potential helpers derives from the difficulties
of providing assistance to individuals who need so much.
Stress may be associated with diminished (rather than
enhanced) social support, therefore, because the circum-
stances associated with stress may cause potential recipi-
ents to be unable or unwilling to receive aid and potential
help providers to withdraw. Children who have been
abused may lose access to potential support agents, for ex-
ample, because of their anguished withdrawal from social
interaction with familiar people, a parent’s efforts to iso-
late them from others, the deterioration of social relation-
ships owing to the emotional impact of their abuse on
social competence, or others’ sense that something is very
wrong with the family (Cicchetti & Bukowski, 1995; Ro-

gosch & Cicchetti, 1994; Salzinger, Feldman, Hammer, &
Rosario, 1993). Emotional engagement itself can offer less
positive support than might be expected. As the literature
on expressed emotion suggests, high levels of emotional
concern can too easily become intrusive or critical and
thus damaging, especially when the emotional intensity in-
teracts with an individual’s temperamental or biological
vulnerabilities (Brown, Birley, & Wing, 1972; Caspi et al.,
2004; Hooley, Orley, & Teasdale, 1986; Miklowitz, Gold-
stein, Nuechterlein, Snyder, & Mintz, 1988; Rogosch, Cic-
chetti, & Toth, 2004). One study reported that toddlers’
behavior problems were predicted by differences in the ex-
pressed emotion of mothers and fathers in families where
maternal depression had characterized family life since
the child’s birth (Rogosch et al., 2004). Ironically, the in-
dividuals most in need of social support may find it least
available within their natural social networks.

Childhood and adult depression also illustrates how
social support may be least available to individuals who ur-
gently need it, owing to the reactions of potential benefac-
tors and recipients of support (see reviews by Cohen &
Wills, 1985; Coyne & Downey, 1991; Robinson & Garber,
1995). The anhedonia of depressive symptomatology is
typically accompanied by social withdrawal together with
irritability and hostility, passivity, self-denigration, depen-
dency, and a sense of helplessness and hopelessness. Not
surprisingly, the demands these symptoms impose on close
relationships can cause others to withdraw and avoid con-
tact, which, in turn, confirms the depressed person’s per-
ceptions of being rejected by others and of relationships
being unreliable (Coyne, Burchill, & Stiles, 1991; Coyne &
Downey, 1991). Depression is thus associated with smaller
social networks, fewer close relationships, and diminished
perceptions of others’ support by the depressed adult, and
the same associations have been found for children and
youth. DuBois, Felner, Brand, Adan, and Evans (1992), for
example, found a negative association between social sup-
port and psychological distress 2 years later in young ado-
lescents, with initial levels of distress as well as other
sources of stress controlled. They also found evidence that
distressed youth acted in ways that inadvertently reduced
their access to social support and increased the stress of
daily experiences.

In short, the association between social support and
stress is complex. Support may be related to the pre-
vention of stress, so that individuals in supportive net-
works encounter difficult circumstances less often than
do those in small or disconnected networks. Support may
also be a stress buffer such that heightened social support
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is associated with reduced levels of stress. However, al-
though stress may lead to a mobilization of support net-
works and thus a reduction of stress, social support and
stress may also be negatively associated because of the
impact of stressful events on a person’s access to and
willingness to enlist supportive assistance. These com-
plexities in the association between social support and
stress suggest caution in studying the empirical relations
between them and emphasize the importance of studying
their relations over time in prospective longitudinal re-
search designs.

Dimensions of Social Support and
Psychological Well-Being

As a predictor of psychological functioning, social support
can aid adaptive coping (Barrera, 1986; Robinson &
Garber, 1995; Thompson, 1995). It is common to think
of social support as a function of social embeddedness,
which indexes the frequency of contact with social network
members. Individuals who see others often, especially in
large social networks, would be expected to derive many
benefits from social contact, whereas social isolation would
limit access to the personal and material resources that oth-
ers can offer to assist in coping with difficulty. Consistent
with this view, abusive and neglectful parents have been de-
scribed as socially isolated and thus lacking the personal
guidance, material aid, emotional support, and social moni-
toring that more typically occurs in well-integrated social
networks (e.g., Daro, 1988; Polansky et al., 1981; Seagull,
1987). But social embeddedness is not, in itself, a strong
index of the amount of social support that individuals ex-
pect, or receive, from their network associates (Barrera,
1986; Cohen & Wills, 1985). Social partners can be helpful
or hurtful, and conflict often accompanies support in peo-
ple’s relationships with family members, neighbors, cowork-
ers, and others in the social network. This means that
straightforward efforts to increase the size of an individ-
ual’s social network or enhance the frequency of social con-
tact is unlikely to be an effective enlistment of social
support on their behalf, even though this strategy has been
common in the prevention of child maltreatment and other
areas of developmental psychopathology. Instead, a deeper
understanding of the amount or quality of support that is
given and received, and the affective quality of social rela-
tionships within the network, is necessary.

Clinicians and researchers often focus on two other di-
mensions of social support: enacted support and perceived
support. The first indexes the frequency of actual help giv-
ing in relationships, and the second assesses the individ-

2 Although it can be argued that genuinely supportive assistance
will be offered in a manner that reduces negative reactions
by recipients, it is nevertheless true that obtaining benefits from
another—especially when it cannot be reciprocated, is unde-
served, or derives from personal need—almost inevitably
heightens feelings of indebtedness, failure, and vulnerability in
recipients. As we discuss further, recognizing this not only
helps to create more realistic expectations concerning the con-
sequences of providing social support (such as in the context of
a home visitation program), but also makes more comprehensi-
ble the apparently inexplicable rejection of further aid by the re-
cipient that often occurs.

ual’s expectations of support from relational partners. En-
acted support and perceived support are not, surprisingly,
highly associated with each other, and this derives from
their complex mutual association and the relation of each
to the stressful circumstances in which social support is
valuable (Barrera, 1986). People can have confidence in
the assistance that is potentially available from others
without actually utilizing their aid, which is one reason
enacted support and perceived support are not necessarily
strongly associated. In addition, social support can be
given without the recipient’s awareness (e.g., anonymous
benefaction). Furthermore, many acts of social support are
not perceived as being supportive by troubled recipients.
Counseling that causes a person to critically reexamine as-
pects of his or her behavior, material aid that causes recip-
ients to feel indebted or humiliated, and efforts to reduce
another’s drinking or other destructive habits may be moti-
vated by genuine supportive concern but are likely to be re-
garded by recipients as painful, intrusive, or unnecessary.2

This is important because it illustrates how recipient reac-
tions to aid, and their effects on providers of social sup-
port, can complicate and sometimes undermine helpful
assistance to needy individuals and families. It illustrates
also how individuals may experience support without per-
ceiving others as supportive or, conversely, may expect
little support from network members who are actually
striving to provide assistance. It all depends, in part, on in-
dividuals’ expectations of social support.

Enacted support and perceived support may also be rel-
evant to different features of coping with stress. If individ-
uals are capable of mobilizing their social networks,
enacted support may follow the onset of stressful or dis-
tressing circumstances, especially if potential helpers are
available and willing to provide aid. Perceived support
may, in turn, be especially important to subsequent coping,
and to stress prevention, because of a sense that others are
reliably “on your side.” Each are likely to be predictive of
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3 The relationship between enacted support, perceived support,
and coping is empirically complicated, moreover, by the fact that
in correlational studies, (1) troubled individuals may be less ca-
pable of viewing others as sources of available support because
of their emotional turmoil, (2) individuals in difficulty may be
less able to mobilize supportive networks when they are needed,
and (3) individuals who experience psychosocial well-being are
more likely to be high in perceived support. For these reasons,
process models of the relationship between stressful events and
various kinds of social support, developed in the context of
prospective longitudinal designs and using multiple measures of
support (that include, but are not restricted to, subjective evalua-
tions) are nec essary in future research.

more successful adaptation in difficult circumstances,3 al-
though further research is needed to clarify the relations
between enacted support, perceived support, and coping
for children and adults.

Perceived support is the dimension of social support that
is most strongly related to psychological well-being in
adults and children (Barrera, 1986; Cohen & Wills, 1985;
Jackson & Warren, 2000; Sarason, Shearon, Pierce, &
Sarason, 1987). This is so because regardless of network
size or social embeddedness, confidence in the availability
and helpfulness of social partners is crucial to maintaining
a sense that assistance is available and the hope that can
ensue even in difficulty (this is, in a sense, what is meant
by a secure attachment relationship early in life). More-
over, assessments of perceived support are inherently sub-
jective of measures of social support, relying on how
individuals appraise the reliability of their social networks,
and thus measures of perceived support tap an important
feature of emotional coping for individuals under stress.
The significance of perceived support as a psychological
resource for coping is important, moreover, for interven-
tion strategies. It suggests that rather than seeking to en-
gage troubled individuals in a broader social network or
more frequent social interaction as a means of enhancing
social support, it is sometimes more important to focus on
the person’s subjective experience of supportiveness from
network associates, perhaps by carefully examining their
expectations of support in relation to what they perceive to
be provided by others around them.

There are developmental differences in perceived sup-
port from different network associates (Furman &
Buhrmester, 1985, 1992; Levitt, Guacci-Franco, & Levitt,
1993; M. Reid et al., 1989). In self-report studies, adoles-
cents report expecting less support from their parents than
do younger children, and there are similar decreases in per-
ceived support from other family members, such as siblings
and grandparents. Expectations of support from peers in-

crease from childhood to early adolescence, but then stabi-
lize or decline in later years. Teachers, by contrast, are
rarely regarded as sources of social support. Individual dif-
ferences in prior social experiences also contribute to
differences in perceived support. In a study with African
American 41⁄2-year-olds, for example, Anan and Barnett
(1999) reported that secure attachment predicted height-
ened perceived support in these preschoolers and that each
variable predicted children’s subsequent adjustment, with
perceived support mediating the association between at-
tachment and adjustment.

As these developmental and individual differences sug-
gest, perceived support depends, in part, on one’s expecta-
tions of support from different network associates. Thus,
individual differences in perceived support derive, in part,
from the quality of assistance that people expect from
family members, neighbors, peers, coworkers, and others.
There is considerable need for greater understanding of the
factors contributing to individual differences in expecta-
tions of support because of its relevance to perceptions of
support by troubled individuals. Besides the developmental
differences noted earlier, for example, how do experiences
of stress and the turmoil of psychopathology alter expecta-
tions of social support? Do the overwhelming emotional
needs of depression and anxiety disorders heighten expec-
tations of support or increase dissatisfaction with per-
ceived support—or both (as studies reviewed earlier seem
to suggest)? Or are individuals in turmoil grateful for what-
ever assistance they can find from their exhausted social
networks, as is suggested by Belle’s (1982) evocative study
of socioeconomically distressed single mothers? Studying
questions such as these is important to understanding the
social support needs of at-risk children and adults.

As valuable as is perceived support, it is important to
note that it does not encompass all of the important features
of social support, especially those most relevant to assist-
ing troubled individuals and families. This is because indi-
viduals may perceive support from network associates who
are otherwise acting in a nonsupportive manner. This is
tragically illustrated by Jill Korbin’s (1989, 1991, 1995) in-
terviews with mothers convicted of fatal child abuse. These
mothers were surrounded by family, friends, and neighbors
who were often painfully aware of the bruises, neglect, and
other harms inflicted by the mothers on their offspring. But
in their efforts to be emotionally supportive, these network
associates failed to challenge abusive practices and instead
overlooked signs of parental dysfunction, minimized the
seriousness of abuse, and offered reassurance about the
mothers’ good intentions while providing noncritical emo-
tional affirmation. In so doing, of course, they contributed
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little to curbing abusive practices or protecting the chil-
dren, and were thus ineffective in preventing the death of
these children. As Korbin (1991, p. 23) noted, “A high level
of perceived support sustained, probably unintentionally,
these women in their pattern of abusive behavior.”

In short, the quantity of social relationships should not
be mistaken for the quality of social support. People can be
surrounded by a large network of social partners who offer
little support or who are emotionally affirming while pro-
viding little other assistance to troubled individuals. This
is one reason efforts to improve social support by increas-
ing social network size or improving social embeddedness
are unlikely to increase enacted or perceived support. In
addition, a focus on perceived support highlights the im-
portance of how children and adults with psychological
disorders perceive—accurately or inaccurately—the sup-
portiveness of their natural networks and the potential
value of interventions that target these social perceptions.

Because social support is not the same thing as network
size, it is noteworthy that in some cases, access to only one
or a few confidants is sufficient to significantly aid coping
under stress (Cohen & Wills, 1985; Gottlieb, 1985). With
adults (Brown, 1987; Brown, Adler, & Bifulco, 1988) and
children (Pellegrini et al., 1986), the absence of a confid-
ing relationship has been found to significantly distinguish
whether individuals under stress developed affective prob-
lems or not. For adults, supportive intimacy can be found
with a romantic partner or spouse; in the study by Pelli-
grini and colleagues, it was the absence of a best friend that
predicted risk for affective disorders in middle childhood.
Taken together, these findings contribute to the conclusion
that it is not number but quality of relationships that shapes
perceptions of support and, in turn, the benefits of social
support for coping with stress.

SOCIAL SUPPORT AND DEVELOPMENTAL
PSYCHOPATHOLOGY

It is clear that social support is associated in complex ways
with stress and coping. Support can be stress-preventive
and it can be a stress buffer when difficulty ensues. Sup-
port can be mobilized when stress occurs, but stressful
events can also reduce access to support networks and an
individual’s capacity to receive aid that is offered by oth-
ers. The importance of perceived support adds further
complexity to the association between social support and
stress because of how stress can alter a person’s awareness
of supportive access to helpers.

It follows, therefore, that the association between social
support and developmental psychopathology is also com-
plex. In this section, we explore this complexity by distin-
guishing three phases in the course of psychological
disorders. First, we consider how social support, especially
its absence, is relevant to the initial development of psycho-
logical disorders. This is especially relevant to portrayals of
social support as a preventive and buffering agent in stress-
ful circumstances. Second, we examine the role of social
support (and its absence) in the maintenance of psychopath-
ology over time, underscoring the importance of social fac-
tors in the persistence of psychiatric symptomatology.
Finally, we consider social support and the treatment of
psychopathology and the alternative avenues that exist for
enhancing support as a therapeutic aid.

Social Support and the Origins of
Developmental Psychopathology

In light of the stress-preventive functions of social support,
it is reasonable to expect that individuals who are socially
isolated or are in social adversity in the context of stress
would be at enhanced risk of psychological problems. Such
people are, in a sense, denied the emotional, material, in-
formational, and other kinds of assistance that companions
can potentially provide. The important challenge is to un-
derstand the extent to which the lack of social support is
crucial, independent of other risk factors, in contributing to
risk for developmental psychopathology, and why.

The complexity of developmental processes, the diverse
etiological contributions to clinical symptomatology, and
the methodological challenges of research in developmental
psychopathology together make it difficult to construct
causal models linking social support to either healthy or un-
healthy functioning. Current theoretical views posit compli-
cated, reciprocal associations among biological, cognitive
and emotional, and sociocultural processes that are mutu-
ally influential in a dynamic, nonlinear fashion to predict
most developmental outcomes (see Cicchetti & Toth, 2003;
Cicchetti, Toth, & Maughan, 2000; Dodge & Pettit, 2003;
Sameroff & Chandler, 1975; Shonkoff & Phillips, 2000). In
such models, both parent-child and peer relationships are
typically regarded as primary social influences on develop-
ment that have both direct and indirect effects on risk for
psychopathology. Dodge and Pettit propose, for example,
that parenting and peer experiences each mediate between
biological predispositions or the sociocultural context and
children’s vulnerability to chronic antisocial conduct prob-
lems. A recent molecular genetics study by Kaufman and
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colleagues (2004) indicates that social support may moder-
ate the effects of biological vulnerability and a history of
maltreatment on children’s proneness to depressive sympto-
matology. In short, social support is likely not only to have a
direct relationship to the development of psychopathology
but also to mediate the effects of other risk factors in com-
plex ways.

The social isolation of families who have abused or
neglected their offspring, or who are at significant risk
of doing so, is the most extensively studied condition
in which the absence of social support is believed to
contribute to the development of psychopathology. In
this case, children’s risk of pathological development is
mediated through their parents’ social support. Many re-
searchers have concluded that parents who abuse or neg-
lect their offspring lack significant social connections to
others in the extended family, neighborhood, and broader
community and to social agencies that can provide assis-
tance (e.g., Daro, 1988; Garbarino & Sherman, 1980a;
Polansky et al., 1981; Seagull, 1987; Straus et al., 1980;
see Thompson, 1995, for a review). As a consequence,
their treatment of offspring is likely to remain undetected,
there are few interpersonal resources to which parents can
turn when they are stressed, and the ways that social con-
nections with potential helpers can buffer the effects of
stress, promote healthy behavior, and socialize positive
parenting are less influential.

An extensive review of this research by Thompson
(1995) yields a fairly complex picture of the association
between social isolation and child maltreatment. Three
conclusions from his review are important to this discus-
sion of social support and developmental psychopathology.
First, in most studies, the social isolation distinguishing
abusive or high-risk parents consists of their smaller social
networks or their more limited social contacts with net-
work members (i.e., limited social embeddedness). Parents
at risk of child abuse know fewer people and see them less
often, compared to other parents in similar circumstances.
But research findings are inconsistent about whether at-
risk or abusive parents experience significant deficits in
enacted support or perceived support from their network
associates. A study by Lovell and Hawkins (1988) is typi-
cal, in which abusive mothers reported that very few of
their network associates provided practical help with child
care or parenting responsibilities, but mothers reported en-
joying seeing nearly 80% of these companions very much
and reported that they could “share their thoughts and feel-
ings frequently” with nearly 50% of them. Like the fatally
abusive mothers studied by Korbin (1989, 1991), perceived

support from network associates was often satisfactory
even though the social support mothers received did not
significantly reduce abuse potential. Thus, on the most im-
portant dimension of social support for psychological well-
being—perceived support—there are often negligible
differences between maltreating parents and those who are
nonabusive, even though the social networks of maltreating
parents are smaller and less supportive in other ways.

Second, there are subgroups of maltreating parents
who experience significant social isolation for specific rea-
sons. Polansky and his colleagues (Polansky, Ammons, &
Gaudin, 1985; Polansky et al., 1981; Polansky, Gaudin,
Ammons, & David, 1985) have studied neglectful mothers
who consistently reported feeling greater loneliness and
lack of neighborhood support compared with socioeconom-
ically comparable nonneglectful mothers. Polansky has
described an “apathy-futility syndrome” consisting of a
passive, withdrawn demeanor coupled with emotional
“numbness,” limited competence, distrust of others, re-
treat from social contact, and verbal “inaccessibility” to
others that also makes them hard to reach socially (Gaudin
& Polansky, 1986; Polansky & Gaudin, 1983). In Polan-
sky’s view, the social isolation of these mothers derives
from their inability to develop and maintain supportive so-
cial ties owing to character disorders, deficient social
skills, and difficulties in coping adaptively with life stress.
In a sense, their neglect of offspring is part of a general
syndrome associated with their broader neglect of social
connections. By contrast, Garbarino has described a differ-
ent kind of “social impoverishment” of families in neigh-
borhoods that experience heightened rates of child
maltreatment (Garbarino & Kostelny, 1992). By comparing
neighborhoods with higher-than-expected child maltreat-
ment rates (based on sociodemographic predictors) with
neighborhoods with lower-than-expected maltreatment
rates and using informants in each community, Garbarino
has sought to characterize the neighborhood conditions as-
sociated with child abuse and neglect (Garbarino & Sher-
man, 1980a, 1980b). He found that mothers in higher-risk
neighborhoods reported receiving less assistance from
neighbors, finding fewer options for child care, and gener-
ally perceiving the neighborhood as a poorer place for rais-
ing children. On other assessments related to social
support, such as perceptions of sources of potential assis-
tance, the friendliness of neighborhoods, and recreational
opportunities, however, mothers of higher-risk and lower-
risk neighborhoods did not differ. By contrast with the
characterological problems of the neglectful mothers stud-
ied by Polansky and his colleagues, therefore, the mothers
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of higher-risk neighborhoods studied by Garbarino lacked
important features of social support owing to the dimin-
ished social resources of their neighborhoods and the di-
minished human capital of their communities.

Third, studies like these and others indicate that social
isolation is not a homogeneous phenomenon, and conse-
quently the reasons for social isolation are diverse in fami-
lies at risk for child maltreatment (Thompson, 1995). For
some, such as Polansky’s neglectful mothers, isolation may
derive from social marginality attributable to limited so-
cial and coping skills in the context of stressful life circum-
stances (see also Seagull, 1987). For others, such as
Garbarino’s higher-risk neighborhood residents, it arises
from the impoverishment of social capital in difficult
neighborhoods that may also be dangerous settings for chil-
dren and that breed social insularity and distrust (see also
Lynch & Cicchetti, 1998). For some, social isolation may
be actively sought as a means of concealing abusive prac-
tices. For others, isolation may result from difficult cir-
cumstances that rob adults of the time or energy required to
maintain social networks, or create feelings of humiliation
and vulnerability and a desire to be left alone. And a sig-
nificant proportion of high-risk families do not feel so-
cially isolated at all, but are instead satisfied with their
social interactions with a small network of close associates
who provide emotional support but do not seem to con-
strain abusive or neglectful practices. “Social isolation,”
when it is apparent, can have diverse causes.

The multifaceted causes of social isolation in families at
risk for child maltreatment is important for at least two rea-
sons. First, these studies indicate that social insularity may
be a significant factor in the origins of child maltreatment
for some families, especially when the causes of social iso-
lation derive from psychological problems in parents, diffi-
cult or dangerous neighborhood conditions, or active
efforts to conceal abusive practices. In these circum-
stances, the absence of significant social connections in-
creases risk for child maltreatment because there are few
from outside the family who can provide emotional support
or material aid or monitor parental conduct, especially in
the context of life stress. However, it is unwarranted to in-
clusively generalize this portrayal of abusive families. For
many other families, social isolation does not appear to be
etiologically relevant because abusive practices occur in
the context of active social networks from which parents
derive emotional support. Social isolation is not necessar-
ily implicated in child maltreatment—and perceived sup-
port is not necessarily a buffer against abusive parenting.
Second, the multifaceted causes of social isolation are rel-
evant to intervention. Strategies for enhancing social sup-

port for at-risk families who are socially isolated must also
be multifaceted. They may require, for example, social
skills training (Gaudin, Wodarski, Arkinson, & Avery,
1990–1991), improving recipient reactions to receiving as-
sistance (Tracy, Whittaker, Boylan, Neitman, & Over-
street, 1995), incorporating new support agents into natural
social networks, or other approaches depending on the
causes of social insularity. As we discuss in a later section,
when enlisting social support in clinical treatment, one size
does not fit all.

Social support and social isolation are experienced not
only by families, but within families as well. In particular,
children may be deprived of social support in families
characterized by marital conflict, domestic violence,
parental affective disturbances, child maltreatment, or
other problems. Extensive research literature documents
the risks for the development of internalizing and external-
izing problems for children growing up in disturbed family
environments (Thompson & Calkins, 1996; Thompson,
Flood, & Lundquist, 1995). Children in homes character-
ized by marital conflict, for example, seek to reestablish
the emotional security they have lost by intervening in
parental arguments, monitoring parental moods, and other-
wise striving to manage their emotions in a conflicted
home environment (Cummings & Davies, 1994, 1996;
Davies & Forman, 2002; Grych & Fincham, 1990; Katz &
Gottman, 1991). As a consequence, they show heightened
sensitivity to distress and anger, tend to become overin-
volved in their parents’ emotional conflicts, have difficulty
regulating the strong emotions that conflict arouses in
them (in a manner resembling “emotional flooding”), and
exhibit other indications of internalizing problems. The
work of Shaw and his colleagues has shown how the early
development of conduct problems in young children derives
from the interaction of the child’s temperamental vulnera-
bility with maternal rejection and depression, parental
conflict, and other indicators of family difficulty (Owens
& Shaw, 2003; Shaw, Miles, Ingoldsby, & Nagin, 2003).
Research on maternal depression shows, as earlier indi-
cated, how the family environment presents children with
overwhelming emotional demands deriving from the
caregiver’s sadness, irritability, helplessness, and guilt-
inducing behavior, which contributes to children’s enmesh-
ment in the emotional problems of the adult and their own
vulnerability to internalizing problems (Ashman & Daw-
son, 2002; Cummings & Davies, 1994, 1996; Zahn-Waxler
& Kochanska, 1990).

These troubled family environments are deficient in
much more than social support, of course. Children are
also subjected to heightened parental negative affect, fam-
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ily conflict, and other challenges to their emotional well-
being. The relevance of social support is highlighted, how-
ever, in interventions in which children are offered the
assistance of adults outside the family to aid in their emo-
tional coping (Sandler, Miller, Short, & Wolchick, 1989).
In a study by Blanchard, Molloy, and Brown (1992; cited
by Beeman, 2001), for example, children living in violent
homes reported that the best support was from a caring
adult located nearby with whom the child could talk about
family conflict. Although considerably more research is
needed to examine the effects of extrafamilial social sup-
port on children’s coping with family problems, studies
like these suggest that access to social support can help to
buffer the effects of family difficulty.

As children mature, social support may be obtained
from peer relationships as well as family networks, and,
conversely, vulnerability to problems may be enhanced by
peers as well as family members. Positive peer relation-
ships are likely to be protective influences, therefore, in
preventing and buffering stress, and peer rejection and
relationships with deviant peers may contribute to the de-
velopment of childhood and adolescent depression and
conduct problems. Although peer experiences are more
likely a mediator or moderator of other risk factors than a
direct causal agent for most forms of childhood psycho-
pathology, there is evidence that peer relationships can as-
sume a significant role in their development. One large,
prospective longitudinal study that followed more than
500 randomly selected children from preschool through
early adulthood found that, as early as preschool, exposure
to aggressive peers predicted later aggressive behavior
(Sinclair, Pettit, Harris, Dodge, & Bates, 1994). In another
longitudinal study, Gazelle and Ladd (2003) found that the
combination of anxious solitude (an index of individual
vulnerability) and peer exclusion predicted levels of de-
pressive symptoms in a sample of 388 children studied
from kindergarten to fourth grade. There is evidence
for the stress-buffering effects of positive peer relation-
ships as well. In the prospective longitudinal study by
Dodge, Pettit, Bates, and their colleagues, peer acceptance
moderated the effects of low SES, high family stress,
single-parent status, and violent marital conflict on the de-
velopment of externalizing behavior in early grade school
(Criss, Pettit, Bates, Dodge, & Lapp, 2002). In the same
study, peer acceptance and friendship overlapped in their
moderation of the effects of harsh discipline on the same
outcomes. These positive effects of peer relationships re-
mained even when the researchers controlled for child
temperament and social information-processing skills. Of
course, the influence of peer relationships on risk for

psychopathology is as complex as is the influence of
parental social networks. Indeed, in some cases, the same
friendships that protect children from internalizing prob-
lems, such as depression, may enhance antisocial behavior
(Nangle, Erdley, Newman, Mason, & Carpenter, 2003).

Social Support and the Maintenance of
Developmental Psychopathology

Psychological disorders have multifaceted origins, of
course, arising from the interaction of biological vulnera-
bility, ecological demands and stresses, cognitive construc-
tions, and other influences. The absence of social support,
especially in the context of conflict in close relationships,
adds further risk to the development of internalizing and
externalizing disorders, and the availability of social sup-
port can, in turn, help to buffer the onset of clinical symp-
tomatology. Social support and its absence are relevant also
to the persistence of symptomatology over time. In other
words, once clinical problems have developed, their main-
tenance may be associated with continuing social adversity
and social isolation. Several research fields suggest how
this may be true.

Children with anxiety disorders are highly vigilant for
and hyperresponsive to situations associated with fearful
stimuli. They interpret everyday situations in ways that ex-
aggerate potential threat, are acutely sensitive to their own
visceral signs of fear arousal, and become preoccupied
with their negative emotion (Vasey & Ollendick, 2000).
Not surprisingly, they are challenging for caregivers to
help, but research indicates that the efforts of parents to be
supportive may exacerbate rather than remedy anxious
symptomatology (Thompson, 2001; Vasey & Dadds, 2001).
Many parents of anxious children respond sympathetically
and protectively to the fear expressed by their offspring,
assisting the child in avoiding the fear-provoking event but,
as a consequence, offering few opportunities to master the
anxiety (Dadds, Barrett, Rapee, & Ryan, 1996; Gerlsma,
Emmelkamp, & Arrindell, 1990). This is more understand-
able in light of studies showing an intergenerational family
history for anxiety disorders, suggesting that anxiety
is learned in families as part of the shared environment and
that parents may thus become anxious in situations in
which their offspring are also fearful (Eley, 2001). Thus, a
child who responds to an anticipated encounter with a fear-
evoking event with screaming, tantrums, hiding, and ag-
gressive resistance offers powerful incentives for adults to
accede, and if the adult does so and the child subsequently
calms down, each partner is negatively reinforced for be-
havior that helps to perpetuate anxious symptomatology
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(Vasey & Ollendick, 2000). At the same time, parents may
be worried about the effects of anxious pathology on the
child’s capacities to act in a socially and developmentally
appropriate manner, and thus parental overprotectiveness
may be coupled with criticism and rejection (Gerlsma
et al., 1990).

Thus, childhood anxiety disorders are likely to be ac-
companied by troubled family relationships. They are trou-
bled by aversive encounters focused on the child’s efforts
to avoid fear-provoking events that are inadvertently rein-
forced by parents’ efforts to be supportive and helpful.
They are troubled also by the parent’s mixed response to
the child’s behavior—overprotective but also critical—that
contributes to parent-child relationships of insecurity and
uncertainty. It is important to note that parental behavior in
these instances is well-intentioned: Adults are striving to
provide social support, even though their efforts inadver-
tently reinforce anxious symptomatology in their children
(Thompson, 2001). One reason for family difficulty is that
the emotional support offered by parents does not con-
tribute to alleviating anxious fear or symptomatology.

The development of antisocial behavior is another ex-
ample of how family processes and child characteristics
combine to create a social context that contributes to the
maintenance of psychopathology. The well-known work on
coercive family processes of Patterson and his colleagues
(Patterson, 1982, 1986; J. B. Reid, Patterson, & Snyder,
2002) illustrates specific pathways by which parents may
inadvertently foster difficult relationships between them-
selves and their children or adolescents. As Patterson has
evocatively shown, antisocial behavior in children is main-
tained by parents through their responses to child miscon-
duct. By initially resisting the bad behavior of offspring
and then acceding when children escalate their aversive
conduct, parents provide powerful negative reinforcement
for bad behavior. Patterson’s longitudinal studies have
shown how such coercive interpersonal processes become
generalized by children beyond the family and contribute
to the development of antisocial behavior. Although
parental practices within these families are not motivated
by socially supportive intentions, this work illustrates the
ways that aversive parent-child interactions contribute to
the development and maintenance of psychopathological
conduct through relational influences that victimize the
entire family.

Another illustration of the influence of social support in
the maintenance of clinical problems is the well-developed
research literature linking peer relationship problems and
childhood loneliness (see Asher, Parkhurst, Hymel, &

Williams, 1990, for a review). Several recent studies have
explored the associations between peer relationships and
depressive symptoms in children (e.g., Boivin, Hymel, &
Bukowski, 1995; Boivin, Poulin, & Vitaro, 1994; Burks,
Dodge, & Price, 1995; Nangle et al., 2003; Oldenburg &
Kerns, 1997). Nangle and his colleagues, for example,
found that a fully mediational model of the influence
of peer relationships on children’s loneliness and depres-
sion was warranted in their study of 193 third- through
fourth-grade boys and girls. In this study, loneliness was
the gateway through which peer relationships influenced
the development of depression. However, friendships also
buffered children from depressive symptomatology. The
influence of popularity, or peer acceptance, was com-
pletely accounted for by the fact that peer acceptance tem-
porally preceded friendship, suggesting that more popular
children were likely to have both larger friendship net-
works and better relative quality of peer relationships. The
researchers concluded that before adolescence, “ the mutu-
ality that is unique to friendships appears to be critical”
(p. 552). Peer rejection is important not only to the devel-
opment of depressive symptomatology but also to its main-
tenance over time, as children without friendships are
likely to continue to feel lonely, self-deprecating, and iso-
lated in their peer networks.

Social Support and the Treatment
of Psychopathology

Social support is important to developmental psychopathol-
ogy not only because of its contribution to understanding
the etiology or maintenance of pathological symptomatol-
ogy, but also because of its promise for pioneering avenues
for therapeutic assistance. The core features of social sup-
port—counseling and guidance, emotional nurturance, in-
formation, skill acquisition, and sometimes material
aid—are components of successful therapeutic efforts in
all theoretical modalities. Whether in the context of indi-
vidual therapy sessions, peer counseling, group therapy,
parent education or parent support groups, therapeutic pre-
school programs, crisis counseling, or other therapeutic av-
enues, social support is an almost inescapable element of
successful clinical intervention. Thus, understanding the
nature of social support as well as obstacles to its efficacy
in promoting psychological well-being and conditions that
foster perceptions of support in troubled individuals are
each important to successfully enlisting social support in
therapeutic efforts. In addition, just as social support is in-
corporated into most forms of psychological treatment, it is
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also a central feature of prevention efforts to avert psycho-
logical problems or their recurrence. Social support is a
contributor to long-term adaptive functioning as well as
immediate assistance to individuals and families in need.

Despite its ubiquitous contribution to therapeutic en-
deavors, incorporating social support in prevention and in-
tervention strategies presents significant challenges. The
forms of social support that are most helpful to individuals
experiencing psychological distress are not self-evident,
and, as we have seen, not all social support efforts are ef-
fective in achieving therapeutic or preventive goals. These
are crucial considerations because of the many ways that
well-intentioned supportive efforts can be rendered inef-
fective in changing destructive behaviors, fostering psy-
chological well-being, or accomplishing therapeutic goals.
Earlier in this chapter, we considered examples of how the
emotional support of family and friends did not prevent
troubled mothers from committing fatal child abuse, and
how parental efforts to respond sympathetically and pro-
tectively does not enable offspring with anxiety disorders
to master their fears. To be effective, in other words, the
purposes and functions of social support must be strategi-
cally considered within a broader array of therapeutic ef-
forts, keeping in mind that social support should include
not only emotional sustenance and counseling but also
reeducation, behavioral change, and monitoring the well-
being of those it is intended to assist. In the following
section, we consider three distinct interventions that pur-
posively incorporate aspects of social support to achieve
particular treatment goals. First, we describe a treatment
for depression that focuses almost exclusively on the social
aspects of the disorder. Originally developed for adults, in-
terpersonal psychotherapy has been adapted for adoles-
cents because of the salience of relationships in adolescent
development as well as the time-limited nature of this in-
tervention (Mellin & Beamish, 2002; Mufson & Moreau,
1999). Next, we look at approaches that attempt to teach
children to help each other in social situations as a means
of enlisting social support from peers in developmental
therapy. Finally, we briefly discuss a family support pro-
gram that helps families whose children have Bipolar Dis-
order and that directly addresses a dimension of iatrogenic
emotional engagement, expressed emotion (EE).

As we have noted, nearly all psychotherapy approaches
rely on social support in the relationship between the ther-
apist and the patient, and much of therapeutic content fo-
cuses on improving personal relationships. Interpersonal
psychotherapy (IPT) is based on the premise that problems
in relationships are important components of the mainte-

nance of depressive symptoms. Interpersonal psychother-
apy for adolescents (IPT-A) uses a three-phase, time-
limited approach to help adolescents explore the impact of
the interpersonal aspects of one or two problem areas on
significant relationships (Mellin & Beamish, 2002; Mufson
& Moreau, 1999; Mufson, Moreau, Weissman, & Klerman,
1993). Adolescents with Major Depressive Disorder or
Dysthymia identify one or two problem areas from a group
of five interpersonal concerns (i.e., grief, role disputes,
role transitions, interpersonal deficits, or single-parent
families). Specific strategies are recommended for each
problem area to help adolescents express feelings, use the
therapeutic relationship to increase awareness and under-
standing, and, ultimately, change their behavior in inter-
personal situations. For example, the interpersonal deficits
problem area identifies social isolation, unfulfilled social
relationships, and chronic depression as targets for explo-
ration of past relationships. In addition to exploring previ-
ous relationships and behavior patterns, the therapist
provides support for the adolescent to change behavior in
the interpersonal context. In a study of 71 Puerto Rican
adolescents between the ages of 13 and 17 who were diag-
nosed with Major Depressive Disorder, Dysthymia, or both
disorders, interpersonal psychotherapy and cognitive be-
havioral therapy were both more effective in reducing
symptoms of depression when compared with a wait-list
control group, and 82% of the IPT participants were able to
function in an adequate range at posttreatment, as mea-
sured by scores on a depression inventory (Rossello &
Bernal, 1999).

Another approach to enlisting social support to remedi-
ate clinical problems is to engage natural helpers. For chil-
dren and adolescents, this usually means providing training
and supervision to peers who are then expected to help
classmates or friends with needs. The goals of such strate-
gies may be to increase the total number of peers who in-
teract with the target child or to teach the target child
social skills that will help her or him to attract more
friends. Enlisting healthy, socially skilled peers to help
children or adolescents who have behavioral or emotional
disorders or who are at risk for the development of such
disorders has intuitive appeal because of the potential
to address both of those goals. However, as we have learned
throughout this discussion, what appears simple and
straightforward is often deceptively so. Lewis and Lewis
(1996) identified several concerns with involving peers in
helping each other. Most notably, in programs without care-
ful role definitions and professional supervision, young
people who are motivated by a desire to help others may
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find themselves in situations that require significantly
more training, expertise, and maturity than they have.
Lewis and Lewis focused their analysis on risks to peer
helpers in programs enlisting peer support for children at
suicidal risk, and they reported findings from a descriptive
study of Washington schools indicating that suicide rates
were higher at schools where peer helpers were not super-
vised by professional counselors. As we note later with re-
spect to home visitors, the potential advantages of enlisting
natural supporters to aid troubled children or families must
be balanced by their limitations in expertise and capability.

Behavioral theory suggests that designing interventions
with carefully defined target behaviors and narrowly fo-
cused strategies is likely to avoid some of the ambiguity of
more general supportive or mentoring approaches and pro-
vide more precise guidance about what works and what
does not work. Consistent with this view, one group of
researchers (Christopher, Hansen, & MacMillan, 1991;
Guevremont, MacMillan, Shawchuck, & Hansen, 1989)
trained 7- to 9-year-old children in specific social skills and
rewarded them for playing with identified classmates.
Same-sex peers were trained in initiating, responding to re-
fusals, maintaining interactions, and responding to negative
behavior. Each was then paired with a socially isolated,
dysphoric child, and rewarded for playing with that child
during one daily recess. The intervention resulted in an im-
pressive increase in positive social interactions. The im-
provement in peer interactions for the target children
occurred with both the designated helpers and also with
other classmates, and the levels of positive interactions
were comparable to those of social comparison children
in the same setting. The treatment gains increased at a 4-
month follow-up (Guevremont et al., 1989). In a similar
study that targeted three socially isolated, dysphoric chil-
dren, the researchers increased the training for peer helpers
and achieved similarly promising results. Gains in positive
interactions were maintained at the 4-month follow-up, and
the positive effects generalized to situations when the inter-
vention was not used. In addition, there was no evidence of
negative impact of social support on the helpers (Christo-
pher et al., 1991).

Interventions designed particularly for family members,
especially parents, are often part of the therapeutic en-
deavor when children and adolescents experience psycho-
pathology. Families are the primary source of support for
children, and the quality and effectiveness of the support
family members provide to children with clinical problems
is crucial to the child’s healthy adjustment. As we have
seen, however, not all efforts to enhance social support are
helpful; indeed, emotional support may not be effective in

remediating children’s problems in some situations. In fact,
the parent’s emotional engagement may have negative ef-
fects in certain circumstances. For example, children’s
emotional or behavioral difficulties may lead to heightened
criticism and hostility toward the child (Hooley &
Richters, 1995). Expressed emotion (Hirshfeld, Bieder-
man, Brody, Faraone, & Rosenbaum, 1997a) is an index of
parental attitudes of criticism or emotional overinvolve-
ment in the child’s problems that has been studied as a con-
tributor to the onset, maintenance, or relapse of a number
of clinical problems, including Schizophrenia (Brown
et al., 1972), depression (Hooley, Orley, & Teasdale, 1986),
Bipolar Disorder (Miklowitz & Goldstein, 1997), behav-
ioral inhibition (Hirshfeld et al., 1997a, 1997b), and Con-
duct Disorder (Calam, Bolton, & Roberts, 2002; Caspi
et al., 2004; Rogosch et al., 2004). Family support or treat-
ment components have been designed to include a specific
focus on EE as a way of improving the quality of social
support for young people with clinical problems. The
RAINBOW treatment protocol, for example, is a child- and
family-focused cognitive behavioral therapy for children
with Bipolar Disorder that addresses the intense personal
demands of raising a child with this disorder in an effort to
decrease the potentially harmful effects of EE (Pavuluri
et al., 2004). Elements of this program include encouraging
family members to distinguish helpful from unhelpful re-
actions in their efforts to cope with a child who can be dif-
ficult to live with, helping parents model appropriate
strategies for affect regulation, fostering shared effective
problem-solving strategies in which parents and target chil-
dren jointly participate, assisting children in their efforts
to develop successful peer relationships, and identifying
other sources of social support. Preliminary conclusions
from a study of 34 families participating in this program
indicated that symptom severity for children decreased sig-
nificantly following therapy and parents reported strong
satisfaction with the treatment, although there were no
family-based measures of the emotional environment
(Pavuluri et al., 2004).

Taken together, conclusions from these and other thera-
peutic interventions that explicitly attend to the social sup-
port needs of troubled children and families indicate that
when carefully designed and thoughtfully implemented,
social support can be an important contribution to thera-
peutic success. But because social support needs are multi-
faceted, one feature of the preventive or therapeutic
enlistment of social support is that supportive interventions
are multifaceted. They should include not only emotional
aid and counseling but also information or educational
guidance, help with everyday stresses and practical life
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skills (such as parenting), economic assistance or job train-
ing when it is warranted, and, when children are con-
cerned, counseling and educational assistance. Although
services must always be tailored to the needs of recipient
families, a broad array of socially supportive interventions
is most likely to address the salient needs of multiproblem
individuals and families.

There are many examples of intervention programs with
blended forms of social support. Gaudin’s (Gaudin et al.,
1990–1991) Social Network Intervention Project, for ex-
ample, combines strategies to enhance informal social net-
work support for families identified as neglectful with the
assistance of regular volunteer aides, the enlistment of
neighborhood helpers, and social skills training to enable
family members to better create and maintain supportive
relationships. Yoshikawa’s (1994, p. 28) review of pro-
grams to prevent chronic juvenile delinquency concludes
that “interventions combining comprehensive family sup-
port with early education may bring about long-term pre-
vention through short-term protective effects on multiple
risks.” Programs like Childhaven combine quasi-therapeu-
tic full-time day care services with practical parent educa-
tion, casework support, parent support, family therapy
groups, and social agency referrals for troubled families
(Durkin, 1986; Miller & Whittaker, 1988). The Committee
on Integrating the Science of Early Childhood Develop-
ment of the National Academy of Sciences concluded an
extensive review of the prevention research by finding:

Model early childhood programs that deliver carefully de-
signed interventions with well-defined objectives and that
include well-designed evaluations have been shown to influ-
ence the developmental trajectories of children whose life
course is threatened by socioeconomic disadvantage, family
disruption, and diagnosed disabilities. Programs that com-
bine child-focused educational activities with explicit atten-
tion to parent-child interaction patterns and relationship
building appear to have the greatest impacts. In contrast, ser-
vices that are based on generic family support, often without
a clear delineation of intervention strategies matched di-
rectly to measurable objectives, and that are funded by more
modest budgets, appear to be less effective. (Shonkoff &
Phillips, 2000, p. 11)

To be sure, characterizing the variety of intervention
strategies encompassed within these preventive efforts
as consistently “socially supportive” threatens to over-
stretch the boundaries of the social support construct. But
these reviews underscore that social support efforts must
be multifaceted to effectively address the complex needs of
troubled children and families, and that social support in-
terventions must be undertaken in an individualized man-

ner that is responsive to the specific needs of recipients and
the specific goals of the intervention effort.

THE CONTINGENCIES OF SOCIAL
SUPPORT EFFORTS

In a recent review article, Hogan, Linden, and Najarian
(2002) asked, “Social support interventions: Do they work?”
Their answer was that current research provides support for
the general usefulness of social support interventions, but
there is insufficient evidence to conclude which kinds of in-
terventions work best for what problems. Likewise, Heller
and Rook (2001) noted in their review of social support in-
terventions that the effective ingredients of supportive inter-
ventions are still unknown. The problem in designing the
most effective interventions to improve social support and
increase healthy functioning in troubled individuals may be
even broader. Robinson and Garber (1995) noted that there
is currently no coherent theory of how social support should
guide intervention efforts. Absent a well-developed and em-
pirically based theoretical portrayal of social support, inter-
ventions are often guided by a general expectation that
greater social support, usually indexed by increased social
ties, is a good thing and will have broadly positive benefits.
Unfortunately, this often means that social support interven-
tions are vague and ill-defined and, without specific out-
come expectations, sometimes fail to accomplish measurable
improvement in the lives of their recipients.

In addition to problems in specifying the most effective
ingredients of effective supportive interventions and iden-
tifying what interventions work best for what psychological
problems (and for individuals of what ages), it is also im-
portant to understand the contingencies of social support
efforts. In other words, what influences can enhance or
hinder the efficacy of social support interventions? At
times, thoughtfully designed social support efforts founder
because of challenges concerning the needs of support
providers, the complex recipient reactions to obtaining
assistance from another, cultural factors associated with
giving and receiving social support, and the goals of inter-
vention. We consider these contingencies next.

Sources of Support and the Needs of
Support Providers

Social support may be obtained from informal helpers
(such as friends, neighbors, family members, coworkers,
teachers, or classmates) or formal helpers (such as coun-
selors or therapists, home visitors, social workers, or
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religious advisors). As earlier noted, each kind of support
agent has particular strengths and weaknesses (Gottlieb,
1983, 2000). Relationships with natural social network
members benefit recipients because of their convenience
and mutuality. Each partner is likely to share congruent
values and perspectives, and these relationships are influ-
ential because they are likely to be enduring and thus
well-integrated into many aspects of the recipient’s daily
experiences (Cochran, Larner, Riley, Gunnarsson, & Hen-
derson, 1990). But because natural helpers share the cir-
cumstances and values of recipients, they may also share
their stresses and difficulties and may be less sensitive to,
or unwilling to challenge, unhealthy or inappropriate con-
duct if it is typical for their reference group (such as harsh
parenting or substance abuse). Formal helpers do not have
these disadvantages because of their professional training,
and their helping relationships with recipients are well-
defined by their professional role responsibilities. But
because they are less well integrated into the lives of re-
cipient families, they may be unaware of many circum-
stances affecting their well-being. Formal helpers can
also have difficulty engaging the consistent cooperation
of their clients.

These distinctions between formal and informal sources
of support are important for defining the capabilities and
needs of support providers. Enlisting natural social net-
works into social support interventions can be valuable but
is constrained by the limitations in expertise and skills of
informal helpers. As illustrated earlier when describing ef-
forts to enlist peers to support adolescents at risk of sui-
cide, the ethical responsibility of program designers is to
ensure that natural helpers like these are not put into situa-
tions that exceed their capabilities and skills, which can
easily occur if they are striving to help others who have se-
rious psychological problems (Lewis & Lewis, 1996). Like-
wise, volunteer home visitors have much to offer social
support programs because they often share the back-
grounds and orientations of recipient families, but most are
inadequately prepared to address serious family problems
arising from depression, domestic violence, or substance
abuse, and they may have difficulty engaging challenging
families or following a consistent curriculum (Margie &
Phillips, 1999). Although informal helpers are convenient,
inexpensive, and often highly motivated, it is unreasonable
to expect that their efforts can accomplish as much as pro-
fessionally trained formal helpers might achieve in similar
circumstances, and it is ethically irresponsible to expect
them to provide long-term help or to assist individuals with
serious problems without training and support. In short, the
source of social support enlisted into an intervention de-

fines, in part, the scope of results that might be reasonably
expected from the effort.

The source of social support is an important considera-
tion also because offering assistance to troubled individu-
als can be draining and demoralizing (A. H. Collins &
Pancoast, 1976; Shumaker & Brownell, 1984). Recipients
are needy but may also be demanding and critical for rea-
sons described in the next section, and providing help in re-
lationships of one-way assistance can be exhausting
because support is not reciprocated. Moreover, the relation-
ship between support providers and recipients can be diffi-
cult because each may have different goals, with recipients
seeking noncritical emotional affirmation and providers
also striving for changes in the recipient’s behavior and at-
titudes. They may differ in their views of the recipient’s
problems and the best solutions to them. Crises may force
support providers to focus on immediate needs (urged to do
so by recipients) and neglect attention to long-term strate-
gies for building healthy practices. For these reasons, it is
common for providers and recipients each to feel frustrated
by their relationship and sometimes to experience conflict.
The professional training of formal helpers prepares them
to cope with these challenges, but informal helpers may be
surprised to discover how difficult it is to provide social
support, especially if they began doing so with little train-
ing or guidance. It is common, therefore, that social sup-
port interventions enlisting natural helpers must address
the frequent turnover and burnout of their staff, which is
reduced but not eliminated when informal helpers are pro-
vided with appropriate training, guided supervision, fre-
quent affirmation of the value and importance of what they
are doing, and other forms of social support. In designing
successful social support interventions involving natural
support agents, in other words, it is as essential to train and
support the helpers as it is to ensure that appropriate forms
of social support are also offered to targeted recipients.

For this reason, integrating the efforts of formal helpers
with those of informal helpers in recipients’ natural social
networks may offer the best opportunities for creating en-
during preventive or therapeutic benefits (Froland, Pan-
coast, Chapman, & Kimboko, 1981; Miller & Whittaker,
1988). The teamwork of formal helpers with members of
informal social networks can enable natural helpers to be
supported in their efforts while ensuring the skill and ex-
pertise that formal helpers can provide. Their integrated
efforts can occur in many ways. Formal and informal assis-
tance is harmonized, for example, when a parent support
group is organized around a local school or child care pro-
gram, a perinatal home visitor encourages the company of
extended kin during home visits, or a group therapy pro-
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gram for adolescents has connections to the school or to
the peer group. The effective coordination of formal and
informal support networks is not easy, however, because
of the differences in background, values, goals, and defini-
tion of the problem that may provoke mutual distrust
between formal and informal helpers. All too commonly,
extended family members or neighbors reinforce a parent’s
skepticism of the potential helpfulness of a counselor or
paraprofessional home visitor. Sometimes social workers
undermine informal helpers by criticizing them or trying
to assume their roles. But the integration of formal and in-
formal helping is essential to promote the engagement of
recipients in social support interventions and to provide a
foundation for enduring assistance. Many well-meaning so-
cial support interventions fail because they do not suffi-
ciently incorporate the natural helping networks of family
members, resulting in assistance that is limited in time,
scope, and impact.

Recipient Reactions to Assistance

Receiving assistance from another evokes surprisingly
mixed reactions from most recipients. In addition to the
feelings of pleasure and gratitude that helping naturally in-
spires, recipients may also experience various negative feel-
ings (Fisher et al., 1982; Shumaker & Brownell, 1984).
Receiving assistance can be humiliating and stigmatizing,
especially when the need for assistance derives from inade-
quacies in the recipient (such as poor parenting, substance
abuse, or inadequate personal or financial management)
rather than from broader, impersonal circumstances (such as
an economic recession or a natural disaster; Heller & Rook,
2001). Receiving help can also create feelings of failure, in-
debtedness, and inferiority, especially when assistance can-
not be repaid, because of cultural norms of equity and
reciprocity (Greenberg & Westcott, 1983). Moreover, if as-
sistance cannot be reciprocated or compensated, the recipi-
ent may experience feelings of vulnerability or dependency
because obtaining assistance from another violates norms of
self-reliance and autonomy. There can also be sensitivity to
privacy violations if helpers become intimately acquainted
with aspects of the recipient’s life that are not normally dis-
closed to others.

As a consequence of these reactions, recipients may
rather paradoxically begin to resent the assistance they re-
ceive and the person providing it. This is especially likely
when assistance is received from voluntary benefactors
(whom one cannot reciprocate or otherwise compensate,
enhancing the violation of equity and reciprocity norms) or
strangers (with whom one does not share an ongoing rela-

tionship of mutual aid), and when the helper and the recipi-
ent are from similar backgrounds and circumstances (en-
hancing the inequity of the helping relationship). When
recipients experience assistance as humiliating, demean-
ing, or intrusive, they are less likely to seek help in the fu-
ture and are more likely to abridge or terminate a helping
relationship if they are capable of doing so. This can explain
why the recipients of assistance, to the surprise of their
benefactors, may be ungrateful, fail to become engaged in
the helping relationship, are often inexplicably absent from
scheduled meetings, do not return phone calls, and progres-
sively make the relationship unworkable or unsatisfying.

This analysis has surprising implications for providing
social support to troubled individuals or families. It sug-
gests that assistance is more easily accepted when recipi-
ents have opportunities to reciprocate or repay the aid they
receive, perhaps in service to other individuals. It suggests
that support is more readily received in circumstances that
minimize the potential for humiliation or stigmatization,
such as when support services are broadly available or uni-
versal (rather than specifically targeted to those in greatest
need) and accessed in everyday settings (at home, for ex-
ample, rather than at an agency office). This analysis sug-
gests also that social support is more easily received when
the recipient and the helper agree about the need for assis-
tance and the reasons for the need. By contrast, assistance
from another may be resented when the recipient perceives
that it derives from unshared judgments of the recipient’s
inadequacy or incompetence. Provider efforts to preserve
the dignity and the privacy of recipients are also important.

Other characteristics of the recipient can mediate the
provision of social support. Because social support is given
and received in relationships, many of the personal quali-
ties necessary to creating and maintaining relationships are
important also to the success of social support interven-
tions (Cochran, 1990). When these capacities are deficient
in troubled individuals owing to mental health or substance
abuse problems, intellectual challenges, or the effects of
stress itself, it can also complicate the receipt of social
support (Heller & Swindle, 1983; Shinn et al., 1984). As
earlier noted, for example, one portrayal of child neglect
emphasizes the personal disorganization of neglectful
parents, which becomes manifested as an inability to effec-
tively organize home life, ensure children’s physical
well-being, and keep appointments with a help provider
(Polansky et al., 1981; Seagull, 1987). These qualities,
which are certainly not unique to child neglect, make it dif-
ficult for parents to create and maintain supportive helping
relationships with other adults. For children and adults
with emotional disorders, clinical symptomatology may
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undermine the willingness or ability to maintain formal or
informal supportive relationships. Stress can cause individ-
uals to feel overwhelmed by life difficulties and to lack the
time, energy, or hope to seek support from others. This can
be especially true when families at risk live in dangerous
neighborhoods that undermine access to neighbors, ex-
tended family members, and formal help providers (Ecken-
rode, 1983; Eckenrode & Wethington, 1990).

Because social support is not passively received, these
recipient characteristics can pose formidable barriers to in-
terventions based on supportive social relationships. In-
deed, one of the most intractable obstacles to the success of
social support interventions is the limited engagement and
participation of recipient families. This suggests that a
careful analysis of recipient reactions to assistance is neces-
sary. When resistance to obtaining assistance derives from
feelings of indebtedness, humiliation, or dependency, the
conditions of support can be altered to reduce these percep-
tions and enhance participation in supportive relationships.
This can occur by involving recipients in activities that help
others, or that assist the intervention program, or that mobi-
lize the recipient’s special skills or capabilities. When sup-
portive relationships are undermined by characteristics of
the recipient, these problems must often also be addressed
in the context of the intervention, such as in a substance
abuse treatment or a social skills training program. This is
not an easy task, however, because the personal characteris-
tics of recipients that undermine their acceptance of help
are often deeply rooted.

Cultural and Contextual Considerations

Among the most important personal characteristics of the
providers and recipients of social support is their cultural
and ethnic identity (Tietjen, 1989; Vaux, 1985). Cultural
norms affect many of the central influences on giving and
receiving social support and its psychological effects, in-
cluding understandings of relationships, the nature of
informal social networks, reciprocity and equity expecta-
tions in giving and receiving help, values concerning the
relation between the individual and the group, attitudes to-
ward assistance from formal helpers (such as therapists),
and how help itself is evaluated (Dilworth-Anderson &
Marshal, 1996; Jacobson, 1987). An appreciation of cul-
tural and contextual factors related to social support is
essential for understanding its associations with psycholog-
ical well-being and developmental psychopathology.
Cultural understanding is also critical to designing inter-
ventions in which social support is offered in a culturally
aware manner to ensure that potentially beneficial inter-

vention strategies do not founder on delivery approaches
that render them ineffective or even harmful.

A broad, well-known dimension by which concepts of the
self in relation to others vary interculturally is that of indi-
vidualism and collectivism (Triandis, 1989), or independ-
ence and interdependence (Markus & Kitayama, 1991). In
cultures with an interdependent view of self, there is greater
emphasis on connectedness with others and on deriving
important features of identity and esteem from those associ-
ations; in cultures with a more independent view of self,
there is a greater emphasis on the autonomy of personal
thoughts and feelings, self-reliance, and privacy. These
cultural views of the self are developed quite early and in-
fluence how children perceive themselves and their relation-
ships from early childhood (e.g., Greenfield, Keller, Fuligni,
& Maynard, 2003; Han, Leichtman, & Wang, 1998; Wang,
2004). By later childhood and adolescence, youth with back-
grounds from interdependent cultures (such as Hispanic and
Asian societies) acknowledge the expectation that they will
assist and support family members more than do adolescents
from European backgrounds (Fuligni & Pedersen, 2002;
Fuligni, Tseng, & Lam, 1999). One study of Chinese Ameri-
can teenagers reported that such intergenerational expecta-
tions had neither positive nor negative consequences for
psychological well-being (Fuligni, Yip, & Tseng, 2002). But
the association between cultural values and social support is
complex. A cultural emphasis on interdependence may facil-
itate help giving and help receiving through normative prac-
tices, but cultural values may make receiving help more
difficult in many circumstances. One illustration is a study
of older Japanese American adults living in New York City
for whom norms of reciprocating support made receiving
assistance difficult. Adults who held strong reciprocity
norms and who received material support from their fami-
lies were more depressed and were less satisfied with their
lives than those who did not embrace strong reciprocity
norms (Nemoto, 1998).

Cultural values and practices are related to a number of
features of social networks and social support. Specifi-
cally, there is significant intercultural variability in the
United States in (1) the nature and functioning of informal
social networks, (2) the association between social support
and psychological well-being, and (3) attitudes toward re-
ceiving assistance from formal helpers. Each of these
sources of variability is relevant to designing culturally
competent interventions involving social support and link-
ing formal and informal sources of support to troubled chil-
dren and their families.

Although the constituents of social networks are similar
for families in different ethnic and cultural groups (e.g., in-
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cluding immediate and extended family, friends, neighbors,
and the like), the relative importance of each of these
network members for social support is likely to vary.
MacPhee, Fritz, and Miller-Heyl (1996) compared
lower-income Native American, Hispanic, and European
American parents living in the United States on their self-
reported sources of support. They found that Native Amer-
icans reported more interconnected social systems, more
frequent contact with extended kin (but not friends), more
members who knew one another, and greater closeness
with members of their support networks. Hispanic parents
reported having the largest social networks, and, although
these networks were close-knit, Hispanics were in general
most likely to rely primarily on kinship networks for emo-
tional support. Although they reported the lowest propor-
tion of network members who could offer emotional
support, they also reported the highest proportion of net-
work members who could provide instrumental support
(e.g., material assistance). European American parents had
more diffuse social networks but also reported having a
higher proportion of members available for instrumental
support. Unlike parents in the other two groups, they re-
ported that friends were the primary providers of emo-
tional support rather than family members. Children also
exhibit intercultural variability in the network members on
whom they rely for support. In a study of fourth and sixth
graders, DeRosier and Kupersmidt (1991) reported that
children from Costa Rica rated their parents as the most
important providers of support, and children in the United
States rated their best friend as the most important source.
These intercultural differences are important for under-
standing the network members who are likely to provide
the most helpful forms of informal social support to chil-
dren and families in need, as well as the avenues by which
such support can be offered. It is a much different task to
enlist the assistance of other family members in close-knit
extended kinships than to call on the help of friends or
other extrafamilial associates to provide social support.

Understanding cultural variability in social networks is
especially important when children are the targets of social
support interventions. For example, it is not necessarily
wise to assume that parents are young children’s primary
sources of social support or that parents are gatekeepers to
other sources of support, contrary to the tenor of research
findings reviewed earlier. Instead, for families from cul-
tural minorities, a child’s earliest sources of support may
arise within the extended family or in broader “fictive kin”
networks, which are common for Hispanic and African
American youth (e.g., J. E. Rhodes, Ebert, & Fischer, 1992;
Sanchez & Reyes, 1999). In African American families, for

example, children and youth report receiving greater sup-
port from their extended families than do children from
European families (Cauce, Felner, & Primavera, 1982;
Dressler, 1985; Taylor, Casten, & Flickinger, 1993). Like-
wise, Hispanic values of familialism, involving strong feel-
ings of support and reciprocity with family members,
expand the social support networks of children to include
adults beyond the immediate family unit (Sagobal, Marin,
Otero-Sabogal, Van Oss Marin, & Perez-Stable, 1987).
These conclusions are important not only for widening con-
ceptions of the social networks of children and youth from
culturally diverse families, but also for cautioning that
problems in parent-child relationships, such as those aris-
ing from parental stress, substance abuse, or psychopathol-
ogy, may not leave these children bereft of social support
from other sources.

Likewise, parents may not act consistently as monitors,
supervisors, and gatekeepers of children’s access to other
sources of social support. In recent immigrant families, for
example, children and their parents may quickly differ in
their familiarity with the environment, facility with the
majority language, and access to social networks outside
the family owing to different acculturation experiences at
school and in the workplace. Although this may cause some
parents to seek to restrict the access of children to extrafa-
milial social partners (Nanji, 1993), intergenerational dif-
ferences in acculturative status mean that as children and
youth become increasingly comfortable in the majority cul-
ture, parental restrictions are likely to become less effec-
tive and add stress to the parent-child relationship (Garcia
Coll & Pachter, 2002). These influences may make it diffi-
cult for parents to function adequately as gatekeepers of
children’s access to extrafamilial sources of support.

Although social support comes from potentially diverse
sources and is experienced in the context of cultural values,
there is good evidence that social support contributes to
psychological well-being for different cultural groups in
the United States. Coatsworth and colleagues (2002) re-
cently examined family, school, and friend support in rela-
tion to externalizing and internalizing behavior in Hispanic
girls in middle school, and found that controlling for age,
SES, and years in the United States, youth reports of
greater perceived family support and teacher support (but
not friend support) predicted fewer externalizing problems,
and greater perceived family support and friend support
(but not teacher support) predicted fewer internalizing
problems. Support within the family was the strongest
predictor of externalizing and internalizing symptomatol-
ogy (Coatsworth et al., 2002). Likewise, in a short-term
longitudinal study of African American male adolescents,
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Zimmerman and colleagues (Zimmerman, Ramirez-Valles,
Zapert, & Maton, 2000) found that although support from
friends did not predict later outcomes, support from parents
predicted diminished depression and anxiety. Rodriguez
and colleagues examined perceptions of family and friend
support in relation to stress and psychological adjustment
in Hispanic college students (Rodriguez, Bingham Mira,
Myers, Morris, & Cardoza, 2003). They found that higher
support from family and friends predicted increased psy-
chological well-being, although only friend support was a
unique predictor of lower psychological distress.

However, cultural values may significantly mediate
whether members of different ethnic and cultural minori-
ties access formal—rather than informal—supports when
facing psychological distress. This can occur for various
reasons, including lack of awareness of formal services,
distrust of providers (or providers who cannot speak their
language), cultural beliefs that assistance from nonfamilial
helpers is unnecessary or inappropriate, resistance to for-
mal helpers from within the family or cultural group, or
service delivery practices that are culturally uninformed.
In the study of lower-income families described earlier,
MacPhee and colleagues (1996) found that European
American parents were significantly more likely to have
sought professional therapy than were Native American or
Hispanic parents, and they also tended more to seek profes-
sional help with parenting issues. Similar findings have
been reported by Stevens (1988).

Findings such as these underscore the need for cultural
awareness in designing interventions to enhance social sup-
port to children and families of culturally diverse groups. A
culturally competent service delivery system will (1) iden-
tify groups that are underserved and seek to reduce cultural
barriers that may interfere with service delivery by under-
standing their characteristics, resources, and needs; (2) ori-
ent program planning, staff training, and community
involvement to ensure that the development, implementation,
and evaluation of services are respectful of the values and
practices of recipient families; (3) evaluate assessment and
outcome procedures and instruments to ensure their appro-
priateness and validity for the children and families who are
served; (4) build cross-cultural communication skills with
program staff, including the appropriate use of interpreters
and an ethnographic understanding of communication ap-
proaches within cultural groups; and (5) seek to develop an
appreciation of cultural diversity as a facilitator rather than
impediment to service delivery (Shonkoff & Phillips, 2000).
These practices are especially important in services that
seek to strengthen the benefits of social support interven-
tions by linking formal support to informal support net-

works, especially in light of how “outside” helpers can be
regarded with distrust or resentment by members of close-
knit families or communities. In the end, cultural beliefs and
practices are among the most significant personal character-
istics mediating the needs of potential recipients and the
providers of social support.

Clarity of Goals

Each of these contingencies in the efficacy of social sup-
port interventions underscores why clarity concerning the
goals and purposes of intervention efforts is essential.
Without clear goals, it is difficult to carefully design inter-
ventions that will accomplish specific goals for recipients
that address their particular needs and living conditions
and that result in measurable improvements (Gottlieb,
2000; Heller & Rook, 2001).

Achieving clarity in goals means answering a series of
questions. First, in what ways do recipients lack social sup-
port that an intervention is expected to address? Answering
this question requires a thoughtful understanding of poten-
tial recipients and their living circumstances and cultural
background, including their personal needs and the re-
sources as well as deficits that exist in their informal social
networks and access to formal helpers. It is especially im-
portant to comprehend how stress is affecting potential
recipients and their capacity to receive assistance from
within or outside their natural social connections, and how
shared stresses may affect the capacities of network asso-
ciates to offer social support. Second, what are the specific
goals that a social support intervention is meant to address?
Multiple goals might be envisioned—providing emotional
affirmation, offering instrumental or material aid, social
support as a bridge to other forms of assistance, curbing in-
appropriate or dangerous conduct, preventing problematic
behavior from occurring, promoting healing or develop-
mental remediation, integrating formal with informal
sources of support—but they should be related to the needs
of recipients and identify outcome expectations that will
enable an evaluation of the success of the effort. Third,
who will offer support and how will they be identified,
trained, and enabled to undertake this challenging task suc-
cessfully? In what specific ways will they offer support, in
what contexts, for how long and with what frequency and
intensity, and in what social circumstances (e.g., working
in teams or individually)? There are also trade-offs be-
tween the cost of an intervention and the training and pro-
fessionalism of formal helpers, and the design of a social
support intervention should approach these considerations
thoughtfully, keeping in mind that volunteer helpers cannot
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be expected to undertake the challenges or provide the
long-term assistance that professional helpers may be bet-
ter prepared to provide.

Taken together, questions such as these that focus on
the needs of potential recipients, the capabilities of sup-
port providers, and the purposes of intervention help to
ensure that efforts involving social support are well-
designed to address the ways that social support can sup-
port psychological well-being for specific families and
individuals in need, and that the resources of support
providers will be equal to addressing these challenges.
Moreover, addressing such questions also identifies the
specific outcomes that the social support intervention is
intended to affect, making it easier to conduct later evalu-
ations of intervention effectiveness that are carefully tai-
lored to the goals of the program.

Implications

Because the availability of social support will not in itself
ensure benefits to recipients, considering the contingencies
of social support is essential to planning interventions that
will have greatest beneficial impact (see Thompson, 1995).
In general, social support efforts are likely to be most ef-
fective in the following circumstances:

• The contributions of formal helpers are integrated and
coordinated with the efforts of informal helpers in natu-
ral social networks and the latter are provided affirma-
tive support for their efforts.

• There are clear, well-defined goals in mobilizing social
support that are based on a careful analysis of the needs
of target individuals or families and their social net-
works, the specific purposes for intervention, and the
capabilities of support providers, and that identify out-
come expectations that can constitute the basis for sub-
sequent evaluation studies.

• Program planners understand how stress may impact the
capacity of recipients to receive assistance and the func-
tioning of informal networks of social support.

• Cultural beliefs and practices receive careful considera-
tion and interventions are designed to respond sensi-
tively to cultural diversity.

• Social support interventions provide bridges to broader
community resources or other resources that can offer
recipients long-term assistance.

• Help providers are supported through continuing super-
vision, training, and other forms of assistance, espe-
cially if they are volunteers or paraprofessional helpers.

• There are efforts to improve recipient reactions to accept-
ing aid, which may include reducing feelings of vulnera-
bility, failure, or inferiority by providing opportunities to
reciprocate aid, promoting recipients’ voluntary partici-
pation in efforts to help other individuals, and developing
an environment of mutual respect.

• The need for social support is normalized in the commu-
nity, so that receiving assistance is not stigmatizing or
humiliating.

• Social support interventions are coordinated with other
services that address other needs of troubled individuals
or families or help recipients to function more success-
fully in socially supportive relationships (such as through
social skills or substance abuse programs).

• When children are the targets of intervention, consider-
able attention is devoted to the needs of their parents
and families in the context of potential two-generation
interventions and the impact of family processes on the
child’s capacity to benefit from social support efforts.

Although these conclusions may seem straightforward
and intuitively sensible, there are many reasons that inter-
vention practitioners ignore them (Gottlieb, 2000). One
reason is that owing to resource limitations, program phi-
losophy, or tradition, most agencies or programs have only
a limited range of support services to offer needy recipi-
ents and are thus constrained in their capacity to tailor ser-
vices to specific client needs (Thompson & Flood, 2002).
Another reason is that a detailed needs assessment takes
time and, in the absence of validated, readily implemented
assessment tools, this process may be abridged or ignored
in the rush to provide services. Finally, because the budgets
of most intervention efforts are limited, providing support
to helpers assumes a lower priority than providing direct
services to clients, even though this often results in high
turnover and burnout among staff, especially when they are
volunteers or paraprofessionals. On the other hand, the
same resource limitations make investment in well-trained
or formal helpers an impossibility.

Nevertheless, the importance of these contingencies to
program success is reflected in the costs of ignoring them
when potentially helpful intervention approaches encounter
difficulty. One illustration is home visitation. During the
past several decades, home visitation has become the most
enthusiastically supported and widely recognized approach
to providing social support for needy families. The funda-
mental strategy uniting diverse home visitation programs is
the delivery of information, guidance, and emotional sup-
port to family members in their homes, often in the context
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of two-generation efforts in which improving the well-
being of the child is the basic goal. Doing so provides an av-
enue for offering diverse forms of social support,
overcomes some of the barriers these families otherwise
face when obtaining needed assistance (such as lack of
transportation or health insurance) and establishes a rela-
tionship of trust with a home visitor who can provide indi-
vidualized assistance and bridge connections to broader
resources (Thompson, 1995; Wasik & Bryant, 2000). Home
visitation has provided the foundation for a number of in-
tervention efforts throughout the country, most notably the
Healthy Families initiative, developed by the National
Committee to Prevent Child Abuse, which has established
a nationwide consortium of hundreds of home visitation
programs throughout the country serving families at risk
(Daro, 2000; Daro & Harding, 1999). A large number of
home visitation programs are funded by direct legislative
appropriation in many states, or by project grants from fed-
eral agencies, as central features of statewide efforts to
strengthen child health and development, prevent child
maltreatment, and improve parent-child relationships.

There have been a number of reviews and evaluations of
home visitation initiatives (see, e.g., General Accounting
Office [GAO], 1990; Olds & Kitzman, 1993), but the most
recent and large-scale evaluation efforts have yielded the
most startling conclusions. Based on sophisticated evalua-
tion studies of six of the most well-known home visitation
models that have been implemented nationally, Gomby,
Culross, and Behrman (1999) concluded that program ben-
efits were modest and inconsistent across program sites,
benefits were enjoyed by only a subset of the families who
participated in the program, and programs failed to accom-
plish most, if not all, of the goals of the home visitation ef-
fort. The recent results of a meta-analysis of 60 home
visitation programs provided evidence that families in
home visitation programs benefit from their participation,
but these effects are modest and studies do not offer insight
into what kinds of home visitation initiatives benefit what
kind of participants. These reviewers concluded that “ the
utility of home visiting programs cannot be clearly stated”
(Sweet & Appelbaum, 2004, p. 1448), and Gomby and col-
leagues recommended

that any new expansion of home visiting programs be re-
assessed in light of the findings . . . [and] that existing pro-
grams focus on program improvement, that practitioners and
policymakers recognize the inherent limitations in home vis-
iting programs and embrace more modest expectations for
their success, and that home visiting services are best funded
as part of a broad set of services for families and young chil-
dren. (p. 6)

Several problems of program implementation were iden-
tified by these reviewers and by other evaluations of family
support programs emphasizing social support (e.g.,
Halpern, 2000; Larner, Halpern, & Harkavy, 1992) as help-
ing to account for these discouraging conclusions. They in-
clude the inconsistent participation of recipients, the
importance of supporting help providers, the need to de-
velop community connections, and the problem of lack of
clarity in program goals and expectations.

The failure to fully engage families in the program and
the high attrition rates of participants have been identified
as significant challenges for virtually all home visitation
programs. According to Gomby and colleagues (1999), be-
tween 10% and 25% of families invited to participate in
home visitation programs decline, and between 20% and
67% of the families who enroll fail to complete the pro-
gram. Moreover, even when families enroll and remain in
home visitation programs, they tend to receive only about
half or fewer of the planned number of contacts with the
home visitor. The reasons for problems in participant en-
gagement are unclear but are likely related to residential re-
location, busy or disorganized family schedules, and other
typical characteristics of recipients. But lack of engage-
ment may also be related to the mixed recipient reactions to
obtaining assistance discussed earlier, especially if family
members do not perceive that home visitation addresses
their needs and concerns, or feel embarrassed, indebted, or
vulnerable because of the services they receive (Margie &
Phillips, 1999).

A second problem in successfully implementing home
visitation programs is the lack of training, supervision, and
support for home visitors, which contributes to the high
turnover rates that are observed in most home visitation
programs (GAO, 1990; Gomby et al., 1999). It is common
for home visitors to report shorter visits than planned, bro-
ken appointments that are not rescheduled, and becoming
preoccupied with immediate family crises rather than the
delivery of intended education or guidance during home
visits. Home visitors are further challenged when working
with culturally or linguistically diverse families, at-risk
populations, or parents who suffer from depression, domes-
tic violence, or substance abuse (Margie & Phillips, 1999).
Moreover, several studies have found that how the intended
curriculum of a home visitation intervention is imple-
mented varies significantly depending on the values and
orientation of the home visitor (Baker, Piotrkowski, &
Brooks-Gunn, 1999; Wagner & Clayton, 1999). At times, in
other words, what actually occurs during home visitation
may be much different from what program designers had
intended. Furthermore, the high turnover of home visitors
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undermines the relationship between participants and the
program, and this may be one contributor to the lack of
family engagement. Turnover can be especially difficult for
adults in the highest-risk families, who may have fewer al-
ternative sources of support on which to rely and who often
have histories of abandonment and relational dysfunction.
These challenges to program implementation are directly
related to the training, supervision, and support provided to
home visitors, especially those who are volunteers or para-
professionals. However, personnel, training, and supervi-
sion account for most of the costs of a home visitation
program, and thus poorly or inconsistently funded pro-
grams are likely to scrimp on these essential features of
service delivery.

Another challenge to effective program implementation
is the failure of many home visitation programs to explic-
itly establish the development of community supports as a
central goal for recipient families. This is unfortunate be-
cause, by contrast with the traditional social work model,
the social support approach incorporated into home visita-
tion recognizes that a home visitor cannot provide all that
recipients need, and consequently one of the significant
goals of intervention must be to help families forge associ-
ations within their communities to individuals and agencies
that can offer longer-term support. Moreover, community
connections and visibility can also enhance the positive re-
gard for a home visitation program in the neighborhood,
and this can contribute to improving family engagement
and strengthening the connections between family mem-
bers and community services.

Finally, the reviews by Gomby and colleagues (1999) and
Sweet and Appelbaum (2004) each identified program goals
as problematic because they were unclear, unduly ambi-
tious, and/or were not carefully translated into intervention
strategies. Gomby and colleagues emphasized, in particu-
lar, a renewed appreciation that home visitation programs
must have modest expectations for what social support
alone can accomplish for needy families. They suggest that
home visitation efforts be combined with other services
that can address other family needs. This is an additional
reason for consolidating stronger connections between fam-
ily members and community resources so that home visitors
do not seek to do it all. Home visitation programs that focus
on limited, clear, well-defined, and realistic objectives
have the greatest chance of success by enabling program
staff to sustain program focus and to use limited resources
to achieve realistic expectations (GAO, 1990).

These concerns with the effective implementation of
home visitation programs are familiar in light of the fore-
going analysis of the contingencies of social support inter-

ventions. They do not indicate that efforts to improve social
support in the lives of troubled children and their families
are inappropriate or worthless. They do, however, suggest
that it is crucial to move beyond a general expectation that
providing social support in itself will yield many benefits
to recipients. Programs must recognize that (1) social sup-
port is multifaceted; (2) potential recipients have diverse
needs, expectations, and personal and cultural back-
grounds; (3) their natural social networks have unique re-
sources and difficulties; (4) their communities likewise
have unique constellations of material and human capital;
(5) support providers have needs for training and support
that are central to an effective intervention; and (6) social
support alone cannot address the complex needs of recipi-
ents. The importance of clear thinking concerning the pur-
poses of social support interventions, how these objectives
should be translated into program strategies, and how the
outcomes of these efforts should be evaluated is warranted.

CONCLUSIONS AND FUTURE DIRECTIONS

One of the central conclusions from the research on social
support and developmental psychopathology is how compli-
cated the provision of social support in everyday circum-
stances is, yet how beneficial it is for psychological
functioning. When people are surrounded by natural net-
works of family, friends, neighbors, coworkers, and others
who offer emotional guidance and instrumental aid and
monitor well-being, the odds in favor of psychological health
and healing are meaningfully improved. However, another
central conclusion of this research is how difficult it is to
create the benefits of natural forms of social support in pre-
ventive or therapeutic interventions. This not only owes to
the challenges of instituting formal helping relationships
that can offer social support, but also because when natural
social networks are not functioning supportively (because
they are drained or stressed, for example), it is difficult to
reconstitute them in healthy and helpful ways. Added to
these challenges is the neediness of support recipients and
how their personal and ecological characteristics can pose
obstacles to the success of social support interventions. In
short, the benefits of social support are easy to envision but
difficult to implement. This poses a fundamental challenge
for researchers, theorists, clinicians, and practitioners who,
after the initial wave of enthusiasm for the preventive and
therapeutic benefits of social support interventions 2
decades ago, must now confront the host of practical chal-
lenges to effectively implement social support in the lives of
needy families. As the evaluation studies of home visitation
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interventions illustrate, however, there is cause for hope.
From the varieties of programs that have documented meas-
urable and predictable benefits for recipients—and from
those that have failed to do so—there is now a wealth of
good ideas for crafting more carefully conceived, thought-
fully designed social support interventions that have greater
promise of success. It remains to be seen if the enthusiasm
for the psychological benefits of social support interventions
can be sustained in the current environment of conceptual
rethinking, more careful and modest goal setting and, as al-
ways, limited budgets.

There are many ways an examination of social support and
developmental psychopathology illustrates the principles of a
developmental psychopathology perspective (Cicchetti &
Cohen, 1995). Most fundamentally, there appears to be con-
siderable consistency in the processes and outcomes of social
support in diverse developing populations, both those that
face atypical challenges and clinical difficulties and those
that do not. Although at-risk children and families encounter
unique problems in obtaining or receiving social support, and
particular forms of support may be especially important to
different recipient populations, the potential benefits of
well-designed social support interventions are consistently
clear in our review of diverse clinical and developmental lit-
eratures. The continuity in developmental processes between
atypically and typically developing populations is, of course,
a hallmark of the developmental psychopathology view and
appears to be supported by the benefits that well-crafted so-
cial support interventions can offer needy individuals of all
kinds. However, our review of research on social networks
has shown that contrary to the simplified views of social sup-
port of several decades ago, there are both risk factors as
well as protective factors in the everyday social relationships
from which informal social support is constituted. Espe-
cially for troubled families and children, these relationships
may be sources of stress and difficulty in neighborhoods that
may be dangerous or deprived, and thus simply enfolding in-
dividuals into broader social networks will not ensure access
to social support. Instead, thoughtfully designed social sup-
port interventions must carefully determine the resources as
well as the liabilities that exist in natural social networks in
order to evaluate whether these networks can be strength-
ened to increase support to target individuals, or whether
new sources of social support must be identified. The need to
consider both risk factors and protective factors as contribu-
tors to psychological health or dysfunction is an important
feature of a developmental psychopathology analysis, as is
the concept of multifinality, which is also illustrated in the
social support research. Multifinality suggests that any com-
ponent of a developmental system may function differently
depending on the organization of the system in which it oper-

ates. In our review, we have indicated many instances in
which social support can have benefits but also create liabil-
ities for well-being depending on the form of social support
and other features of the social ecology of the child and
family. These include situations in which individuals offer
emotional support but, in doing so, condone or excuse psy-
chologically unhealthy practices (such as child maltreatment
or pathological forms of child anxiety) and circumstances in
which social support is offered at a price (of engaging in re-
lationships that also cause stress) that significantly alters its
benefits for the recipient. This affirms the conclusion that
social support is not in itself a panacea, but its benefits avail
only when it is thoughtfully incorporated into the lives of its
recipients.

The research literature on social support is broad and
expansive, yet there remain significant gaps in knowledge
that future research must address, especially with respect
to issues of developmental psychopathology. First, there is
a critical need for better understanding of the social sup-
port process, especially when children and families are
concerned. What are the specific ways that social support
is given, experienced, and received in the everyday social
relationships from which it is derived? What specific
things do network associates do to make recipients feel
supported? How is the process of social support experi-
enced differently by young children, older children, and
adolescents in relation to their relative understanding of
the complexity of relationships and their own social sup-
port needs? In what ways is the experience of social
support significantly altered by clinical psychopathology,
whether children or parents are depressed, abusive (or
abused), or troubled in other ways? In a similar fashion to
an earlier generation of studies of the clinical process that
helped to identify some of the important features of the
therapeutic process related to clinical outcomes, under-
standing of social support would benefit from finer-
grained investigations that examine the process of social
support as it is experienced by helper and recipient
(Barker & Pistrang, 2002). Such studies, which should in-
clude field studies as well as experimental probes, could
meaningfully inform the design of social support inter-
ventions by promoting more effective intervention design
and enabling better training of social support providers.

A related, and significant, concern for future research
concerns determinants of the perception of social support.
As we have noted, an individual’s perception that social sup-
port is available and accessible is the most important dimen-
sion of social support predictive of psychological well-being,
but it is not directly and strongly linked to enacted support
(see also Hogan et al., 2002). This raises new questions con-
cerning the other determinants of perceptions of social sup-
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port and, more broadly, how individuals make judgments of
social support. Lakey and his colleagues (e.g., Lakey &
Lutz, 1996; G. L. Rhodes & Lakey, 1999) have argued that
perceptions of social support derive from (1) personality
characteristics of the recipient (e.g., a secure or insecure at-
tachment history, interpretive biases, extraversion), (2) char-
acteristics of the helper (e.g., personality factors such as
empathy, enacted support), and, most important, (3) the in-
teraction between helper and recipient (e.g., their similarity
in background and outlook). This is a heuristically powerful
analysis and invites both broader inquiry into the determi-
nants of perceptions of social support and a thoroughgoing
developmental analysis of these determinants (e.g., How do
developmental changes in support needs, understanding of
relationships, and other factors contribute to changing
perceptions of social support with increasing age?). One im-
portant implication of research on this topic concerns inter-
vention. If perceptions of social support are central to the
preventive and therapeutic benefits of social support, then
perhaps support interventions could be effectively oriented
toward changing perceptions of social support in the minds
of needy recipients. If needy individuals begin to perceive
their existing social networks as offering greater opportuni-
ties for social support, is their own sense of well-being en-
hanced (even if there have been no significant changes in the
behavior of network associates) and, more important, do
they become more willing and capable of fostering social
support on their own?

We also urge greater, and more systematic, examina-
tion of the nature and efficacy of interventions incorpo-
rating social support. As Barrera and Prelow (2000) have
noted, there is very little research examining whether
changes in social support are directly linked to changes in
psychological well-being, despite a wealth of suggestive
research findings. Moreover, there is relatively little in-
quiry into the long-term effects of social support inter-
ventions: Most evaluation studies examine immediate or
short-term outcomes with little inquiry into enduring in-
fluences. Furthermore, much remains to be learned about
the recipients of social support and, in particular, what
kinds of families and children are likely to benefit most
from social support interventions, and for whom such ef-
forts are likely to prove ineffective. As the work of Polan-
sky and his colleagues (1981) on neglectful families
exemplifies, the research reviewed in this chapter shows
that potential recipients differ significantly in their ca-
pacity to receive social support and to benefit from it, and
further inquiry into individual and developmental differ-
ences will inform intervention design.

There is also considerable need for further study of devel-
opmental considerations related to giving and receiving so-

cial support within families. The intersection of the social
networks of parents and offspring offers a start to under-
standing the direct and indirect avenues by which parents’
experience of social support influences offspring, and the
roles of parents as gatekeepers to children’s access to social
networks outside the home affirms the importance of two-
generational thinking in providing social support to chil-
dren. Beyond these, however, developmental inquiry into
how children’s social networks change with age, the manner
in which these networks become increasingly self-regulated
and independently accessed, how children’s perceptions of
social support and capacities to access support from others
change with age, and related issues would contribute to a
more fully developed understanding of social support in its
normative and clinical dimensions.

Beyond these, there are a number of basic questions that
continue to merit attention:

• How do natural networks of social support function in
everyday life? How is their functioning affected by as-
pects of neighborhood and community life that may in-
hibit or encourage contact with others. How are they
affected by cultural values?

• How do individuals experience support from informal
and formal helpers in everyday life? How do they iden-
tify particular persons as sources of reliable assistance,
and what are the characteristics of these people?

• How do stress, family turmoil, and the psychological
problems of a family member affect social support
processes within families? What causes some families
to seek and gratefully accept assistance and other fami-
lies to become withdrawn and isolated? What are the
characteristics of potential help providers that may af-
fect how families respond to offered aid?

Although inquiry into social support and its psychologi-
cal benefits has been ongoing for several decades, this es-
sential component of preventive and therapeutic success is
current and vital. For children in psychological turmoil and
families in distress, the work of developmental psy-
chopathologists on social support remains essential.
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By tradition, students of socialization have directed their
primary energies toward understanding processes whereby
parents’ child-rearing strategies and behaviors shape and
influence their offspring’s development. It was possible 15
or so years ago, then, for Belsky and Vondra (1988, p. 153)
to observe, on reviewing the literature on the determinants
of parenting, that “whereas great effort has been expended
studying the characteristics and consequences of parent-
ing, much less attention has been devoted to studying why
parents parent the way they do.” Even though it remains the
case that research on the sequelae of parenting outpaces
that on the determinants of mothering and fathering, a
great deal has changed over the past decade and a half with
respect to empirical inquiry into “why parents parent the
way they do.” In large measure, this change was stimulated
by Bronfenbrenner’s (1979, 1986) writings on the ecology
of human development, which did much to highlight the
contextual embeddedness of child development. To under-

stand the development of children, Bronfenbrenner (1979)
asserted, one needed to focus not only on the immediate
environments—family, day care, and school—in which
children spend so much of their waking day, but on the
neighborhood, community, and broader societal context in
which the child and family are embedded, including the
workplace in which parents spend much of their time and
the social supports available to them.

If one reflects on the empirical progress that has been
made over the past 15 years, to say nothing about changes
that have taken place in the way scholars conceptualize the
determinants of parenting, then it becomes apparent very
quickly that much has changed over the past half-century in
thinking about the origins of individual differences in par-
enting. Such change is perhaps no better illustrated than by
considering changing models of the etiology of child abuse
and neglect. Child maltreatment, after all, can be regarded
as a case of parenting gone awry or dysfunctional parent-
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ing, so it serves as a window through which to view chang-
ing notions of why parents parent the way they do. We
begin this chapter, therefore, by outlining changing models
of the causes of child abuse and, in so doing, underscore
one of the core themes of developmental psychopathology,
namely, the interrelation of normality and pathology
(Cicchetti, 1984; Cicchetti & Cohen, 1995; Sroufe & Rut-
ter, 1984). That is, by focusing on parental dysfunction, we
presume that an understanding of its determinants can illu-
minate forces fostering more competent and growth-
promoting parenting (Belsky & Vondra, 1988).

After considering changing conceptions of the causes of
child maltreatment, we outline a model of the determinants
of parenting that Belsky (1984) advanced almost 2 decades
ago but that still serves to guide much research (e.g., van
Bakel & Riksen-Walraven, 2002). Belsky’s model will
serve as the overarching framework guiding the review in
the remainder of this chapter of relevant research that has
(mostly) emerged since the model’s original formulation.
To further underscore the view that studies of the abnormal
can illuminate understanding of the normal, and vice versa,
the review focuses on work concerned with development
and parenting within the normal range, as well as with
psychopathology and disturbances in parenting.

Before proceeding to consider changing views of the eti-
ology of child abuse and neglect and reviewing, using Bel-
sky’s (1984) conceptual framework, research on the
determinants of parenting, it is necessary to consider an
issue barely on the screen 2 decades ago, namely, the heri-
tability of parenting. Such a focus is essential because vir-
tually all of the evidence reviewed in the main body of this
chapter fails to take into account the possibility that many
findings presumed—and even interpreted (for heuristic
purposes) in this chapter—to reflect environmental influ-
ences on parenting may actually be a function, at least in
part, of genetic inheritance. It would be a serious error not
to caution the reader about this severe limitation of most
relevant research to ensure that all conclusions to be drawn
in this chapter are tempered by appreciation of this core
limit in the design and interpretation of so much research.

A CAUTION: THE HERITABILITY
OF PARENTING

In addition to witnessing an outpouring of research on the
determinants of parenting, the past 15 years have also wit-
nessed an outpouring of research on the heritability of be-
havioral development. Included in this ever-expanding body

of work has been research on parenting and the home envi-
ronments that parents provide their offspring (McGuire,
2003). Much of this work has been viewed by those who
conducted it as an antidote or corrective to that produced
by many scholars interested in how parenting shapes psy-
chological and behavioral development who do not enter-
tain the possibility, or at least who do not design their
research in light of the possibility, that the reason so much
evidence connects parenting and child functioning is
because genes passed on to children may shape both the
parent’s parenting and the child’s development. Thus, asso-
ciations linking parenting and child development may not
document not environmental influences (i.e., parenting) on
psychological and behavioral development, as so often pre-
sumed, but the influence on parents and their children of
genes they share.

Several studies report genetic influence on individual
differences in parenting (measured via self-report ques-
tionnaires; Plomin & Bergman, 1991; Spinath & O’Connor,
2003). In one, relying on retrospective child-rearing envi-
ronments of adult twins who were reared apart, Hur and
Bouchard (1995) found that genetic factors accounted for
44% of the variance in perceptions of support in the child-
hood family environment. In another study, of more than
700 sibling pairs 10 to 18 years of age, including identical
or monozygotic (MZ) twins (sharing 100% genetic mate-
rial), fraternal or dizygotic (DZ) twins (sharing 50%), full
sibs (sharing 50%), half-sibs (sharing 25%), and stepsib-
lings (sharing 0%), Plomin, Reiss, Hetherington, and Howe
(1994) documented significant genetic effects for 15 of 18
composite measures of the family environment (reported by
parents and children), with average heritabilities of .27.
More recently, Spinath and O’Connor reported genetic ef-
fects ranging from not different from zero (i.e., rejecting)
to .73 (i.e., overprotective) in a sample of 300 German twin
pairs who reported on their own parenting behavior.
Clearly, when one looks across many related studies, find-
ings are not entirely consistent (O’Connor, 2002), even
when the same measure is used (Kendler, 1996; Losoya,
Callor, Rowe, & Goldsmith, 1997; Perusse, Neale, Heath,
& Eaves, 1994).

The first study to examine the heritability of parenting
and the home environment was reported by Rowe (1981,
1983). Using the classical twin design, Rowe (1981) exam-
ined adolescent twins’ ratings of parental warmth and con-
trol, finding that MZ twin pairs, who share 100% of their
genes, were significantly more alike in how they perceived
parental warmth than DZ twins, who share only 50% of
their genes ( like any two full siblings), indicating genetic
influence, a finding that did not materialize with respect
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to parental control. Similar results emerged in Rowe’s
(1983) second study that focused on adolescent twins and
nontwin siblings, with similarity in nontwin siblings being
comparable to that of DZ twins and substantially less than
that of MZ twins.

These early findings pertaining to the differential heri-
tability of warmth and control dimensions of parenting were
confirmed in a study of older Swedish twins who were
asked about their family environment half a century earlier
(Plomin, Pedersen, McClearn, Nesselroade, & Bergman,
1988) and in a study by Kendler (1996) of adult twins re-
porting on how they parented their (own) twins and their
twin offspring reporting how they were parented. Plomin
et al.’s (1994) aforementioned inquiry also found that
parental control, as indexed by a parent report composite
measure of monitoring, had the lowest heritability estimate
of all 18 composites examined. Losoya and associates
(1997), too, found greater evidence of heritability in the
case of positive support /warmth (e.g., warm, encourage in-
dependence) than negative control (e.g., strictness, aggrava-
tion) in their investigation of the similarity of adult twins
who were parents. In subsequent work, Perusse et al. (1994)
studied a large sample of older twins who also reported on
their previously experienced parenting practices; as in other
studies, modest genetic effects emerged for the rearing di-
mensions of care and overprotection (i.e., warmth).

It is not always the case, however, that differential heri-
tability for parental warmth and control emerge in geneti-
cally informed studies, as Baker and Daniels (1990) found
significant genetic effects for both dimensions of parenting
in a study of adult twins. Relatedly, Plomin, McClearn,
Pedersen, Nesselroade, and Bergman (1989) detected sig-
nificant heritability with respect to control in their investi-
gation of the family environment of MZ and DZ twins who
had been reared together or apart.

Evidence for genetic contribution to measures of parent-
ing and the family environment is not limited to question-
naire assessments. Genetic effects have been found, for
example, in sibling adoption studies comparing nonadoptive
and adoptive siblings for videotape observations of mother-
infant interaction (Dunn & Plomin, 1990) and mother-
child-sibling interactions (Rende, Slomkowski, Stocker,
Fulker, & Plomin, 1992). Genetic effects have also emerged
in analyses of the widely used observation-interview instru-
ment, Home Observation for Measurement of the Environ-
ment, also known as the HOME (Braungart, Plomin, &
Fulker, 1992).

In sum, then, the reader should be cognizant of the fact
that much of the correlational evidence to be considered
linking various developmental and contextual factors with

parenting may reflect the impact of shared genes as much
as true environmental influences.

HISTORICAL PERSPECTIVES: THE
ETIOLOGY OF CHILD MALTREATMENT

By tradition, three general perspectives have been em-
ployed to account for the etiology of child maltreatment;
these can be referred to as the psychiatric or psychological
model, the sociological model, and the effect-of-the-child-
on-the-caregiver model (Belsky, 1978; Parke & Collmer,
1975). By far, the account of child maltreatment most
widely subscribed to by the lay public, at least traditionally,
falls within the psychiatric model, which focuses exclusive
attention on the individual maltreating parent. Essentially,
the psychiatric model emphasizes the role that the parent
plays, because it is the parent who is the direct perpetrator
of mistreatment. Perhaps the most compelling evidence that
implicated psychological factors in the etiology of child
mistreatment, and thereby focused attention on the psychi-
atric/psychological makeup of the individual abuser, de-
rived from reports linking parents’ own (problematic)
child-rearing histories with their subsequent (abusive) par-
enting (e.g., Altemeier, O’Connor, Vietze, Sandler, & Sher-
rod, 1982; Spinetta & Rigler, 1972).

Those whose view of the causes of child maltreatment
emphasized the rearing histories and psychological charac-
ter of abusive or neglectful parents were following a tradi-
tion established by students of Freud, who were among the
first to formally advance ideas about why parents parent
the way they do. These ideas grew out of their interest in
the nature and structure of personality and the ways devel-
opment could go astray in early childhood and result in
psychopathology. Drawing from clinical experience, a cen-
tral tenet of many of these theories was that the parent’s
personality determined the nature of parenting and the
parent-child relationship and, in turn, child development.
Attention was focused largely on pathological aspects of
parental character and the ways these factors gave rise to
child psychopathology. Anna Freud (1955/1970), for exam-
ple, discussed mothers who rejected their children, some-
times due to psychosis but more often because of neurotic
conflicts. She wrote, “The [mother’s] behavior toward the
child is understood best when viewed in terms of her own
[intrapsychic] conflicts” (p. 382). Spitz (1970, p. 504), too,
wrote about maternal rejection as well as permissive and
hostile parenting behavior, arguing that “ the mother’s per-
sonality acts as the disease-provoking agent” in the parent-
child relationship. Winnicott (1948/1975, p. 93) also
emphasized problematic aspects of the parent’s personal-



Belsky’s (1984) Social-Contextual Model of the Determinants of Parenting 41

ity, asserting that “ the child lives within the circle of the
parent’s personality and . . . this circle has pathological
features.” As Holden and Buck (2002) recently noted, the
common theme among these psychoanalytic theorists was
that if parents’ emotional needs had not been met during
the course of their own development, then these unresolved
needs would be reflected in their (compromised) parenting
behavior. Conversely, it was assumed that if parents had
adaptive and flexible personalities, derived from emotion-
ally supportive child-rearing histories, they would behave
toward their children in growth-promoting ways.

A radical critique of the psychiatric model of child mal-
treatment was advanced by sociologists who contended
that psychologists and psychiatrists placed too much—
meaning virtually exclusive—emphasis on the attributes of
the maltreating parents, failing to acknowledge the stress-
ful conditions in which they lived (and parented) and, in
consequence, essentially “blaming the victim” (Belsky,
1978). The psychiatric model, according to these sociolog-
ical critics, failed to recognize and grant importance to the
social conditions that create stresses that undermine fam-
ily functioning, as well as the cultural values and practices
that encourage societal violence in general and the corpo-
ral punishment of children in particular (Gelles, 1973,
1975; Gil, 1971; Light, 1973). Some of the most com-
pelling evidence in support of this model derived from
studies linking unemployment, labor market shrinkage,
and social isolation with child abuse and/or neglect (Gar-
barino, 1976, 1977a; Gelles, 1975; Light, 1973).

According to sociological critics of the psychiatric
model of child maltreatment, parents must be considered
victims of these social forces. The basic premise of the soci-
ological model of child abuse was that important societal
characteristics foster child maltreatment. These include
high levels of violence and its frequent usage as a strategy
for settling human relations disputes, conceptions of chil-
dren as the property of their parents, and the widespread
embrace of such beliefs as “Spare the rod and spoil the
child.” Under such societal and cultural conditions, the fact
that parent-child conflict eventuates in child abuse, espe-
cially when parents confront contextual stressors such as
unemployment, social isolation, and marital distress, should
not be surprising, according to the sociological model. In
essence, the social and cultural soil is regarded as fertile
when it comes to fostering the mistreatment of children.

Implicit in both the psychiatric and sociological models
of child maltreatment was the assumption that parent-child
relations are unidirectional, with only parents exercising
influence in this subsystem of family relations. The effect-
of-the-caregiver model challenged this basic assumption

and underscored the role that the child’s own health and
behavior played in determining the course of parent-child
relations (Parke & Collmer, 1975). Evidence to suggest that
children might be responsible for, or at least contribute to,
the mistreatment they experience came from evidence indi-
cating that one child within a family was often singled out
for mistreatment (Kadushin & Martin, 1981). Also consis-
tent with a child-effects point of view was evidence that
prematurity and low birthweight characterized the perina-
tal histories of a disproportionate number of abused
children (Fontana, 1971; Klein & Stern, 1971; Martin,
Conway, Beezley, & Kempe, 1974) and that mistreated
children exhibited deviations in social interactions and
general functioning prior to their reported abuse (Starr, Di-
etrich, Fischhoff, Ceresnie, & Zweier, 1984).

Certainly by the mid-1970s, if not before, it had become
apparent that a model narrow in scope, whether emphasiz-
ing the personality and developmental history of maltreat-
ing parents, the social stresses that abusive families
experience and the social context in which they function, or
the role that children play in eliciting their own mistreat-
ment, must inevitably fail in its attempt to account for the
multifaceted processes at work in child abuse (Parke &
Collmer, 1975). In response to the widely recognized need
to integrate these distinct approaches to the etiology of
child maltreatment, Belsky (1980) offered an ecological
synthesis of these clearly complementary approaches, using
a modified version of Bronfenbrenner’s (1979) ecological
framework. More specifically, Belsky observed that

while abusing parents enter the microsystem of the family
with developmental histories that may predispose them to
treat children in an abusive or neglectful manner (ontogenic
development), stress-promoting forces both within the imme-
diate family (the microsystem) and beyond it (the exosystem)
increase the likelihood that parent-child conflict will occur.
The fact that a parent’s response to such conflict and stress
takes the form of child maltreatment is seen to be a conse-
quence of both the parent’s own experience as a child (onto-
genic development) and of the values and child-rearing
practices that characterize the society or subculture in which
the individual, family, and community are embedded (the
macrosystem). (p. 33)

BELSKY’S (1984) SOCIAL-CONTEXTUAL MODEL
OF THE DETERMINANTS OF PARENTING

When considered in their entirety, available theory and re-
search on the etiology of child abuse and neglect drew at-
tention to three general sources of influence on parental
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functioning: (1) the parents’ ontogenic origins and personal
psychological resources (psychiatric model /ontogenetic
development), (2) the child’s characteristics of individual-
ity (effect-of-child-on-caregiver model /microsystem), and
(3) contextual sources of stress and support (sociological
model /exo- and macrosystems). Using this foundation, Bel-
sky (1984) advanced, as part of a special issue of the jour-
nal Child Development focused on integrating the study of
development and psychopathology (Cicchetti, 1984), a pro-
cess model of the determinants of parenting to explain why
parents perform well and poorly in the parental role, recog-
nizing that insights into parenting in the normal range
could derive from research and thinking about seriously
problematic parenting (i.e., abuse and neglect). Belsky ar-
gued that parenting is directly influenced by forces ema-
nating from within the individual parent (personality),
from within the individual child (child characteristics), and
from the broader social context in which the parent-child
relationship is embedded, specifically, marital /partner re-
lations, social networks, and occupational experiences of
parents. Further, his process model presumed that parents’
developmental histories, marital relations, social networks,
and occupational experiences influenced their individual
personalities and general psychological well-being and,
thereby, parental functioning and, in turn, child develop-
ment. He further theorized that the parent’s psychological
makeup, shaped in part by his or her developmental history,
influenced marital relations, social network functioning,
and experiences at work. As such, Belsky’s model was
based on the notion (1) that parenting is multiply deter-
mined, (2) but that characteristics of the parent, the child,
and the social context are not equally influential in support-
ing or undermining growth-promoting parenting because
(3) personality shapes parenting indirectly by first influ-
encing the broader context in which parent-child relations
exist (i.e., marital relations, social networks, occupational
experiences), as well as directly.

Belsky’s (1984) model of the determinants of parenting
had much in common with thinking by Cicchetti (Cicchetti
& Lynch, 1993; Cicchetti & Rizley, 1981; Cicchetti &
Toth, 1998) about the etiology of child maltreatment. Both
theoreticians assumed parenting to be determined by the
relative balance of potentiating (i.e., risk) factors and com-
pensating (i.e., protective) factors experienced by a given
family. Problematic parenting, whether it took the form of
child maltreatment or just harsh or inconsistent or neglect-
ful or permissive parenting, was presumed to occur when
risk factors, be they transient or enduring, outweighed any
compensatory influences. Central to conceptual frame-

works offered by both thinkers was the recognition of the
multiple pathways by which individual (parental personal-
ity attributes or child characteristics), historical (parental
developmental history), and social (marital quality, social
support, occupational stress) factors and processes com-
bine to shape parental functioning. These were not frame-
works exclusively or even disproportionately emphasizing
“main effects,” then, as abusive or neglectful parenting—
as well as competent, growth-promoting parenting—were
regarded as resulting from the interaction between parental
stresses and supports. At the same time, and as already
noted, in Belsky’s model in particular, all putative forces
of influence were not regarded as equally powerful. Char-
acteristics of parents themselves were considered of pri-
mary importance because they not only directly influenced
parenting, but shaped the other forces also theorized to im-
pact parenting. It is for this reason that attributes of parents
are given disproportionate attention in this chapter, by in-
cluding separate sections on parent’s developmental his-
tory, parental psychopathology, and parental personality.

Having briefly reviewed the foundations of Belsky’s
(1984) model of the determinants of parenting in prior
thinking about the etiology of child maltreatment, we turn
now to examine research on the multiple determinants of
parenting, beginning first with child characteristics, before
moving on to consider characteristics of the parent and the
social context. Given the tremendous growth of research in
this general area of inquiry over the past 2 decades, we
have decided not to cover all the domains of influence in
Belsky’s original model, choosing to emphasize those most
directly reflective of the parent (developmental history,
psychopathology, personality), the child, and the immedi-
ate family (i.e., the marriage). We thus do not address two
other dimensions of Belsky’s original model, namely,
social support and occupational experiences. Instead, we
examine a “forcefield” that was not even on the develop-
mental horizon in 1984, but has come to be regarded as an
important context of development beyond the immediate
family and that shapes parenting, namely, the neighbor-
hood, before drawing some general conclusions.

CHILD CHARACTERISTICS

Even though the child’s role in shaping the parenting he or
she receives has not always been appreciated, few students
of parent-child relationships today fail to acknowledge the
reciprocal nature of the relationship (Bell, 1968). Rothbart
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(1989, p. 27) observed, for example, that “ the infant’s tem-
perament regulates and is regulated by the actions of others
from the earliest hours.” This, of course, is a far cry from
the perspective of social learning and psychoanalytic ap-
proaches to the study of parenting, which accorded the
child a minor role in shaping the care received from par-
ents. Temperament is the characteristic of children that has
been examined most intensively in research on the determi-
nants of parenting; it will thus be the exclusive focus of this
section of the chapter.

Defining Temperament

Thomas, Chess, Birch, Hertzig, and Korn (1963) were per-
haps the first to emphasize the role of individual differ-
ences in children when it came to understanding the ways
parents treat their children. Intensive study of a small sam-
ple of middle-class Jewish families led them to propose a
set of nine infant temperament categories (activity level,
rhythmicity, approach versus withdrawal, adaptability, in-
tensity, threshold, mood, distractability, and attention
span) and identify types of infants, specifically “difficult”
and “easy,” based on the challenges they pose for their par-
ents in taking care of them. Difficult infants scored high on
negative mood and withdrawal, low in adaptability, high on
intensity, and low on rhythmicity. Easy infants scored in
reverse fashion on these select dimensions of temperament.
Thomas et al. also emphasized the goodness of fit between
characteristics of children and of parents when it came to
understanding how parents responded to children’s tem-
peraments and the relation between temperament and fu-
ture child functioning.

Although the notion of infant difficulty continues to in-
fluence the thinking of many developmentalists and clini-
cians, it remains the case that efforts to cluster children
empirically based on Thomas et al.’s (1963) definition of
difficultness have not met with great success (Bates, 1989).
Moreover, extensive factor-analytic research on parent re-
port measures of temperament indicates that fewer than the
nine dimensions can be used to capture much of the indi-
vidual variability in child behavior for purposes of study-
ing parent-child relations (and many other topics; Rothbart
& Mauro, 1990). Putnam, Sanson, and Rothbart (2002)
draw attention to the following dimensions in infancy: fear,
irritability/anger, positive affect, activity level, attentional
persistence, and rhythmicity.

These same scholars highlight an emerging consensus
with respect to temperament factors relevant for 3- to 8-
year-old children, pointing to three broad dimensions (see

also Rothbart, Ahadi, Hershey, & Fisher, 2001): surgency,
defined in terms of approach, high-intensity pleasure, and
activity level; negative affectivity, defined in terms of dis-
comfort, fear, anger/frustration, sadness, and low sootha-
bility; and effortful control, defined in terms of inhibitory
control, attentional focusing, low-intensity pleasure, and
perceptual sensitivity. Especially interesting, perhaps, is
that these three dimensions are very similar to three of the
“Big Five” personality factors (see McCrae & Costa,
1987), with the negative affectivity dimension mapping
onto the personality factor of neuroticism, the surgency di-
mension mapping onto the personality factor of extraver-
sion, and the effortful control dimension mapping onto the
personality factor control /constraint (Putnam et al., 2002).

Temperament and Parenting

When it comes to considering how temperament might af-
fect parenting, hypotheses guiding research have been
fairly general, and there has been no truly systematic effort
to determine the differential influence of any of the sets of
temperament dimensions just discussed. In terms of gen-
eral predictions, it has been expected, for example, that
children would be more likely to evoke warm and support-
ive care when they are easy to soothe, sociable, and adapt-
able. In contrast, the child who scores high on negative
emotionality or is difficult would be expected to evoke less
supportive and responsive care, and perhaps even elicit
hostile, insensitive parenting, especially when parents con-
front additional stressors expected to undermine their
parental competence. As it turns out, it is the potentially
adverse effects of negative emotional characteristics that
have received the most attention. The disproportionate in-
terest that has been paid to difficult or negative infant and
child characteristics no doubt stems from the prevailin
hypothesis that it is hard-to-manage, negatively emotional,
and demanding infants, toddlers, and children who are
most likely to develop behavior problems, especially of the
externalizing variety, in part because of the hostile-intru-
sive or even detached-uninvolved caregiving they evoke.

A number of investigations do provide evidence linking
infant and child negativity/difficulty with less supportive,
if not problematic, parenting (e.g., Hemphill & Sanson,
2000; Hinde, 1989; Linn & Horowitz, 1983). One of the
more noteworthy studies was conducted by Van den Boom
and Hoeksma (1994), who compared the mothering pro-
vided to highly irritable and nonirritable newborns across
their first 6 months of life (see also Engfer, 1986). Over
time, mothers of the irritable infants showed less visual
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and physical contact, less effective stimulation, less in-
volvement, and less responsivity to positive signals from
their infants. Such findings are consistent with, and remi-
niscent of, Maccoby, Snow, and Jacklin’s (1984) discovery
that mothers with more difficult boys became less in-
volved in teaching activities with them across the period
from 12 to 18 months of age. They are also in line with re-
cent findings showing that 6-month-olds rated as more
temperamentally difficult by their mother receive less af-
fection from their father (Goldberg, Clarke-Stewart, Rice,
& Dellis, 2002) and that 3- to 5-year-olds reported as
being more (negatively) emotionally intense have a father
who takes less responsibility for their care (McBride,
Schoppe, & Rane, 2002).

In view of evidence that positive and negative emotion-
ality are separable dimensions of temperament, even in in-
fancy (Belsky, Hsieh, & Crnic, 1996), it is important to
note that children who score high on positive affect and
self-regulation experience more positively responsive par-
enting (e.g., Hinde, 1989; Kyrios & Prior, 1990). Fathers of
more sociable preschool children, ones who score high on
positive emotions, also are more involved with them than
are fathers of children who score low on sociability, espe-
cially in the case of daughters (McBride et al., 2002).

The fact that most work on effects of child temperament
on parenting, including all that just cited, is correlational
in nature raises obvious interpretive problems. Instead of
child negativity, for example, causally influencing parent-
ing, it could be that the associations detected reflect the
role of shared genes in shaping child temperament and par-
enting behavior. Pike, McGuire, Hetherington, Reiss, and
Plomin (1996) were able to overcome this problem using a
behavior-genetic-informed research design in their study of
adolescents’ families with identical and fraternal twins,
full sibs, half-sibs, and stepsibs. Even after taking into con-
sideration genetic effects, they found that more negative,
irritable, or aggressive children were more likely to receive
negative parenting than were other children.

Highlighting even more dramatically the causal role
of the child in shaping parenting are the results of some
creative experimental investigations. Brunk and Henggeler
(1984), for example, trained 10-year-old child confeder-
ates to exhibit oppositional or socially withdrawn be-
havior while playing a board game with women who were
mothers, including their own mother. The findings showed
that mothers behaved quite differently in the new condi-
tions (compared with pretraining). Using a somewhat dif-
ferent experimental strategy, Anderson, Lytton, and
Romney (1986) observed mothers of normal and conduct-

disordered children interacting with their own child,
someone else’s normal child, and someone else’s disor-
dered child. The data revealed a substantial effect of de-
viant child behavior on maternal functioning. Barkley and
Cunningham (1979) and Schachar, Taylor, Wieselberg,
Thorley, and Rutter (1987) were able to demonstrate much
the same thing by taking advantage of stimulant medica-
tion to alter child hyperactive behavior.

Despite the impression left by this rather brief sum-
mary of relevant research suggesting perhaps strong ef-
fects of temperament on parenting, beginning in the 1st
year of life, it is critical to note that the overall corpus of
relevant data is by no means consistent. Indeed, when
Crockenberg (1986) reviewed 16 studies examining the
proposition that infant negativity would be related to lower
levels of maternal sensitivity almost 2 decades ago, she
found that nine investigations yielded evidence consistent
with the hypothesis, but that seven supported its converse,
namely, that mothers of highly irritable infants are more
positive and show more commitment when interacting
with their babies! In the time since Crockenberg’s review,
inconsistent results have continued to be reported (Crock-
enberg & Leerkes, 2003a), with some showing that infant
difficulty predicts less sensitive, supportive, and/or
responsive mothering (R. Clark, Hyde, Essex, & Klein,
1997; Hagekull & Bohlin, 1986; Spangler, 1990), others
showing that difficult infants experience more such par-
enting (Mangelsdorf, Gunnar, Kestenbaum, Lang, & An-
dreas, 1990; Seiffer, Schiller, Sameroff, Resnick, &
Riordan, 1996; Washington, Minde, & Goldberg, 1986;
Zahr, 1991), and still others failing to chronicle either pos-
itive or negative associations between measures of infant
negativity and maternal behavior (P. R. Butcher, Kalver-
boer, Minderaa, Van Doormaal, & Ten Wolde, 1993; Fish
& Stifter, 1993; Hagekull & Bohlin, 1986). These incon-
sistencies do not seem to be a simple function of variation
in how temperament has been measured, how parenting
has been assessed, or the age at which either have been
evaluated (Crockenberg & Leerkes, 2003a; Pauli-Pott,
Mertesacker, Bade, Bauer, & Beckmann, 2000).

Temperament in Context

Should this pattern of inconsistency lead to the conclusion
that temperament does not affect parenting? Yes, perhaps,
if only main effects of temperament are being entertained,
but clearly otherwise if the effects of temperament are con-
sidered in the context of other factors that impinge on par-
enting. That is, seemingly inconsistent findings may reflect
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the fact that the impact that temperament has on parents
varies as a function of other factors that shape parenting. A
characteristic of the child that might have one consequence
for parenting under one condition could have none—or even
the opposite—under another (Crockenberg, 1986). Several
strands of evidence suggest this to be the case. In what fol-
lows, we consider factors that Belsky (1984) included in his
process model of the determinants of parenting.

We begin by considering interactions between one
child characteristic, difficult temperament /negative af-
fectivity, and another, child gender. Results from several
investigations suggest that parents are more accepting of
negative emotionality and difficulty in boys than in girls
(Putnam et al., 2002). Consider in this regard B. Gordon’s
(1983) finding that whereas mothers gave more com-
mands to 2- to 4-year-old daughters who were difficult,
they directed more commands at sons who were easy
(Rubin, Hastings, Stewart, Henderson, & Chen, 1997);
discovery that greater emotion dysregulation predicted
more warmth by mothers in the case of sons but not
daughters; Rendina and Dickersheid’s (1976) observation
that fathers were more socially interactive with difficult
sons and less interactive with difficult daughters; and
Lamb, Frodi, Hwang, Forstromm, and Corry’s (1982) fa-
thering research showing men to be less involved with
daughters who evinced high levels of negative affect and
low levels of positive affect, but less involved with sons
who manifested a more easy temperament.

As it turns out, it is not universally the case that the kind
of gender-moderated findings just summarized emerge
from investigations that look for them. In a study of infant
irritability and mothering, Crockenberg (1986) found
mothers to be less responsive to the crying of irritable boys
than of girls. And in the aforementioned work by Maccoby
et al. (1984), it was observed that resistant, hard-to-soothe
girls evoked more maternal teaching effort than easy girls,
with the reverse being true for boys. Exactly why such in-
consistencies emerge in the literature remains unclear, but
the possibility of random variation should be discounted.
Nevertheless, the results, however inconsistent, highlight
the need to consider child gender when examining effects
of temperament on parenting behavior.

Characteristics of the parent may also interact with
child temperament to predict child rearing. Teti and
Gelfand (1991) argued, for example, that it was principally
when maternal self-efficacy was low that their infants’
fussy difficultness resulted in less warmth, engagement,
and sensitivity. Not inconsistent with this view are results
from Pauli-Pott et al.’s (2000) study of more than 100 Ger-

man mother-infant pairs, which revealed that high levels of
infant negativity predicted less sensitive mother-infant in-
teraction only when mothers showed high levels of depres-
sion. But it may not just be clinically relevant psychological
states that interact with temperament in predicting parent-
ing. L. A. Clark, Kochanska, and Ready (2000) found nega-
tive temperament to predict increased use of power
assertion by mothers who scored high (but not low) in ex-
traversion. And recent research by Crockenberg and
Leerkes (2003b) and by Calkins and associates (cited in
Crockenberg & Leerkes, 2003a) indicates that it may also
be when mothers score low in self-efficacy that high levels
of distress to limits on the part of infants is most likely to
result in lower levels of sensitive/supportive care than
would otherwise have been expected.

The broader social context in which parents care for
their children may also need to be considered when it
comes to understanding the effect of temperament on par-
enting. In this regard, social support was singled out by
Crockenberg and McCluskey (1985) in their study of
mother-infant interaction, on finding that neonatal irri-
tability predicted less maternal sensitivity when infants
were 1 year of age, but only when mothers reported that
levels of social support were low. Also noteworthy are re-
cent findings from work focused on more than one child in
a family (Jenkins, Rasbash, & O’Connor, 2003). In this
population-based investigation of Canadian 4- to 11-year-
olds, greater child negativity predicted greater parental
negativity, but it was also found that this child effect was
amplified when families were economically disadvantaged.
These results, consistent with some of the other findings
reviewed, are in accord with the notion of cumulative risks,
in that it is not so much a single risk factor, such as a diffi-
cult temperament, that may undermine parental compe-
tence and sensitivity, but rather the accumulation of risks
(Belsky, 1984).

But context can operate in ways that are not easily assim-
ilated into notions of cumulative risk. Consider in this re-
gard the intriguing data from X. Chen et al. (1998), who
found, as predicted, that whereas high levels of inhibition
predicted less parental acceptance and encouragement of
achievement and greater inclination to use punishment in a
Canadian sample, this same child attribute predicted high
maternal acceptance and encouragement of achievement
and less rejection in a Chinese sample. In explanation of
these results, the investigators noted that Chinese culture
highly values inhibition and reticence, an orientation that
is rather foreign to most North Americans, who place great
store in being outgoing and sociable. In a sense, then,



46 The Multiple Determinants of Parenting

Thomas et al.’s (1963) notion of goodness of fit would seem
to account for the results under consideration, though the
fit has more to do with culturally approved values of par-
ents in the East and West than with particular characteris-
tics of one parent versus another within the same culture.

PARENT’S DEVELOPMENTAL HISTORY

As noted earlier, the classic explanation of child maltreat-
ment highlighted the adverse rearing experiences that abu-
sive and neglectful parents themselves received while
growing up in their family of origin. As such, this etiologi-
cal perspective underscored the importance of parents’
own developmental histories, especially their experiences
being parented as children, when it comes to understanding
why parents parent the way they do. In this section devoted
to the role of developmental history, and most especially
child-rearing history, in shaping parenting, we first con-
sider evidence and arguments pertaining to child abuse and
neglect per se before turning attention to parenting that is
not so labeled, including harsh punishment in general and
more positive aspects of parenting.

The Intergenerational Transmission of
Child Maltreatment

During the 1970s, two of the clinicians at the forefront of
inquiry into the etiology and sequelae of child maltreat-
ment observed that “ the most constant fact [concerning
child abusers] is that parents themselves were nearly
always abused or battered or neglected as children”
(Fontana, 1973, p. 74) and that “we see an unbroken line
in the repetition of parental abuse from childhood into the
adult years” (Steele, 1976, p. 15). More than 30 years
after these comments were made, there are few in the sci-
entific community who would endorse them in their en-
tirety (Belsky, 1993; Cicchetti & Toth, 1998; Oliver,
1993). Despite the abundance of evidence and reports
linking the perpetration of child abuse and neglect with
a childhood history of victimization (e.g., Altemeier,
O’Connor, Vietze, Sandler, & Sherrod, 1984; Heyman &
Slep, 2002; Whipple & Webster-Stratton, 1991), scholars
have been all too aware for decades now of the inherent
limitations of much of the available data (Belsky, 1980,
1993; Cicchetti & Rizley, 1981; Kaufman & Zigler, 1987;
Widom, 1989). Most noteworthy, perhaps, have been the
excessive reliance on retrospective reports, once perpe-
trators have been labeled as maltreaters; small clinical

samples, all too often without adequate control groups;
and data collectors not blind to parents’ maltreatment sta-
tus. A recent report addressing the specific issue of the
validity of adult retrospective reports of adverse child-
hood experiences underscores concerns about evidence
emanating from respondents’ memories of their child-
hood. Hardt and Rutter’s (2004) analysis of studies pub-
lished between 1980 and 2001, in which there was a
quantified assessment of the validity of retrospective re-
call of sexual abuse, physical abuse, physical /emotional
neglect, or family discord, revealed that although retro-
spective reports of major adversities of an easily defined
kind are not severely biased (e.g., parental death, father
goes to war), the same cannot be said of reports pertaining
to the quality of parenting experienced or of family rela-
tions more generally: “Little weight can be placed on the
retrospective reports of details of early experiences or on
reports of experiences that rely heavily on judgment or in-
terpretation” (p. 260).

Despite the acknowledged limits of much of the relevant
literature, it is noteworthy that a few well-designed,
prospective studies clearly document a linkage between a
reported history of childhood maltreatment and the subse-
quent perpetration of maltreatment (e.g., Egeland, Jacob-
vitz, & Papatola, 1987; Hunter & Kilstrom, 1979) and
thereby underscore the significance of a parent’s develop-
mental history in shaping his or her parenting. One recent
study, in fact, demonstrates that the more severe the physi-
cal abuse experienced (and reported by children), the more
likely the next generation of children would report that
they, too, had been subject to physically abusive parenting
(Pears & Capaldi, 2001). More than a decade ago, the data
were of sufficient quality that Belsky (1993) was led to
question the much-cited conclusion of one set of distin-
guished scholars that “ the time has come for the intergener-
ational myth to be placed aside” (Kaufman & Zigler, 1989,
p. 135). Such questioning would seem especially appropri-
ate because “countless studies” show that “antisocial be-
havior patterns are passed from one generation to the next
at a rate well beyond chance,” even after controls for con-
founding factors like family size, area of residence, and
rates of criminal behavior have been implemented (Wahler
& Dumas, 1986, p. 50).

Upon noting that among better-designed studies using
standardized self-report measures (e.g., written question-
naires, structured interviews) and reasonably selected
comparison groups consistent differences emerge in the
developmental histories of index and control samples,
Kaufman and Zigler (1987) estimated the actual rate of
intergenerational transmission to be only 30% (plus or



Parent’s Developmental History 47

minus 5%), given a range in rates between 7% (Gil, 1971)
and 70% (Egeland & Jacobvitz, 1984) chronicled in the
literature. Thus, only about one-third of individuals who
were abused or neglected will maltreat their own children.
Such an estimate is not inconsistent with Oliver’s (1993,
p. 1315) subsequent conclusion that “one-third of child
victims grow up to continue a pattern of seriously inept,
neglectful, or abusive rearing as parents.” Thus, although
the intergenerational transmission of child maltreatment
is by no means inevitable, the estimated rate still suggests
that an adult’s own child-rearing history may play a sig-
nificant role in shaping his or her own parenting. More-
over, what remains most disconcerting about the Kaufman
and Zigler (1987, 1989) analysis was the failure of these
scholars to take into consideration the developmental sta-
tus of the children under study (Belsky, 1993). For exam-
ple, in discussing the results of Hunter and Kilstrom’s
(1979) prospective follow-up of at-risk and comparison
mothers 1 year after the birth of their child, Kaufman and
Zigler (1989, p. 132) described a parent whose child had
not been identified as maltreated as one “who broke the
cycle of abuse.” What they apparently failed to realize—
or at least acknowledge—was that although only 19% of
the at-risk parents in the Hunter and Kilstrom investiga-
tion maltreated the study child, those who were assumed
to have broken the cycle had many more years to care for
the study child, to say nothing of other children (including
those not yet born).

There would seem to be other fundamental problems
with conclusions based on the available data. Especially
important are limitations in data that lead some to con-
clude that “ the majority of abusive parents were not
abused in their own childhoods” (Widom, 1989, p. 8). Al-
though this may indeed turn out to be the case, it seems
risky to embrace such a viewpoint without simultane-
ously acknowledging that retrospective reports of child-
hood experience can be inaccurate not only because of
overreporting of maltreatment, but because of underre-
porting as well. As clinicians, attachment researchers,
and cognitive scientists know, painful experiences in
childhood are often excluded (unconsciously) from mem-
ory (Bowlby, 1980; G. Goodman, Emery, & Haugaard,
1998; Main, Kaplan, & Cassidy, 1985).

It thus remains all too conceivable that certain individ-
uals who report no history of maltreatment simply cannot
recollect their troubled childhood. In consequence, before
any empirical estimates are taken at their face value, two
things need to be acknowledged. The first is that a parent
who has not mistreated a single 1-, 2-, or 3-year-old might
still mistreat that child at an older age—or another child.

The second is that some parents with problematical devel-
opmental histories who contend they were not mistreated
may not have access to the very memories required to
respond accurately to the relevant inquiries. All this is
not to argue that every mistreated child grows up to be a
maltreating parent, or even that only individuals with his-
tories of maltreatment will mistreat their own offspring
(though this is a hypothesis that needs serious testing
by means of skilled clinical interviews). As Kaufman
and Zigler (1987, p. 190) themselves noted, even though
“being maltreated puts one at risk for becoming abusive
. . . the path between these points is far from direct or
inevitable.” What, though, determines whether or not a
victim of maltreatment will grow up to become a perpe-
trator? To answer this question, it is useful to consider
some of the possible psychological and behavioral mecha-
nisms presumed to be responsible for transmission when it
does occur.

Mechanisms of Transmission

Several mediating processes, none of which are mutually
exclusive, may account for the intergenerational transmis-
sion of child maltreatment (Kaufman & Zigler, 1989; Si-
mons, Whitbeck, Conger, & Chyi-In, 1991; van Ijzendoorn,
1992). The most obvious simply presumes that aggressive,
antisocial behavior is learned in childhood and expressed in
adulthood in the parenting role. Several types of learning
can be distinguished, including modeling, direct reinforce-
ment, and coercion training (in which escalating negative
behavior is inadvertently rewarded when a parent gives up
on trying to control a child who has responded adversely to
the parent’s own aversive behavior).

In addition to learning particular behaviors in child-
hood that are repeated in adulthood, intergenerational
transmission may involve parents’ philosophies of disci-
pline. Thus, Simons et al. (1991) theorized and found in
their study of the harsh parenting of early adolescents that
a belief in the legitimacy of strict, physical discipline me-
diated (in part) the linkage between the experience of
harsh discipline in childhood and its perpetration when an
adult. Social-cognitions theorists emphasize the impor-
tance of ideas about parenting, especially attitudes and
values toward the use of physical punishment (Deater-
Deckard, Lansford, Dodge, Pettit, & Bates, 2003; Dodge,
Bates, & Pettit, 1990), and point to a wealth of data show-
ing that adults who have been spanked in childhood are
more accepting of the use of corporal punishment (e.g.,
Bower-Russa, Knutson, & Winebarger, 2001; Deater-
Deckard et al., 2003). Notable as well is evidence that by
middle childhood, a link exists between past discipline
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experiences and current attitudes toward physical punish-
ment (Holden & Zambarano, 1992), an association still in
evidence to some degree during early adolescence
(Deater-Deckard et al., 2003) and among college students
(Bower & Knutson, 1996).

The effect of mistreatment in childhood may be more
general than presumed by social learning theories focused
on specific parenting behaviors or theories of social
cognition emphasizing beliefs about discipline. In light of
evidence that maltreated children have problems with emo-
tion regulation, aggression, and empathy (for review, see
Cicchetti & Lynch, 1993; Cicchetti & Toth, 1998), it seems
plausible that abusive and neglectful childhoods may pro-
mote hostile personalities that become a proximate cause
of maltreatment. Certainly, the data to be reviewed in the
next two major sections of this chapter dealing with
parental psychopathology and personality are not inconsis-
tent with this mechanism of influence. Moreover, support
for it emerged in the aforementioned study by Simons
et al. (1991) after taking into consideration unmediated
linkages between harsh parenting across generations as
well as the mediating influence of parental disciplinary be-
liefs (see also Levendosky, Hutch-Bocks, Shapiro, & Semel,
2003). Several recent prospective studies document the
role by “angry, aggressive behavior” (Conger, Nell, Kim, &
Scaramella, 2003), “antisocial behavior” (Capaldi, Pears,
Patterson, & Owen, 2003), and “adolescent delinquency”
(Thornberry, Freeman-Gallant, Lizotte, Krohn, & Smith,
2003) in mediating the intergenerational transmission of
parenting (Serbin & Karp, 2003). Notably, all of these in-
vestigations measured harsh parenting during adolescence,
and then 5 to 10 years later measured the problematic par-
enting of the now grown-up adolescents who had young chil-
dren. The fact that some of these investigations focused on
mothers and fathers (Thornberry et al., 2003) or relied on
observational assessments of parenting (in both genera-
tions; Capaldi et al., 2003; Conger et al., 2003) highlights
the robust nature of the mediational effect under considera-
tion. What these investigations could not determine, how-
ever, was the potential role that shared genes play in both
the intergenerational continuity of parenting and the media-
tional effect of adolescent problem behavior (Serbin &
Karp, 2003).

Not unrelated to the notion of general personality when
it comes to conceptualizing the developmental process by
which parenting is intergenerationally transmitted is the
concept derived from attachment theory of an “internal
working model.” As van Ijzendoorn (1992, p. 79) observes,
according to this perspective,

The parents’ experiences with grandparental responsiveness,
rejection, or ambivalence lead to an internal representation of
the grandparent as (un-)responsive to the parental needs, and
it is hypothesized that this internal representation will inf lu-
ence the degree of responsiveness the parents are able to show
toward their children (Bowlby, 1988; Main et al., 1985). Par-
ents who experienced a high degree of responsiveness in
childhood are supposed to be more open to signals and needs
of their infants than rejected or ambivalently treated parents,
because the former parents are more able to take their chil-
dren’s perspective and to not feel threatened by signs of anx-
iety in their children. (Main et al., 1985)

In line with such theorizing, Crittenden (1985, p. 1301)
noted, after observing various types of parents interacting
with their young children, that

abusing parents behaved as though they perceived the world
from an adversarial perspective, one that demanded that they
establish control in order to satisfy wants that must be im-
posed on others in spite of objection. . . . Neglecting mothers
behaved as though they did not believe that relationships
could meet their needs or that they could effectively elicit a
satisfying response; their model was one of emptiness and
depression.

Subsequent work by Crittenden, Partridge, and Clausen
(1991) further revealed that maltreating parents and their
partners had rates of insecure working models of attach-
ment (i.e., dismissing, preoccupied) in excess of 90%!

Breaking the Cycle: Lawful Discontinuity
in Development

It is especially noteworthy that from the perspective of at-
tachment theory, even though (some) intergenerational
transmission of maltreatment is expected, it is by no means
considered inevitable. Critical here is the theoretical
proposition that child abuse and neglect will be intergener-
ationally transmitted when early negative experiences are
not remembered or integrated into revised working models
of relationships (Bowlby, 1980). Certainly consistent with
this view are Main and Goldwyn’s (1984) findings that
women who remembered their mother as rejecting and
their childhood as troubled but who had formed coherent
accounts of them were not likely to reject their children.
This contrasted markedly with the parental functioning of
mothers who had yet to come to grips with their problemat-
ical childhoods.

That attachment theory provides a theoretical basis for
the conditions under which, and the mechanisms by which,
child maltreatment is not transmitted across generations
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represents one of its major strengths as a tool for under-
standing the determinants of parenting in general and the
etiology of child maltreatment in particular. Especially in-
triguing, therefore, are the findings from several investiga-
tions that accord with theoretical tenets of attachment
theory when it comes to accounting for “lawful discontinu-
ity” in parenting across generations (Belsky & Pensky,
1988). In two separate, prospective studies of at-risk moth-
ers followed from the postpartum period, it was found that
parents with histories of maltreatment who did not maltreat
their own children (during the study period) had more ex-
tensive social supports, had experienced a nonabusive and
supportive close relationship with one parent while grow-
ing up, or were more openly angry and better able to give a
detailed and coherent account of their earlier abuse than
were repeaters (Egeland et al., 1987; Hunter & Kilstrom,
1979). Additionally, Egeland et al. found that involvement
with a supportive spouse or boyfriend or a positive experi-
ence in therapy characterized the nonabusing parents with
at-risk developmental histories. Such findings are consis-
tent with Caliso and Milner’s (1992) report showing that
among mothers at risk for maltreating their offspring due
to a history of abuse in their own childhood, those who did
not abuse were involved in more satisfying interpersonal
relationships than those who did. All these experiences are
of the kind postulated by attachment theory to modify the
internal working model, or representations and interper-
sonal expectations, of individuals with seriously troubled
parent-child relationship histories and so enable them to
care for their own offspring in a manner decidedly differ-
ent from the way they themselves were cared for.

This interpretation also seems useful in understanding
the results of an English study that did not focus on abuse
and neglect per se but identified conditions that led some
women with a problematic childhood (due to family
conflict and institutional rearing) not to provide the low
quality of care (hostility, rejection, spanking) that was
generally characteristic of mothers with such histories.
The women who broke the cycle in this instance tended to
be married to supportive and nurturing men, thus suggest-
ing that “ the spouse’s good qualities exerted a powerful
ameliorating effect” on the parental functioning of women
known to be at risk as a result of their developmental his-
tory (Quinton, Rutter, & Liddle, 1984, p. 115). Interest-
ingly, in a study of teenage mothers with a history of
parental rejection, Crockenberg (1987b) also found that
support from a partner forecast less angry and punitive
care toward a toddler than otherwise would have been
expected. And, finally, Belsky, Pensky, and Youngblade

(1990) observed that the ameliorating influence of a posi-
tive partner relationship on negative parenting in the case
of mothers with negative childhood experiences also was
discernable in a nonrisk sample.

The common denominator in all of these inquiries seems
to be emotionally supportive relationship experiences that
function (apparently therapeutically) to modify, presum-
ably, the feelings and expectations of these women.
Whether these effects occur in the case of men remains un-
known. Unknown, too, is the exact process—or processes—
of influence. Is it the case, for example, that internal
working models have actually been modified, as just theo-
rized? Are actual parenting philosophies influenced? And
what is the exact route by which parenting behavior is al-
tered? Egeland et al.’s (1987) findings suggest that a con-
scious resolve not to repeat a history of abuse characterizes
nonrepeaters, but under what conditions is such resolve suf-
ficient? In any event, what these breaking-the-cycle inves-
tigations underscore is a core notion central to Belsky’s
(1984) determinants of the parenting model: that sources
of risk can be buffered by sources of support. Or, to use Ci-
cchetti’s (Cicchetti & Rizley, 1981) terminology, protec-
tive factors can reduce the impact of risk factors. That is, it
remains unlikely that any single factor will determine the
course of a parent’s child-rearing behavior, as parenting is
multiply determined, with forces of influence that encour-
age growth-promoting parenting capable of off-setting the
risks associated with forces that conspire against such
child-rearing behavior.

Reflection on the breaking-the-cycle investigations and
their findings also raises questions concerning which at-
risk parents will be fortunate enough to experience “emo-
tionally corrective” close relationships—either with a
nonabusive parent, close friend, therapist, or spouse—and
why. The work of Rutter and his colleagues (Quinton et al.,
1984) suggests that self-efficacy-promoting experiences
associated with schooling (academics, extracurricular ac-
tivities) were important for determining which mothers-to-
be married “better” men who would provide the emotional
support that proved so beneficial to them. Thinking devel-
opmentally, though, we can still ask what led some girls to
have more positive schooling experiences than others.
Might it have been an early supportive relationship that led
them to trust others or to develop interpersonal skills?
Might physical attractiveness have had something to do
with it? Two studies call attention to this latter possibility.
In one, Elder, Van Nguyen, and Caspi (1985) found that
hostile men who lost their jobs were less likely to treat their
daughters harshly if the girls were attractive. In the other,
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Belsky et al. (1990) found that the very women with nega-
tive histories who were in a happy marriage and were not
negative to their 3-year-old were more physically attractive
than women with equally negative histories who were neg-
ative toward their preschoolers and who were not in a happy
marriage. Such findings raise the suspicion that the benefi-
cial effect of a supportive mate in breaking the intergener-
ational transmission process may be driven, at least in part,
by features of the woman herself.

This discussion is not meant to imply that physical
attractiveness is the important factor when it comes to de-
termining which women at risk for mistreating their chil-
dren end up not doing so because they some how secure
emotionally corrective relationship experiences. Rather, it
is intended to highlight the fact that far more needs to be
understood about who obtains the social-emotional support
that seems so important, if not critical, for disrupting the
intergenerational transmission process and about the exact
processes through which the ameliorative effect is exerted.
These comments notwithstanding, it is clear from these in-
quiries, even more so than from the difficult-to-interpret
data about actual rates of intergenerational transmission,
that even though a history of maltreatment is a risk factor of
“considerable” (Kaufman & Zigler, 1989, p. 135) signifi-
cance in the etiological equation, some—perhaps many,
even most—parents do not repeat the cycle of maltreatment.

Parenting across Generations (in the
“Normal” Range)

As some of the work cited in the preceding subsections
indicates, not all research on the potential influence of
child-rearing history on parenting has focused on child mal-
treatment per se (Serbin & Karp, 2003). Some of it has ex-
amined “harsh parenting,” which, at the extreme, becomes
very much like child abuse, even if it is not so labeled (e.g.,
Capaldi et al., 2003; Conger et al., 2003; Crockenberg,
1987a; Simons et al., 1991; Thornberry et al., 2003). But
some of it focuses on more positive aspects of parenting (Z.
Chen & Kaplan, 2001; Smith & Farrington, 2004). Like vir-
tually all work on the intergenerational transmission of
child maltreatment, much of this nonmaltreatment research
relies on retrospective reports of the child rearing experi-
enced by parents while growing up in their family of origin,
or some variation on that theme; this state of affairs is
changing, however, as children studied as adolescents are
followed up as young adult parents (Capaldi et al., 2003;
Z. Chen & Kaplan, 2001; Conger et al., 2003; Smith & Far-
rington, 2004; Thornberry et al., 2003). In some studies,

retrospective reports are provided by grandparents about
the way they parented their now adult children (e.g., Wintre
& Dhami, 2003) and in others by parents on the way they
were reared as children or adolescents (e.g., Baydar, Reid,
& Webster-Stratton, 2003; Bluestone & Tamis-LeMonda,
1999), sometimes assessed prior to the birth of a child
(Crockenberg & Leerkes, 2003b; Feldman, Curran, Jacob-
vitz, Boyd-Soisson, & Jin, 2003). In some of the research on
the intergenerational transmission of parenting, whether
based on retrospective or prospective data, the parenting to
be explained is observed (e.g., Baydar et al., 2003; Biringen,
1990; Capaldi et al., 2003; Conger et al., 2003; Meyers,
1999), whereas in other cases, it is reported by parents
themselves (e.g., Z. Chen & Kaplan, 2001; Meyers, 1999;
Thornberry et al., 2003) or by their children (e.g., Muller,
Hunter, & Stollak, 1995).

Whereas most of the research that relies on retrospec-
tive assessments of parenting experienced while growing
up (or provided by the grandparent when the parent in ques-
tion was a child) employs brief and easy-to-complete,
survey-research type instruments, this is not the case with
one body of research that derives directly from mainstream
attachment theory (rather than more general learning
theories of the origins of parenting). When it comes to ex-
amining the intergenerational transmission of parenting
(and a host of other developmental questions), many attach-
ment researchers employ the Adult Attachment Interview
(AAI). This clinical interview consists of 18 questions and
is structured entirely around the topic of attachment, prin-
cipally the individual’s relationship to the mother and fa-
ther during childhood (see Hesse, 1999). Interviewees are
instructed to describe their relationships with their parents
and to provide specific biographical episodes to substanti-
ate global evaluations. Thus, individuals who report that
their parent was very generous with them or highly affec-
tionate toward them are asked to recall specific incidents of
such behavior. Interviewees are asked directly about child-
hood experiences of rejection, being upset, ill, and hurt, as
well as about loss, abuse, and separations. They are also
asked to offer explanations for their parent’s behavior and
to describe their current relationships with their parents
and the influence they consider their childhood experiences
exerted on their development. The interview is designed to
evoke not so much the adult’s actual, veridical experiences
in childhood but, rather, their reconstructions of the mean-
ing and mental representations of early experiences.

The tape-recorded interview is transcribed by a typist,
and, on the basis of the information obtained from the AAI,
a specially trained evaluator rates the subject on a series of
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rating scales (e.g., role reversal: the extent to which the re-
spondent parented the parent during childhood; idealiza-
tion: the extent to which the respondent idealizes his or her
parent; preoccupying anger: the extent to which the respon-
dent is still very angry at the parent; inability to recall: the
extent to which the respondent cannot remember events and
experiences from childhood). These ratings, coupled with
the evaluator’s general sense of the entire transcript, espe-
cially how coherent (i.e., organized and integrated) it is,
lead the evaluator to characterize the respondent’s state of
mind regarding attachment (i.e., internal working model)
using a limited set of classification categories. Ultimately,
the coding of AAI transcripts is based not on the partici-
pants’ description of childhood experiences per se, but on
the way these experiences and their effects on current
functioning are reflected on and evaluated. It is significant
that attachment classifications based on the AAI have been
found to be independent of general intelligence and verbal
ability (for review, see Hesse, 1999).

The secure-autonomous state of mind is reflected in an
individual’s inclination to value attachment relationships
and regard attachment-related experiences as developmen-
tally influential. In the course of the AAI, such persons
appear self-reliant, objective and nondefensive. It is note-
worthy that persons receiving this classification either
convincingly describe a history of emotionally supportive
relationship experiences or provide evidence that they have
come to terms with a childhood lacking in them, thus per-
mitting a balanced view of relationships.

Adults classified as insecure-dismissing have a tendency
to deny negative experiences and emotions or to dismiss
their developmental significance. These individuals can re-
member little and seem unable to reevoke the feelings asso-
ciated with the experiences they do recall. Often, they
offer an idealized picture of parent or parents but, in re-
sponse to probes eliciting evidence to substantiate general-
izations, may recall experiences quite inconsistent with
their positive, global appraisals. For example, in response
to a follow-up query from the interview asking for details
about how a parent was generous, the respondent ends up
talking about a parent’s failure to attend his or her birthday
party or his or her disappointment with a present received
from a parent. Insecure-dismissing individuals present
themselves as strong, independent people for whom close-
ness and attachment mean little. The defensive flavor of the
detached pattern is reminiscent of the insecure-avoidant in-
fant pattern.

Adults classified as insecure-preoccupied demonstrate a
continuing involvement of preoccupation with their par-

ents. They appear confused, incoherent, and unobjective
regarding relationships and their influences on them.
Anger over the past and present seems not to be resolved
but, instead, to be a major organizing theme of their current
relationships with their parents. These individuals seem
caught up in their early relationships, with little ability to
move beyond them.

In the main, and rather consistently, research that relies
on retrospective assessments of parenting reveals positive
associations between parenting across generations (and so,
too, do the more recent prospective studies; see later dis-
cussion): Supportive and/or authoritative parenting tends
to predict supportive/authoritative parenting, whereas
authoritarian and/or harsh parenting tends to predict au-
thoritarian/harsh parenting. This pattern can be seen con-
sistently in AAI-based research. Parents with secure
attachments are more sensitive to their children than par-
ents with dismissing or preoccupied attachment (Aviezer,
Sagi, Joels, & Ziv, 1999; George & Solomon, 1996; Ward &
Carlson, 1995). Some research has found that the caregiv-
ing of parents with secure attachment encouraged learning
during teaching tasks (Crowell & Feldman, 1988; van
Ijzendoorn, 1992) and that secure parents respond to their
infants’ affect in flexible ways (Haft & Slade, 1989). In
contrast to mothers with secure attachments, those with
dismissing attachments are less supportive and colder in in-
teractions with their children (Crowell & Feldman, 1988,
1989). Preoccupied parents are found to be inconsistent in
their parenting (Crowell & Feldman, 1988, 1989; Haft &
Slade, 1989); they may alternate between secure-like par-
enting or controlling, confusing, and less sensitive parent-
ing (van Ijzendoorn, 1995; Ward & Carlson, 1995). Some
of the non-AAI work that is longitudinal in design also in-
dicates, as noted already, that much, even if not all, of the
intergenerational transmission of problematic parenting is
mediated by problem behavior during adolescence (Capaldi
et al., 2003; Conger et al., 2003; Serbin & Karp, 2003;
Thornberry et al., 2003).

Whether assessed using brief survey questionnaires or
the more lengthy and clinically sensitive AAI, studies of the
intergenerational transmission of parenting based on retro-
spective reports produce associations of only modest size in
parenting across generations, either because these are error-
prone for reasons of memory distortion, as discussed earlier,
or due to undetected—and unexamined—processes of lawful
discontinuity. Recently, in fact, elements of the AAI have
been called into question, basically because prospective data
collected as part of a 20-year longitudinal study did not
show that individuals classified on the AAI as secure but
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who reported—and supposedly overcame—problematic
child-rearing histories (i.e., “earned secures”) actually ex-
perienced more negative child-rearing experiences than age-
mates also classified secure but who did not report such
adverse developmental experiences (Roisman, Padron,
Sroufe, & Egeland, 2002). Ultimately, whatever the instru-
mentation, there will always be reasons to be cautious about
embracing findings derived from retrospective reports of
parenting. Fortunately, several interesting prospective stud-
ies can be singled out that actually include measurements of
child rearing obtained during childhood/adolescence and of
parenting secured during adulthood. As we will see, these
studies, which yield results one can place more confidence
in, generate findings not inconsistent with those emanating
from most retrospective studies.

Elder and associates (1985) took advantage of the multi-
generational Berkeley Growth Study to examine whether,
and even how, the parenting that a parent experienced while
growing up predicted the parenting that the parent provided
as an adult. Of particular importance, although not all the
data were prospective in the sense defined earlier, some
data were. Longitudinal analysis revealed that growing up
in a home in which parents’ personalities could be de-
scribed as unstable and in which parental care could be de-
picted as controlling, hostile, and lacking in affection led to
the development of unstable personalities in these children
as adults. Such psychological instability on the part of
Berkeley parents, derived as it seemed to be from poor de-
velopmental experiences in the family of origin, itself
proved predictive of tension in their own marriage. And
marital tension, in the face of another generation of per-
sonal instability, contributed to extreme and arbitrary
discipline for the third generation of Berkeley children.
Moreover, exposure to such care resulted in the develop-
ment of behavior problems in this third generation that
proved predictive of undercontrolled behavior in adulthood.
Thus, parenting difficulties, apparently originating from
personality problems, seemed to leave a legacy of personal
adjustment problems that were passed down through parent-
ing from one generation to the next, testimony indeed for
the role hypothesized for personality in Belsky’s (1984)
model (shaped in part by this work) in mediating between
developmental history and parenting. Using a large sample
of Iowa farm families experiencing financial stress due to
poor macroeconomic conditions, Simons and associates
(1991) report similar evidence showing, on the basis of ret-
rospective reports of child-rearing history, that harsh par-
enting is intergenerationally transmitted via its impact on
hostile personality. And, as already noted, three recent
prospective studies that followed up adolescents when they

were young parents provide additional supportive evidence
of the mediational role of angry, aggressive, and antisocial
personality characteristics and behavior in the intergenera-
tional transmission of problematic parenting (Capaldi et al.,
2003; Conger et al., 2003; Serbin & Karp, 2003; Thorn-
berry et al., 2003).

But it looks like it is not just problematic parenting that
can be expected to undermine the child’s developmental
competence which is passed on down the generations, but
more growth-promoting parenting as well (Serbin & Karp,
2003). Z. Chen and Kaplan (2001) took advantage of a 2-
decade longitudinal study and were able to link parenting
measured during the childhoods of parents with the parent-
ing they actually provided their own offspring. More specif-
ically, children’s reports of the parenting they received as
seventh graders were used to predict the parenting they re-
ported providing when in their mid- to late-30s to their own
offspring. Structural equation modeling showed that higher
levels of good parenting (e.g., parental acceptance, living in
a happy home) experienced in childhood forecast the provi-
sion of higher levels of “constructive parenting,” defined in
terms of monitoring, communication, involvement in child’s
education, affection, and discipline (e.g., use of praise and
reasoning). The fact that the linkage over time between par-
enting experienced in childhood and parenting provided in
adulthood was only modest calls attention to the need to
understand the developmental processes that break the
cycle not only of child maltreatment or harsh parenting, but
also of supportive parenting. After all, in the same way that
it makes sense to ask under what conditions and through
what mechanisms does problematic parenting in one gener-
ation not lead to problematic parenting in the next, one can
wonder when and why supportive parenting in one genera-
tion does not promote similarly supportive parenting in
the next. Fortunately, in the next few decades, any number
of longitudinal studies initiated in the 1970s, 1980s, and
1990s should be in position, given ongoing follow-ups, to
provide data on these and related topics concerning the role
of child-rearing history in shaping parenting practices in
adulthood.

PARENTAL PSYCHOPATHOLOGY

Most mental disorders show considerable continuity across
generations. Whereas many disorders are heritable to some
degree, genetic accounts do not fully explain why children
whose parents have a history of psychiatric disorder are
themselves at risk for psychopathology. In trying to under-
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stand how mental disorder is transmitted from one genera-
tion to the next, researchers have observed that psychiatric
illness can adversely affect parent-child relations and that
this may be one of the mechanisms by which risk for
psychopathology is passed on from parent to child (S. H.
Goodman & Gotlib, 1999). In this section, we consider
how Major Depressive Disorder, alcohol abuse and depend-
ence, Antisocial Personality Disorder, and Schizophrenia
affect parents’ attitudes about and interactions with their
children. We restrict ourselves to these conditions, as these
are the ones that have been most intensively (and produc-
tively) studied in terms of parenting. Reflecting the litera-
ture on parenting more generally (Tamis-LeMonda &
Cabrera, 2002), the reviewed research focuses primarily on
mothers (although the literature on parents with alcohol
use disorders provides an exception; Connell & Goodman,
2002; McMahon & Rounsaville, 2002; Phares, 1992;
Phares & Compas, 1992). For a more extensive review on
parental psychopathology, see Zahn-Waxler, Duggal, and
Gruber (2002).

Depression

Mood disorders include Major Depressive Disorder (MDD),
Dysthymic Disorder, and Bipolar Disorder. Given the
paucity of research on how Dysthymic and Bipolar Disor-
ders affect parenting, the focus here is on parents with
MDD. According to the Diagnostic and Statistical Manual of
Mental Disorders, fourth edition (DSM-IV), the essential
feature of a major depressive episode is a period of at least 2
weeks during which there is either depressed mood or the
loss of interest or pleasure in nearly all activities. MDD is
more common in women than in men. The lifetime risk for
MDD in community samples ranges from 10% to 25% for
women and from 5% to 12% for men (American Psychiatric
Association, 2000).

Children whose parents are depressed are at risk for a
range of adverse outcomes, including problems in self-
regulation, peer relationships, and sleep regulation, attach-
ment difficulties, behavioral and affective disorders, and
academic difficulties (see reviews by Cummings & Davies,
1994; Downey & Coyne, 1990; Herring & Kaslow, 2002;
Teti, Gelfand, & Pompa, 1990). Exposure to a depressed
mother’s negative cognitions, affect, and behavior is hy-
pothesized to increase children’s risk for problem behav-
iors (S. H. Goodman, Adamson, Riniti, & Cole, 1994).

Maternal Cognitions and Affective Style

Compared to well mothers, mothers with diagnoses of de-
pression make more hostile and critical statements about

1 In the Brennan et al. (2002) study, fathers diagnosed with de-
pression were more likely than well fathers to make hostile and
critical statements about their children.

their school-age children (Brennan, Hammen, Katz, & Le
Brocque, 2002;1 S. H. Goodman et al., 1994; Hamilton,
Jones, & Hammen, 1993), although depressed and well
mothers have been shown to be similar in the proportion of
neutral or positive statements they make (S. H. Goodman
et al., 1994). Depressed mothers are more likely than well
mothers to attribute their young children’s developmental
outcomes to uncontrollable factors, such as genetic inheri-
tance and biology, although they appear to be equally satis-
fied with their children’s development (Kochanska,
Radke-Yarrow, Kuczynski, & Friedman, 1987).

Parent-Child Interaction

Observational and self-report data suggest that maternal de-
pression is associated with suboptimal parent-child interac-
tions from infancy into adolescence. In infancy, depressed
mothers tend to have difficulties responding contingently
and sensitively to their infants, providing optimal levels of
stimulation, or engaging their child’s attention (Breznitz &
Sherman, 1987; Carter, Garrity-Rokous, Chazan-Cohen,
Little, & Briggs-Gowan, 2001; Jameson, Gelfand, Kulcsar,
& Teti, 1997; Murray, Fiori-Cowley, Hooper, & Cooper,
1996; Stein et al., 1991). They show less positive and more
negative affect when interacting with their infants (Camp-
bell, Cohn, & Meyers, 1995; Cohn, Campbell, Matias, &
Hopkins, 1990; Cohn, Matias, Tronick, Connell, & Lyons-
Ruth, 1986; Dawson et al., 1999; Field, Healy, Goldstein, &
Guthertz, 1990; Field et al., 1985, 1988; Teti et al., 1990),
and they and their infants more frequently match each
other’s negative states while less frequently matching each
other’s positive affective states (Cohn et al., 1990; Field
et al., 1990). When their children are toddlers or preschool-
ers, depressed mothers are, again, found to be more negative
and/or less positive in interactions with their children (Kel-
ley & Jennings, 2003; Lovejoy, 1991; Radke-Yarrow, Nottel-
mann, Belmont, & Welsh, 1993), and they engage in less
effective control strategies (Kochanska, Kuczynski, Radke-
Yarrow, & Welsh, 1987). To be noted is that not all research
on mother-toddler interaction reveals such adverse effects
of depression; and this is true even taking into account the
type of depression and the mother’s current depressive
symptomatology (Frankel & Harmon, 1996). Depressed
mothers continue to show more negative affect with school-
age and adolescent children (D. Gordon et al., 1989; Hops
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et al., 1987; Nolen-Hoeksema, Wolfson, Mumme, & Guskin,
1995; Tarullo, DeMulder, Martinez, & Radke-Yarrow,
1994). Trained observers judge them as being less accepting
and exercising more psychological control than other moth-
ers (e.g., extent to which parent controls child by inducing
guilt, instilling anxiety, or withdrawing love; Garber &
Flynn, 2001). Compared to well mothers, mothers diagnosed
with depression have been found to be less engaged with the
school-age daughters (Tarullo et al., 1994).

These findings on parent-child interaction were sum-
marized recently in a meta-analysis of 46 observational
studies of maternal depression and parenting behavior
(Lovejoy, Graczyk, O’Hare, & Neuman, 2000). Parenting
behaviors were categorized as negative if they involved
negative affect or hostile or coercive behavior, disengaged
if mothers ignored or withdrew from their child, or posi-
tive if they involved pleasant, enthusiastic interactions
with the child. Compared to nondepressed mothers, de-
pressed mothers had more negative, disengaged, and less
positive interactions with their children. The difference
between the depressed and nondepressed mothers was
moderate in size for negative behavior (d = .40, 95% CI =
.31 to .49), smaller in size for disengaged behavior (d =
.29, 95% CI = .17 to .41), and small for positive behavior
(d = .16, 95% CI = .08 to .23). These effects were similar
regardless of whether depression was measured as a disor-
der or on a symptom scale.

Fathers versus Mothers

Although the evidence is sparse, the research comparing
parenting behavior among depressed mothers and fathers
indicates that fathering is less affected than mothering by
depression. For example, Jacob and Johnson (1997) re-
ported that depression in mothers was more strongly
associated with parent-child negativity during a problem-
solving task than was depression in fathers. Similarly,
Field, Hossain, and Malphurs (1999) found that depressed
fathers had higher-quality interactions (e.g., were more ac-
tive, positive, and facially expressive, and displayed more
game playing and higher-quality vocalizations) with their
3- to 6-month-old infants than did depressed mothers.
These findings are consistent with meta-analytic results
showing that depression in mothers was more closely re-
lated to children’s internalizing (but not externalizing)
problems than depression in fathers (Connell & Goodman,
2002). To be noted, however, are findings from one study
showing that in families in which the father was depressed,
positive communications by one family member were less
often met with positive responses by other family members
than in households in which neither parent or only mother
was depressed (Jacob & Johnson, 2001).

The Family System

There is some evidence that one parent’s depression may
affect children’s interactions with the nondisordered par-
ent. For example, Jacob and Johnson (1997) reported that
in families where one parent was depressed, affective ex-
pression was dampened across the entire family, including
the communications between the child and the nonde-
pressed parent. Among families of depressed women, Hops
and colleagues (1987) observed a cycle in which depressed
mothers’ dysphoric affect made their husbands and chil-
dren less aggressive, but family members’ caring and ag-
gressive affect also worked to dampen depressed mothers’
dysphoric affect.

Timing, Severity, and Chronicity of Depression

Evidence emerging from some investigations suggests that
the timing, severity, or chronicity of a mother’s depression
better predicts the quality of parent-child interaction than
diagnostic status per se (Campbell et al., 1995; D. Gordon
et al., 1989; Kochanska & Kuczynski, 1991; Kochanska,
Kuczynski, et al., 1987; Langrock, Compas, Keller, Mer-
chant, & Copeland, 2002; Tarullo et al., 1994; Timko,
Cronkite, Berg, & Moos, 2002). In fact, in the aforemen-
tioned meta-analysis (Lovejoy et al., 2000), whether moth-
ers were currently depressed when they were observed
interacting with their children proved to be a stronger pre-
dictor of negative parenting behavior than was a history of
depression. Although deficits in parenting may not persist
after the mother’s depression has remitted, differences be-
tween the children of depressed and well mothers may still
be detected (Billings & Moos, 1986), possibly as a result of
difficulties in the parent-child relationship that arose when
the mother was still depressed (Murray et al., 1999).

The Role of Social Stressors

Depressed parents experience a range of social stressors,
including marital difficulties, financial problems, and low
social support (Hammen, 2002). Social stressors have been
shown to exacerbate (i.e., moderate) the effects of depres-
sion on parenting (Stein et al., 1991) as well as to mediate
the effects of depression on parent-child interaction; that is,
mothers diagnosed with depression experience more social
stressors, which, in turn, are associated with suboptimal
parenting practices (D. Gordon et al., 1989; Hamilton et al.,
1993; Teti et al., 1990). Other research indicates, however,
that even though mothers diagnosed with depression report
elevated levels of life stressors, negative attitudes about
their children, dissatisfaction with themselves as parents,
and unhappiness, they cannot be distinguished from well
mothers during interactions with their children (Frankel &
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Harmon, 1996). This apparent inconsistency may be ex-
plained by the possibility that differences between depressed
and well mothers emerge only when well mothers are free
from significant social adversity (Murray et al., 1996).

The offspring of depressed parents are at risk for a range
of problem behaviors and, in some cases, children’s prob-
lem behaviors may themselves act as social stressors that
elicit negative reactions from parents, particularly when
parents are already vulnerable to depression. Feske and col-
leagues (2001) provided evidence consistent with this argu-
ment, as they found that mothers reported more stressful
life events than nonmothers following the onset of a depres-
sive episode because they experienced child-related stres-
sors. Another study of affectively ill, medically ill, and
control mothers found that not only did mothers’ symptom
severity and negativity increase the risk of children’s prob-
lem behaviors and low self-esteem, but that children’s
problem behaviors and low self-esteem predicted mothers’
symptom severity and negativity in a reciprocal fashion
(Hammen, Burge, & Stansbury, 1990).

A Note on Bipolar Depression

Comparison of mothers diagnosed with Bipolar and Major
(i.e., unipolar) Depression to well mothers indicates that
the parenting of the former group appears more compro-
mised than that of the latter (Radke-Yarrow, 1998). More
specifically, mothers diagnosed with Bipolar Disorder tend
to make more negative judgments about and show more
overall negative affect with their young children (Inoff-
Germain, Nottelmann, & Radke-Yarrow, 1992); display
more sad and anxious affect with their young daughters
(Radke-Yarrow et al., 1993); prove less successful in man-
aging their toddlers’ behavior, particularly when their
symptomatology is severe (Kochanska, Kuczynski, et al.,
1987); prove less successful in engaging their preadoles-
cents’ attention (Tarullo et al., 1994); and are more likely
to attribute their children’s behavioral development to un-
controllable life events (Kochanska, Radke-Yarrow, et al.,
1987). However, mothers diagnosed with bipolar and
unipolar depression cannot be distinguished in terms of the
negative affect they show in interactions with their tod-
dlers (Radke-Yarrow et al., 1993), nor do they differ in
terms of the strategies they use to control their children’s
behavior (Kochanska, Kuczynski, et al., 1987).

Alcohol Use Disorders

At least two kinds of alcohol use disorders need to be dis-
tinguished, though they are not always in investigations of
parenting. Alcohol dependence is characterized by compul-

sive drinking as well as tolerance to alcohol and symptoms
of withdrawal following reduction of alcohol intake. Alco-
hol abuse is a maladaptive pattern of substance use mani-
fested by recurrent and significant adverse consequences
related to persistent alcohol use (American Psychiatric As-
sociation, 2000). Lifetime prevalence rates of alcohol de-
pendence range from 8% to 14%, whereas prevalence rates
of alcohol abuse have been estimated as 5% in community
and national probability surveys (American Psychiatric As-
sociation, 2000). Alcohol abuse and dependence are more
common in males than females (ratios as high as 5�1), al-
though the sex ratio depends on the age group, with females
starting to drink heavily later in life than males. The stud-
ies reviewed here typically include individuals who meet
criteria for either alcohol dependence or abuse (or both).

Because of gender differences in the prevalence of alco-
hol use disorders, fathers rather than mothers tend to be the
focus of studies on how alcohol use affects parenting, re-
versing the trend in the parenting literature more generally.
Research on alcoholic fathers largely involves observations
of families of alcoholics interacting in lab settings or in the
home. These studies consistently find that when interacting
with their children, alcoholic fathers tend to show higher
levels of negativity (Ammerman, Loeber, Kolko, & Black-
son, 1994; Moser & Jacob, 1997), lower levels of positivity
and congeniality (Jacob, Krahn, & Leonard, 1991), lower
levels of problem solving (Jacob et al., 1991) and ability to
keep children on task (Whipple, Fitzgerald, & Zucker,
1995), less synchronicity (Whipple et al., 1995), and, with
infants, less sensitivity and verbalization (Eiden, Chaves, &
Leonard, 1999), thereby fostering insecure infant-father at-
tachment bonds (Eiden, Edwards, & Leonard, 2002). Stud-
ies of children of alcoholics find that a family history of
alcoholism is associated with a lack of emotional warmth in
parents (Barnow, Schuckit, Lucht, John, & Freyberger,
2002), more parent-child conflict and physical and emo-
tional abuse (Reich, Earls, & Powell, 1988), and lower
levels of monitoring and disciplinary consistency (Chassin,
Pillow, Curran, Molina, & Barrera, 1993), although such
difference are not detected in each and every investigation
(Callan & Jackson, 1986). The focus in this literature on
maritally intact families of alcoholics obscures the fact
that, as with antisocial behavior, many alcohol- and sub-
stance-abusing fathers are absent from the household in
which their children grow up (McMahon et al., 2002).

Far more has been written about drug-abusing than
alcohol-abusing mothers (Mayes, 1995). Nevertheless, the
small research base suggests that alcoholism is more
strongly linked to parenting problems among mothers than
fathers. For example, Moser and Jacob (1997) observed
parent-child interactions in families where only the mother,
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only the father, both parents, or neither parent was alcoholic.
Alcoholic fathers were indistinguishable from control fa-
thers unless both parents were alcoholics, in which case fa-
thers had more negative and less positive interactions with
their children relative to any other fathers. In contrast,
mother-child interactions were characterized by high levels
of negativity regardless of whether only the mother or both
parents were alcoholics. Consistent with these findings are
recent meta-analytic results showing that mothers’ alco-
holism and substance use disorders were more strongly
linked to children’s externalizing problems than were fa-
thers’ substance use disorders or alcoholism (Connell &
Goodman, 2002).

As noted earlier in the case of depression, alcoholism in
one parent has been associated with suboptimal parent-child
interactions involving the nondisordered parent (Chassin
et al., 1993; Haber, Leonard, & Rushe, 2000). However, the
effects of one parent’s drinking on the other’s parenting be-
havior may depend on factors such as the quality of their re-
lationship or the level of psychopathology in the other parent
(Eiden & Leonard, 1996). Currently, there is very little evi-
dence that a mother’s behavior buffers her children from the
effects of a father’s alcoholism (Curran & Chassin, 1996).

Child Maltreatment

Several investigations reveal an association between
parental alcohol abuse and child maltreatment (Widom &
Hiller-Sturmhofel, 2001). A 1991 national survey found
that 24% of substantiated reports of maltreatment involved
a caretaker who abused alcohol (Magura & Laudet, 1996).
The proportion of maltreating parents who abuse alcohol is
even higher (31%) among families where maltreatment is
deemed sufficiently serious to require the removal of the
child into care (Murphy et al., 1991). The association be-
tween alcohol abuse and child maltreatment appears
strongest when alcoholism is comorbid with other drug
problems (Murphy et al., 1991). Moreover, although alco-
hol problems characterize a substantial proportion of par-
ents who mistreat their children, there is little evidence
that parents who abuse alcohol are at elevated risk of child
maltreatment, with existing studies relying on retrospec-
tive reports of parental alcoholism and child abuse (Harter
& Taylor, 2000; Miller, Maguin, & Downs, 1997).

Comorbidity and Causality

Alcohol disorder is highly comorbid with other mental dis-
orders (Regier et al., 1990). Thus, when a parent is an alco-
holic, it is not always clear whether suboptimal parenting is
a function of alcoholism or comorbid psychopathology. Sev-
eral researchers have attempted to delineate the unique ef-

fects of alcohol disorder on parenting practices (Chassin
et al., 1993), but results have been inconsistent, with some
reporting that high and low antisocial fathers could be dis-
tinguished in interactions with their wife and children
(Haber et al., 2000) and others finding that antisocial be-
havior neither mediated nor moderated the effects of alco-
hol problems on parent-child interactions (Eiden et al.,
1999; Moss, Lynch, Hardie, & Baron, 2002). However,
Eiden and colleagues did find that alcoholic fathers inter-
acted less sensitively with their infants because of their de-
pressive symptomatology.

Given the reliance on correlational data in studies of al-
cohol use and parenting, most researchers have been unable
to conclude that the effects of alcohol use on parenting are
truly causal. Although the ethics of conducting experimen-
tal research on alcohol use and parenting have been
questioned, some investigators have manipulated alcohol
intoxication to illuminate its effects on parenting. Lang,
Pelham, Atkeson, and Murphy (1999) developed an experi-
mental paradigm in which sober parents and parents who
were intoxicated as part of the experiment engaged in a
problem-solving task with control children and with con-
federates who were trained to behave like children with
Conduct Disorder or Attention-Deficit /Hyperactivity Dis-
order. Compared to parents who were sober, intoxicated
parents were less attentive and engaged in more irrelevant
talk while failing to sustain task-oriented work behaviors.
Reflecting an inconsistent parenting style, they issued
more commands while at the same time engaging in more
indulgent behaviors. Moreover, intoxicated parents were
less likely than sober parents to perceive the confederate’s
behavior as deviant. Lang and colleagues (1999) noted that
attention and perception problems might mediate the asso-
ciation between parents’ drinking and children’s conduct
problems. In a study in which alcoholic beverages were
made available to participants, fathers (regardless of diag-
nostic status) were more negative during family problem-
solving interactions if they were in the drink versus the
no-drink condition (Jacob et al., 1991). Results of this work
clearly suggest that although some of the impact of alcohol
use disorder on mothering and fathering might be an arti-
fact of other factors, this is unlikely to be the case entirely.

Antisocial Personality Disorder

According to DSM-IV (American Psychiatric Association,
2000), Antisocial Personality Disorder (ASPD) is charac-
terized by a pervasive pattern of disregard for, and viola-
tion of, the rights of others that begins in childhood or
early adolescence and continues into adulthood. ASPD is
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more common in men than women, with prevalence rates of
about 3% among men and 1% among women in community
samples (American Psychiatric Association, 2000). Given
the dearth of research on diagnosed ASPD, this summary
includes studies of parenting behavior and serious delin-
quency or criminality.

As with alcohol use disorder, research on parenting and
ASPD focuses more heavily on fathers than mothers. Al-
though young men who engage in high levels of antisocial
behavior compose a small percentage of the population,
they father a disproportionate number of children (Wei,
Loeber, & Stouthamer-Loeber, 2002). Despite this, they are
less likely than other fathers to see their children every day
(because a considerable proportion are incarcerated), to be
involved in their children’s care, or to support their children
financially (Jaffee, Moffitt, Caspi, & Taylor, 2003; Wei
et al., 2002).

When fathers who have a history of antisocial behavior
are involved with their children, the quality of their parent-
ing may be compromised. Observing young fathers interact-
ing with their toddlers during a puzzle-solving task, Fagot,
Pears, Capaldi, Crosby, and Leve (1998) found that those
who had a history of antisocial behavior more often told
their children what to do (rather than offer strategies
for solving the task) and provided them with more nega-
tive feedback compared to control fathers. Verlaan and
Schwartzman (2002) reported that fathers who had a his-
tory of antisocial behavior reported using more hostile, re-
jecting behaviors with their sons, who, in turn, had more
externalizing problems. Shears, Robinson, and Emde (2002)
reported that in a sample of 87 low-income fathers, men
with a history of antisocial behavior reported low ratings of
themselves as fathers and were less involved with their chil-
dren, although they did not report being less emotionally at-
tached to their child.

Turning to the case of mothering and ASPD, the first
thing to be noted is that girls who have a history of Conduct
Disorder are disproportionately likely to become teen
mothers (Bardone, Moffitt, Caspi, & Dickson, 1996; Jaf-
fee, 2002; Kovacs, Krol, & Voti, 1994; Zoccolillo, Meyers,
& Assister, 1997), and at least one study has shown that,
among adolescent mothers, those who had more symptoms
of antisocial behavior were less responsive with their in-
fants, though not more controlling or less sensitive (Cas-
sidy, Zoccolillo, & Hughes, 1996). These findings were
echoed in study of 141 low-income women who were cate-
gorized into antisocial, clinical (e.g., depressed), or non-
clinical groups based on their scores on the Antisocial
Practices content scale of the Minnesota Multiphasic Per-
sonality Inventory 2 (J. N. Butcher, Dahlstrom, Graham,

Tellegen, & Kaemmer, 1989; see also Bosquet & Egeland,
2000). Observed during interactions with their 13- and 24-
month-old infants, the clinical and nonclinical mothers
were virtually indistinguishable. However, mothers in the
antisocial group were less understanding of their children
and more coercive, harsh, hostile, and abusive, although
they did not differ from the nonantisocial groups in terms
of more positive behaviors with their children.

A number of studies have shown that mothers who have
a history of antisocial behavior are more likely to use inef-
fective disciplinary practices with their school-age chil-
dren (Bank, Forgatch, Patterson, & Fetrow, 1993; Capaldi
& Patterson, 1991; Simons, Beaman, Conger, & Chao,
1993a; Verlaan & Schwartzman, 2002). Simons and col-
leagues reported that individual characteristics of the
mothers, such as their history of antisocial behavior, better
accounted for variation in disciplinary effectiveness than
did social stressors and supports (e.g., economic pressures,
negative life events, and social supports). However, this
study also showed that antisocial behavior and social stres-
sors were closely related. For example, mothers who had a
history of antisocial behavior reported more economic
pressures and negative life events. They also reported more
psychological distress, partly because of the negative life
events they experienced. These factors, in turn, predicted
ineffective discipline. Similarly, Capaldi and Patterson
found that mothers who had a history of antisocial behavior
were less skillful parents (which, in turn, was related to
their boys’ adjustment) and were also the parents whose re-
lationships were the least stable.

Finally, a large research literature shows that parents
who have a history of ASPD are at increased risk of abusing
their children (Brown, Cohen, Johnson, & Salzinger, 1998;
DeBellis et al., 2001; Dinwiddie & Bucholz, 1993; Moffitt,
Caspi, Harrington, & Milne, 2002; Walsh, McMillan, &
Jamieson, 2002). Moreover, mothers with a history of Con-
duct Disorder may be at increased risk of having their chil-
dren removed into care (for review, see Pajer, 1998).

Schizophrenia

Schizophrenia is characterized by positive symptoms that
reflect an excess or distortion of normal function (e.g., delu-
sions, hallucinations, disorganized speech) and negative
symptoms that include restrictions in the range and inten-
sity of emotional expression, in the fluency and productivity
of thought and speech, and in the initiation of goal-directed
behavior (American Psychiatric Association, 2000). The
lifetime prevalence of Schizophrenia is estimated at 0.5%
to 1.0%. Schizophrenia is somewhat more common in men
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than women, although the sex ratio varies depending on di-
agnostic criteria and age of onset (Castle, 2000).

In clinic samples, the majority (59%) of women with
nonaffective psychotic disorders are mothers (Hearle &
McGrath, 2000). Although men with Schizophrenia are less
likely than other men to have children (Jablensky, 1995), a
study of psychiatric outpatients (most of whom had diag-
noses of Schizophrenia) found that 51% had fathered chil-
dren, although fewer than a third were being raised by their
father and mother together (Coverdale, Schotte, Ruiz, Phar-
ies, & Bayer, 1994). The lowered fertility rate coupled with
the lack of paternal involvement among men with diagnoses
of Schizophrenia may account for the dearth of evidence
about their parenting practices.

As reviewed by Mowbray, Oyserman, Zemencuk, and
Ross (1995), the majority of studies about parenting and
Schizophrenia involve observations of mother-infant dyads
admitted to psychiatric hospital mother-and-baby units
(MBU). These inquiries involve small clinic samples, thus
compromising the generalizability to the population of psy-
chiatrically ill mothers; relatively short-term follow-ups of
parents’ behavior; and often lack nonpsychiatric control
groups that would provide information about the degree to
which the parenting of mothers diagnosed with Schizophre-
nia was impaired relative to that of well mothers. Neverthe-
less, clinic studies are generally consistent in showing that,
compared to well mothers, mothers diagnosed with Schizo-
phrenia are less sensitive and responsive with their infants
and have difficulty matching their infants’ affect or behav-
ior (Cohler, Gallant, Grunebaum, Weiss, & Gamer, 1980;
McNeil, Naslund, Persson-Blennow, & Kaij, 1985; Naslund,
Persson-Blennow, & McNeil, 1985; Persson-Blennow,
Naslund, & McNeil, 1984). In very rare cases, a parent who
is experiencing a psychosis will threaten a child’s life, but
these instances of “ terrorizing attacks” on children are un-
common (Anthony, 1986). One study found that the quality
of parent-child interactions was related to changes in moth-
ers’ positive symptoms (e.g., thought disorder, paranoia) but
not negative symptoms, possibly because negative symptoms
showed relatively little improvement over the course of
treatment. At discharge, mothers whose negative symptoms
were more prominent were inattentive, unresponsive, under-
stimulating, and disorganized in interactions with their in-
fants (Snellen, Mack, & Trauer, 1999).

Results of at least three studies indicate that the quality
of mother-child interactions is poorer among dyads where
the mother has Schizophrenia compared to dyads where the
mother is diagnosed with depressive disorder. Compared to
mothers with depression, mothers diagnosed with Schizo-
phrenia are less responsive and sensitive, more demanding

and intrusive, less stimulating, more withdrawn, and pro-
vide a poorer quality physical environment (S. H. Goodman
& Brumley, 1990; Hipwell & Kumar, 1996; Riordan, Ap-
pleby, & Faragher, 1999). In their observations of unipolar
depressed, bipolar depressed, and schizophrenic mothers
on an MBU, Hipwell and Kumar reported that, at dis-
charge, over 75% of the mothers diagnosed with unipolar or
bipolar depression had scores in the normal range on a
mother-child interaction scale, whereas this was true of
only 33% of the mothers diagnosed with Schizophrenia.
Although the majority of mothers diagnosed with unipolar
or bipolar depression were discharged home together with
their child from the MBU with no recommended formal su-
pervision, most mothers diagnosed with Schizophrenia
were not so discharged.

As the Hipwell and Kumar (1996) research suggests, a
major issue for mothers with Schizophrenia is the possibil-
ity that their children will be removed from their care. In a
study of 58 mothers who had been hospitalized for severe
mental illness (predominantly Schizophrenia), 68% had a
child from whom they had been permanently separated by
the time the child was 18 years of age (Dipple, Smith, An-
drews, & Evans, 2002). In half the cases, separation oc-
curred during the mother’s first episode of illness and,
following separation, 66% of the children had no further
contact with their mother; 20% had only sporadic contact
for the remainder of their childhood. Reasons for separa-
tion included concern by the authorities that the mother
was providing inadequate care (physical and emotional
abuse and neglect were common), a breakdown in the
mother’s relationship with the father, and a history of pro-
longed periods of hospitalization (Dipple et al., 2002).

Finally, some researchers have noted that poverty and
lack of social supports often co-occur with severe mental ill-
ness, and they theorize that severe mental illness may affect
parenting not only directly, but also indirectly, by increasing
family stress and depleting family support systems (Oyser-
man, Bybee, Mowbray, & MacFarlane, 2002). In one of the
few population studies of mothers with a serious mental ill-
ness (Schizophrenia, unipolar or bipolar depression), Oyser-
man and colleagues found that mothers whose first episode
of disorder occurred at an early age had fewer social sup-
ports and were less involved in their children’s schooling.
Mothers whose current mental health and functioning was
poor reported more social and material stressors, which
were, in turn, associated with less positive parenting atti-
tudes. Only the number of hospitalizations (per year of men-
tal illness) had a direct effect on parenting: Mothers who
reported more hospitalizations had more positive parenting
attitudes, leading the authors to propose that hospitalization
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stabilized these mothers or increased the value they placed
on motherhood. Consistent with these findings, Rogosch,
Mowbray, and Bogat (1992) showed that among a sample of
mothers diagnosed primarily with Schizophrenia, those who
experienced more emotional support and had less frequent
relapses reported more authoritative parenting attitudes.

Conclusion

Despite very different symptom presentations, there ap-
pears to be little specificity in the association between dif-
ferent mental disorders and parenting practices. High
levels of comorbidity among disorders and the frequent co-
occurrence of social stressors with psychiatric illness may
account for the finding that most disorders are associated
with a pattern of parenting characterized by less sensitive,
less responsive, and contingent caregiving. Although some
studies of psychiatric disorder and parenting practices re-
port data from community samples, much of the research in
this area still relies on clinic samples and samples of con-
venience, particularly the literature on parenting practices
among parents diagnosed with alcoholism and Schizophre-
nia. Moreover, although a growing number of studies have
shown that suboptimal parenting practices both mediate
and moderate the association between parent and offspring
psychopathology, more research is needed to explore bidi-
rectional effects of parent and offspring disorder on par-
enting and to illuminate the circumstances under which
parenting is not impaired. Finally, given the heritable na-
ture of these disorders, genetically sensitive designs are
needed to determine whether suboptimal parenting ac-
counts for the association between parent and offspring
psychopathology, even controlling for children’s genetic
risk for disorder.

PERSONALITY

Despite early interest by psychoanalytically oriented inves-
tigators in parental personality characteristics and their ef-
fects on parenting behavior, the study of these issues was
interrupted by important shifts in the field of personality
psychology during the 1970s and into the 1980s (for re-
views, see Baumeister, 1999; Caspi, 1998; McAdams, 1997;
Winter & Barenbaum, 1999). A major contribution to the
reemergence of personality as an important area of inquiry
came from the acknowledgment and embrace of the Big
Five factor model of personality, which did much to orga-
nize a rather disparate area of inquiry. The Big Five fac-
tors—neuroticism, extraversion, openness to experience,

agreeableness, and conscientiousness—were identified first
by Tupes and Christal (1961), who found through factor-
analytic techniques that long lists of personality variables
compiled by Cattell (1943, 1945) could be reduced to five
broad-band personality factors. This five-factor structure
has since been replicated in diverse samples and across nu-
merous raters, such as self-reports, peers, and clinicians
(John & Srivastava, 1999). In this chapter, we organize dis-
cussion of personality and parenting around these core di-
mensions of personality before proceeding in a final
subsection to consider psychological mechanisms that may
account for how personality comes to be related to parent-
ing (see Belsky & Barends, 2002). Once again, it is impor-
tant not to lose sight of the very real possibility that
linkages detected to date between personality and parenting
are genetically mediated. Having said that, attention should
be directed to Spinath and O’Connor’s (2003, p. 786) re-
cently reported study of 300 pairs of adult twins (from Ger-
many) showing that “ the moderate phenotypic covariation
between personality and parenting was attributed largely to
nongenetic factors.”

Neuroticism

Neuroticism reflects adjustment versus emotional instabil-
ity, and measures of neuroticism identify individuals prone
to psychological distress, unrealistic ideas, excessive crav-
ings or urges, and maladaptive coping responses. A person
scoring high on this trait worries a lot; is nervous; emo-
tional, and insecure; and feels inadequate, whereas a per-
son scoring low is calm, relaxed, unemotional, hardy,
secure, and self-satisfied. Because factor-analytic studies
indicate that indices of the negative emotions of anxiety,
hostility, and depression all load on a single factor (Costa
& McCrae, 1992), whether measured as states or traits,
some prefer to use the term negative affectivity rather than
neuroticism (Tellegen, Watson, & Clark, 1999; Watson &
Clark, 1984).

The important point is less what this trait is called than
what this trait reflects. And the fact that it reflects the pro-
clivity or disposition to experience anxiety and hostility as
well as depression raises important questions about the
plethora of work carried out on depression and mothering
in the field of developmental psychology over the past 2
decades. In point of fact, one is forced to wonder whether
studies in which only depression is measured actually pres-
ent evidence pertaining only to depression and mothering
or, instead, negative affectivity more generally, including
anxiety and hostility. Until these other negative emotion
facets of neuroticism are examined in studies (of normal
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samples) that also include measures of depression (for a
singular good example, see Leinonen, Solantaus, & Puna-
maki, 2003), it will be impossible to address this issue.

The fact that the empirical literature is the way it is
means that much of the work to be considered in this sec-
tion deals with depression. But because the effect of
psychopathology on parenting has already been considered,
we restrict ourselves here to research dealing with depres-
sion measured as a continuous variable in nonclinical sam-
ples. We begin with investigations focused on parents of
infants and then proceed developmentally from that point
forward. The reader will note a great deal of consistency
between findings from studies reviewed previously dealing
with clinical samples and the work considered here focused
on nonclinical samples.

During the infancy period, maternal depression has
been the facet of neuroticism that has received the most
empirical attention. Although the evidence is not without
some inconsistency, there is repeated indication, even in
nonclinical samples, that when mothers experience more
versus fewer symptoms of depression, they provide less
sensitive care to their infants. This result emerged in the
work of the NICHD Early Child Care Research Network
(1999), in which depression was repeatedly measured in a
sample of more than 1,000 mothers, as was maternal sensi-
tivity, across the first 3 years of the child’s life. Relatedly,
Crockenberg (1987b) reported in a study of teenage moth-
ers that those experiencing more psychological distress en-
gaged in more simple custodial and unstimulating care of
their infants than other mothers. And when Zaslow, Peder-
sen, Cain, Suwalsky, and Kramer (1985) examined rela-
tions between mothers’ feeling “blue” on 8 or more days
since the birth of their 4-month-old children and maternal
behavior, they observed that increased depression pre-
dicted less smiling at, less speaking with, and less touching
of the infant. In addition to undermining active involvement
with the infant, negative affectivity may also promote neg-
ative and intrusive maternal behavior, as Diener and col-
leagues (Diener, Mangelsdorf, Contrerae, Hazelwood, &
Rhodes, 1995; Goldstein, Diener, & Mangelsdorf, 1996)
discovered on observing adolescent Latino mothers with
their 3- to 24-month-olds.

During the preschool and middle childhood years, similar
results were obtained. In one investigation of rural African
American and European American families, for example,
high levels of emotional distress (i.e., anxiety, depression,
irritability) among mothers were related to low levels of
positive parenting (e.g., hugs, praise) and high levels of neg-
ative parenting (e.g., threats, slaps, derogatory statements)
and also strong endorsement of authoritarian child-rearing

values during the course of structured parent-child interac-
tions (Conger, McCarty, Yang, Lakey, & Kropp, 1984). In
more recent research, Kanoy, Ulku-Steiner, Cox, and
Burchinal (2003) found that higher levels of hostility, one
facet of neuroticism, measured during pregnancy predicted
high levels of physical punishment when children were 2 and
5 years of age in the case of both mothers and fathers. In
other recent work, Kochanska, Aksan, and Nichols (2003)
found that mothers scoring higher on neuroticism engaged in
more power-assertive parenting when interacting with their
14- to 54-month-old children in a laboratory setting de-
signed to evoked parental discipline. When Zelkowitz (1982)
studied poor African American and European American
mothers of 5- to 7-year-olds, she further observed that high
levels of anxiety and depression predicted high expectations
for immediate compliance on the part of the child, but incon-
sistency in following up such demands when the child did
not comply. Furthermore, high levels of psychological dis-
tress were associated with more hostile and dominating be-
havior, less reliance on reasoning and loss of privileges when
disciplining the child, and more intensive demands for the
child’s involvement in household maintenance (Longfellow,
Zelkowitz, & Saunders, 1982).

During the teenage years, neuroticism or negative affec-
tivity continues to be associated with problematic parent-
ing. For example, Gondoli and Silverberg (1997) reported
that mothers who experienced emotional distress (i.e., de-
pression, anxiety, low self-efficacy) were less accepting of
their teen’s behavior during problem-solving discussions
and were less supportive of the child’s psychological auton-
omy than other mothers. In an analysis of almost 1,000
mothers and fathers of 10- to 17-year-olds interviewed as
part of a national survey, Voydanoff and Donnelly (1988)
found that feeling sad, blue, tense, tired, and overwhelmed
was related to parents not participating in activities with
their children, though such negative affectivity proved un-
related to parental monitoring. In a series of researches,
Conger and associates (1992, 1993; Conger, Patterson, &
Ge, 1995; Simons et al., 1993a) studied family interaction
patterns in a large sample of Iowa farm families and
discerned both direct and indirect effects of negative af-
fectivity on maternal and paternal behavior. Not only did
depression predict more harsh and inconsistent discipline
on the part of both mothers and fathers (Conger et al.,
1995; Simons, Beaman, Conger, & Chao, 1993b) and less
nurturant behavior by both parents when interacting with
sons (Conger et al., 1992), though not daughters (Conger
et al., 1993), but in the case of both mothers and fathers
with sons and daughters, elevated levels of depression pre-
dicted increased marital conflict and, thereby, lower levels
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of nurturant parenting (Conger et al., 1992, 1993). Such in-
direct pathways of influence of parents’ general psycholog-
ical functioning on their parenting are consistent with
Belsky’s (1984) process model of the determinants of par-
enting. Finally, Brody, Murry, Kim, and Brown (2002)
have recently shown that higher levels of depression (in
concert with lower levels of optimism and self-esteem)
predict less involved/vigilant parenting and lower quality
mother-teen discussions in their short-term longitudinal
study of 150 African American families living in single-
parent families in the rural South.

In sum, whether one considers research on infants, tod-
dlers, preschoolers, school-age children, or adolescents,
there is repeated indication that high levels of depression,
even in nonclinical samples, and of other facets of neuroti-
cism, including anxiety and irritability/hostility, are re-
lated to less competent parenting. This effect can take the
form of less active and involved parenting, as well as more
negative, intrusive, and overcontrolling parenting.

Extraversion

Extraversion reflects the quantity and intensity of interper-
sonal interaction, activity level, need for stimulation, and
capacity for joy that characterize individuals. A person
scoring high on extraversion is considered sociable, active,
talkative, person-oriented, optimistic, fun-loving, and
affectionate, whereas a low-scoring individual is reserved,
sober, unexuberant, aloof, task-oriented, retiring, and
quiet. One might anticipate, on the basis of this descrip-
tion, that extraverted individuals might function better as
parents than less extraverted parents, if only because par-
enting is a social task involving another, though dependent,
person. On the other hand, one might imagine that high lev-
els of extraversion and especially of sociability might pre-
dispose one to be more interested in more social exchange
than might be experienced by a parent, particularly one
who remains home all day with children.

Although the database is by no means extensive, in gen-
eral the evidence is supportive of the first prediction,
namely, that of a positive association between extraversion
and sensitive, responsive, emotionally engaged, and stimu-
lating parenting. True virtually to the definition of extra-
version, Levy-Shiff and Israelashvilli (1988) found that
Israeli men scoring high on this construct manifested more
positive affect and engaged in more toy play and teaching
when interacting with their 9-month-olds in their homes
than men scoring low on extraversion. Mangelsdorf and her
colleagues (1990) detected similar personality-parenting
associations when studying mothers of 9-month-olds. And

Belsky, Crnic, and Woodworth (1995) essentially repli-
cated both sets of results during the course of naturalistic
home observations with mothers, fathers, and their 15- and
21-month-old toddlers. These investigators reported that
mothers and fathers alike who were more extraverted ex-
pressed more positive affect toward their children and were
more sensitive and cognitively stimulating when observed
at home late in the afternoon and early in the evening. Fi-
nally, in a study of mothers, fathers, and their children up
to 8 years of age, more extraverted parents reported engag-
ing in more positive supportive parenting, such as display-
ing positive affection and encouraging independence
(Losoya et al., 1997). Apparently, the link between extra-
version and positive parenting is not restricted to the
infant-toddler period. To date, however, there are no stud-
ies linking this personality trait with parenting during the
adolescent years.

Agreeableness

Agreeableness reflects one’s interpersonal orientation
along a continuum from compassion to antagonism in
thoughts, feelings, and actions. A person scoring high on
this trait is soft-hearted, good-natured, trusting, helpful,
forgiving, gullible, and straightforward, whereas a person
scoring low is cynical, rude, suspicious, uncooperative,
vengeful, ruthless, irritable, and manipulative. Clearly, the
basic prediction regarding parenting would be that more
agreeable individuals would make better parents, at least
from the child’s perspective. As it turns out, only a handful
of studies have examined the relation between this particu-
lar personality trait and parenting, three of which have just
been mentioned and one of which failed to chronicle any
linkage between agreeableness and parenting reported by a
large sample of German parents (Spinath & O’Connor,
2003). In the aforementioned toddler work by Belsky et al.
(1995), higher levels of agreeableness predicted greater
maternal (but not paternal) positive affect and sensitivity
and lower levels of negative affect and intrusive-overcon-
trolling behavior. In more recent research with toddlers and
preschoolers, Kochanska et al. (2003) found that mothers
scoring higher on agreeableness engaged in less power-
assertive discipline when observed in a series of structured
laboratory situations. Consistent with these findings,
Losoya et al. (1997) found in their study of parents with
children as old as 8 that agreeableness was positively asso-
ciated with supportive parenting and negatively associated
with negatively controlling parenting. Kochanska, Clark,
and Goldman (1997) reported that lower levels of agree-
ableness were related to more power-assertive and less



62 The Multiple Determinants of Parenting

responsive parenting in their study of young children,
although in other research by this team, only the agreeable-
ness-responsiveness association was replicated (L. A.
Clark et al., 2000). Clearly, the evidence just reviewed is
rather consistent with the hypothesis originally advanced.

Openness to Experience

The person who is open to experience tends to enjoy new
experiences, have broad interests, and be very imaginative;
in contrast, a person scoring low on this trait is down-to-
earth, practical, traditional, and pretty much set in his or
her ways. Predictions from this trait to parenting are less
straightforward than was the case with respect to the other
Big Five traits considered to this point. Only three investi-
gations have explored this topic, with one showing that Is-
raeli fathers who were more open to experience engaged in
more basic caregiving of their infants than fathers less
open to experience (Levy-Shiff & Isarelashvilli, 1988),
perhaps because the father role itself is a new experience
worth exploring for these highly open men. The other study
found that openness was positively related to positive par-
enting for mothers and fathers alike (Losoya et al., 1997).
Finally, Spinath and O’Connor (2003, p. 803) found that
German parents who were less open to experience engaged
in more overprotective parenting, a result they explained by
speculating that “individuals who are themselves not open
to experiences” tend to “restrict the behaviors or intrude on
the activities of their children.”

Conscientiousness

Conscientiousness reflects the extent to which a person is
well-organized and has high standards, always striving to
achieve his or her goals. Thus, a person who scores low on
conscientiousness is easygoing, not very well organized,
tending toward carelessness, and preferring not to make
plans. Once again, it is not exactly clear how this trait
should relate to parental behavior, as it seems eminently
possible that, however attractive high conscientious may
appear, especially to an employer, it could prove too de-
manding to a child. At the same time, disorder and chaos, in
contrast to organization, are typically not in children’s best
interests, so one could imagine low levels of conscientious-
ness also predicting parental behavior that might not be es-
pecially supportive of children’s functioning. The study by
Losoya et al. (1997) that examined this trait in relation to
the child-rearing attitudes and practices of mothers and fa-
thers with children under 8 years of age found conscien-
tiousness to be positively related to supportive parenting

and negatively related to negative, controlling parenting.
L. A. Clark and associates (2000) chronicled a similar rela-
tionship when looking at mothers of toddlers, finding that
more conscientious mothers are more responsive and less
power-assertive than less conscientious mothers. Although
results of these two studies begin to suggest that conscien-
tiousness and positive parenting go together, it should be
noted that one German study failed to chronicle any signif-
icant linkage between this dimension of personality and
four reliable, self-report measures of parenting (Spinath &
O’Connor, 2003).

Processes Linking Personality and Parenting

This summary of research on personality and parenting
makes it clear that if one had to choose a parent to provide
care for oneself, one’s development would likely benefit
from choosing a parent who is low in neuroticism, high in
extraversion and agreeableness, and perhaps high in open-
ness to experience and conscientiousness. This is because
these kinds of individuals have been repeatedly found to
provide care that is more supportive, sensitive, responsive,
and intellectually stimulating, almost irrespective of the
child’s age, though it must be acknowledged that, with the
exception perhaps of recent work on negative affectivity
(i.e., neuroticism), most research on the role of personality
in shaping parenting has been carried out on parents of
younger rather than older children. It is encouraging, never-
theless, that in the time since Belsky (1984) advanced his
model of the determinants of parenting there is so much re-
search to report on fathering.

It is one thing to observe, as we have, that a parent’s per-
sonality is predictive of his or her parenting, and quite an-
other to understand the mechanisms responsible for this
relationship. Two possibilities that have received some lim-
ited attention in the literature deserve more attention in the
future. The first involves attributions; the second, mood
and emotion.

There is increasing appreciation in developmental re-
search that attributions play an important role in close
relationship processes, including in the parent-child rela-
tionship. More specifically, models of social cognition
that have been advanced in the marital, developmental,
and social psychology literatures (e.g., Bradbury & Fin-
cham, 1990; Dix, Ruble, & Zamarano, 1989; Dodge, 1986)
have been applied to the study of parenting (e.g., Bugental
& Happaney, 2002; Bugental & Shennum, 1984). For ex-
ample, it has been shown that parents who think their child
is whining because he or she is tired are inclined to re-
spond to the child in a manner quite different (i.e., sensi-
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tive) from when they believe the child is trying to manipu-
late them. Thus, Bugental and Shennum were able to show
that mothers with more dysfunctional attributional styles
responded to children in ways that maintained or enhanced
the child’s difficult behavior, a finding that was experi-
mentally reproduced by Slep and O’Leary (1988) by ma-
nipulating parental attributions in a challenging situation.
Relatedly, Johnston and Patenaude (1994) found that par-
ents were more likely to regard oppositional-defiant child
behavior as under the child’s control than inattentive-over-
reactive behavior, and this accounted for why the former
evoked more negative parental reactions than the latter.

The fact that such attributions predict much the same
parenting behavior that personality characteristics predict
raises the possibility that one means by which personality
shapes parenting is via attributions. Is it the case, as seems
likely, for example, that it is neurotic rather than agreeable
parents who are most likely to attribute negative intent to
their young children when they misbehave? And if so, does
this dynamic account for why these personality traits pre-
dict parenting in the ways that they do?

Because attributions themselves are linked to emotion,
it is reasonable to wonder further about the role that emo-
tion plays in mediating the effect of personality on parent-
ing. After all, in the aforementioned experimental study by
Slep and O’Leary (1998), the manipulation of mothers’ at-
tributions affected the degree to which they felt angry with
their children. Emotion, of course, is central to the person-
ality traits of neuroticism, also labeled negative affectiv-
ity, and extraversion, sometimes referred to in terms of
positive affectivity.

Two studies to date have examined the mediating role of
emotion in accounting for personality-parenting relations.
In a German investigation of almost 300 families with
8- to 14-year-old sons, Engfer and Schneewind (1982)
showed, via path analysis, that maternal irritability and
nervousness (i.e., neuroticism) promoted the harsh punish-
ment of their children via mother’s proneness to anger.
Belsky et al. (1995) tested and found some support for an
“affect-specific” process whereby personality affects
mood and, thereby, parenting, in their home-observational
study of families rearing 15- and 21-month old sons:
Whereas extraversion with its emphasis on the experience
of positive emotions predicted mothers’ expressions of pos-
itive but not negative affect toward their toddlers, neuroti-
cism with its emphasis on the experience of negative
emotions predicted mothers’ expressions of negative but not
positive affect. In light of these results and those concern-
ing attributions, it seems appropriate to encourage further
work examining the mediating role of attributions and emo-

tion in accounting for some personality-parenting linkages,
including the proposition that personality ➝ emotion ➝ at-
tribution ➝ parenting.

THE MARITAL/PARTNER RELATIONSHIP

A well-acknowledged fact, dating back as far as the 1930s,
about the marital relationship and child psychopathology
is that antisocial, aggressive, or otherwise problematical
child behavior is found disproportionately in children grow-
ing up in families in which marital /partner relations are dis-
tressed and/or highly conflicted (Cummings & Davies,
2002; Emery, 1989; Fincham, 2003; Grych, 2002). Indeed,
growing up in a high-conflict family or one in which discord
and disharmony characterize the spousal relationship is
known to be associated with externalizing disorders, includ-
ing excessive aggression, unacceptable conduct, vandalism,
noncompliance, and delinquency; dysfunctional social skills
and relationships with peers and adults; as well as dimin-
ished academic performance, manifested by poor school
grades and teachers’ reports of problems in intellectual
achievement and abilities (Cummings & Davies, 1994; Dep-
ner, Leino, & Chun, 1992; Reid & Crisafulli, 1990). In all
likelihood, some of this association between troubled mari-
tal /partner relations and problematic child development is
spurious, rather than causal, reflecting the correlated ef-
fects of heritable processes shared by parent(s) and child.
Moreover, it is widely appreciated that some of the invari-
ably causal contribution of marital distress to problematic
child behavior is direct, emanating from children’s exposure
to conflict, especially unresolved, angry conflict (for re-
view, see Cummings & Davies, 1994). Processes involving
modeling and contagious emotion dysregulation have been
posited to account for such direct effects of marriage on
child functioning (Davies & Cummings, 1994; B. Wilson &
Gottman, 2002). But it is also apparent that some of the
association between distressed marriage and child dysfunc-
tion is mediated via parenting and parent-child relationship
processes (Belsky, 1981, 1984; Elder, 1974; Engfer, 1988;
Erel & Burman, 1995; Grych, 2002; Levendosky et al.,
2003).

Belsky (1981) was among the first to draw attention to
the need of developmentalists and clinicians to study mar-
riage, parenting, and child development, pointing out that
the scholarly investigation of these domains of inquiry was
dispersed across distinctive and all too often unrelated lit-
eratures and even academic fields. Family sociologists, for
example, paid a great deal of attention to marital quality,
especially as it changed across the transition to parenthood
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and the life course more generally, but had little to say (at
the time) about parenting and child development. Clinical
psychologists, in contrast, focused on marital distress and
child behavior problems but paid limited attention (at the
time) to parenting. And developmental psychologists, who
studied parenting and child development, usually within
the normal range of functioning, treated the adults in the
family (at the time) as if their only social roles were that of
parent, basically ignoring the marital relationship. Over
the past 2 decades, the study of family processes and child
development have changed dramatically, so what once were
disciplinarily isolated areas of inquiry have become much
more interrelated.

One of the major forces of change in the study of child
development in the family was the recognized need, back in
the 1970s, to pay more attention to the role of the father.
Belsky (1981) noted, for example, that once the father was
added to the more traditional study of mother-child rela-
tionships, the complexity of the family changed, with a
need to focus not only on an additional parent-child rela-
tionship, but on the relationship between parents—the
marriage—and one that often existed prior to the arrival of
children. Early students of the father-infant relationship
emphasized the fact that the influence of the father on
child functioning might be primarily indirect and mediated
by the wife in her capacity as mother (e.g., Parke, 1978;
Pedersen, Yarrow, Anderson, & Cain, 1978). When exam-
ined from the perspective of today, it is clear that a number
of viewpoints highlight the role and nature of the marriage
in shaping parenting and parent-child relationships (Grych,
2002). These will be discussed in turn before turning to
consider empirical findings from the literature. All, it
should be noted, are consistent with Belsky’s (1981, 1984)
claim that the marital relationship was the first-order sup-
port system for parents, especially mothers, and thus likely
to impact parenting behavior.

Processes and Perspectives on the Marriage-
Parenting Relationship

As Grych (2002) has pointed out, most (explicit or im-
plicit) models of parenting presume some kind of affective
spillover from the marriage to the parent-child relation-
ship, though they differ in terms of the processes involved.
In this section, we consider several alternative, but not mu-
tually exclusive, models of influence.

Affective Spillover and Withdrawal

The notion that linkages exist between the quality of the
marriage and in the nature and/or quality of parenting be-

cause emotions experienced in one relationship spill over
and affect the other relationship is a guiding assumption in
marriage-parenting research. From this perspective, anger
and hostility that emerge from interactions and relations
between husband and wife come to contaminate the way
parents relate to their children. From a more encouraging
standpoint, feelings of satisfaction, pleasure, and love ema-
nating from the partner relationship help fuel positive and
growth-promoting parenting practices.

A great deal of marriage-parenting research can be in-
terpreted in terms of affective spillover, such as Goldberg
et al.’s (2002) recent finding of a positive and significant
association between self-reported marital adjustment and
the expression of affection by fathers when interacting
with their 6-month-olds. But it is rare for the measures of
marriage and parenting to be affect-specific, as many focus
on general marital quality or satisfaction (Grych, 2002).
Easterbrooks and Emde (1988) provide a fortunate excep-
tion. In their study of the transition to parenthood, marital
harmony, measured via observational assessments of
spousal interaction, proved related to the affect-sharing,
physical affection, and expression of approval that parents
evinced while interacting with their infants.

Negative affective spillover also characterizes the
marriage-parenting relationship. But feelings of negativity
in the marriage may not always take an identical form in
the parent-child relationship. In fact, rather than anger ex-
perienced in the marriage manifesting itself directly in the
parent-child relationship, it may foster withdrawal. Parents
who are distressed and overwhelmed by difficulties in
their marriage may simply lack the emotional energy to en-
gage their children. Osborne and Fincham (1996) noted
that when this happens, lax or permissive parents can be
experienced by their children as rejecting. Evidence indi-
cates, interestingly, that greater interparental hostility is
related to withdrawal in the parent-child relationship
(Lindhal, Clements, & Markman, 1997; Lindahl & Malik,
1999) and that spouse’s withdrawal during marital conflict
is related to greater hostility and intrusiveness with chil-
dren (Katz & Gottman, 1996; Lindahl & Malik, 1999).

Stress and Coping

Although, in theory at least, a marriage in contemporary
culture is supposed to nurture and support the self, the sad
fact of the matter is that all too often it is a source of stress
that overwhelms the coping capacities of the adults in-
volved (Belsky, 1984). Thus, parents who are busy dealing
with a troubled marriage lack the energy and attention re-
quired to deal with children in sensitive, supportive ways.
Of course, stress that overwhelms or even challenges cop-
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ing capacities can evoke negative emotion, and so spillover
processes and stress-coping ones can be difficult to distin-
guish when it comes to accounting for the impact of the
marital relationship on parenting. Grych and Clark (1999)
documented the undermining effects of marital stress in
showing that when infants were 1 year of age and costs em-
anating from the marriage were high (e.g., fighting, being
criticized) and rewards low (e.g., good communication, ef-
fective conflict resolution), fathers found it more difficult
to balance parenting with other roles and responsibilities,
felt less competent as a parent, and found interacting with
the infant less rewarding.

But in addition to marriage serving as a source of stress,
well-functioning marriages can function as a source of sup-
port. In a good marriage, the partner not only provides love,
attention, and consideration, but is instrumentally helpful,
too. Such activities and experiences can foster the very en-
ergy, attention, and motivation that is essential for the con-
tinual provision of growth-supporting parenting. Consider,
in this regard, Cox, Owen, Lewis, and Henderson’s (1989)
findings showing that when marital partners experienced
greater emotional closeness, as reflected in shared ideas
and activities, expressed affection and appreciation, and
mutual confiding, mothers evinced greater warmth and
sensitivity when interacting with their infant daughters
(but not sons) and fathers manifested more positive atti-
tudes toward the infant and the parenting role (though no
effect on fathering behavior was detected).

A supportive marriage can also serve to protect or buffer
the parent-child relationship from stresses emanating from
other sources (Belsky, 1984), whether it be the parent’s ex-
perience at work, relations with friends and relatives, or
even dealings with other children. When considered from
this perspective, a well-functioning marriage can enable a
parent who might otherwise prove to be less attentive, car-
ing, and affectionate with his or her child to sustain such
qualities in the face of challenges emanating from outside
of the marital relationship. Some of the most compelling
evidence for such an effect comes from Crockenberg and
McClusky’s (1986) research showing that the otherwise
detectable and negative effect of the infant’s difficult tem-
perament on the quality of mothering received was not evi-
dent when high levels of spouse support were in evidence.

Family Systems Theory

Family systems theory is actually less a theory, at least as
drawn on by empirically minded family researchers, than a
philosophical perspective derived from Von Bertallanfy’s
(1950) writings about general systems theory by family
therapists struggling to understand linkages between dis-

tressed marriages and disordered children (S. Minuchin,
1974). Central to the theory/perspective is the notion that
the family system comprises hierarchically ordered power
relations among its members (i.e., parents, children) and
“boundaries” that shape the ways interactions among mem-
bers of varying status (should) take place. Also important
is the notion of bidirectional and even circular causal
processes, rather than simple linear ones, and the prospect
that as open systems, families are subject to influence—
both supportive and undermining—of forces emanating
from outside of the family (e.g., the workplace, the school,
the neighborhood; Cox & Paley, 1997; P. Minuchin, 1985).

Students of family systems theory highlight two
processes to account for why troubled marriages may un-
dermine growth-promoting parenting (and the converse).
Adult partners whose emotional needs go unmet, or are in-
sufficiently met, in the spousal relation are hypothesized
to compensate by seeking a more intimate relationship
with their child, risking the development of an enmeshed or
excessively close relationship that fails to provide suffi-
cient autonomy, especially psychological autonomy, to the
child. The prospect also arises that as a result of a problem-
atic relationship between the child and one parent, the
other parent endeavors to make up for this liability through
excessive involvement with the child.

There are certainly data that are consistent with such
thinking. Consider, in this regard, Belsky, Youngblade,
Rovine, and Volling’s (1991) finding from a study of more
than 100 families raising toddlers that when an intrusive
father-child relationship coincided with a deteriorating
marital relationship, the mother-child relationship often
appeared very positive, characterized by high (and perhaps
too high) levels of positive and facilitative behavior di-
rected by the mother to the child. Of course, rather than re-
flecting an effort by the mother to compensate for the
problematic father-child relationship, such results might be
a function of mother’s attempt to compensate for a dissat-
isfying marriage, which itself undermined the father’s sen-
sitivity to the needs of the child (Grych, 2002). Such an
interpretation would be in line with Engfer’s (1988) find-
ing that mothers reporting high levels of marital conflict
when infants were 4 months of age, also reported greater
emotional involvement and proved to be more protective of
their children 14 months later than other mothers.

Family therapists working from a family systems frame-
work have also emphasized boundary-violation processes
such as triangulation, detouring, and scapegoating in an at-
tempt to explain marriage-parenting relations (Grych,
2002). Triangulation refers to a cross-boundary process
whereby husband-wife conflict is avoided by involving the
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child (S. Minuchin, 1974). When detouring or scapegoating
characterizes this form of family dysfunction, the child be-
comes the focus of problems, particularly his or her sup-
posedly troublesome behavior or illness, and difficulties in
the marital /partner relationship itself are ignored. One an-
ticipated consequence of such detouring is increased hos-
tility toward and/or overinvolvement with the child. It may
also be the case that a cross-generational coalition is estab-
lished between one parent and the child that serves to
position the other parent as an outsider. Such diverted emo-
tional involvement with the child can be excessive, generat-
ing enmeshment, which can itself be an additional source
of conflict between husband and wife, as one spouse finds
the other spouse’s level of involvement with the child be-
yond what might be regarded as normal or appropriate (see
Margolin, Oliver, & Medina, 2001). Studying this process,
Christensen and Margolin (1988) found that in troubled
marriages, cross-generational coalitions were more evident
and that conflict in the marriage was likely to contaminate
the parent-child relationship. Kerig (1995) reported similar
results in a study in which parents represented through
hand-drawn and interlocking circles the nature of family
relationships, finding that when cross-generational coali-
tions were pronounced, so was marital conflict. In a rele-
vant longitudinal study, Lindahl et al. (1997) discovered
that when fathers contributed more to the negative escala-
tion of marital conflict, 5 years later they were more likely
to involve (i.e., triangulate) their child in a family discus-
sion task inappropriately.

Conclusion: Cause or Correlation?

Drawing formal lines between the models and mechanisms
discussed linking marriage and parenting can be challeng-
ing, basically because there are not strict boundaries be-
tween the various perspectives considered. Parents who are
stressed, for example, are likely to get angry, and such
anger can contaminate the parent-child relationship. When
this happens, is it a result of affective spillover, inability to
cope in the face of stress, boundary violations, or some
combination of the three? In point of fact, it may prove dif-
ficult to identify pure forms of these processes, as they are
so often inextricably linked.

But a bigger cause for concern may be that even when
(correlational) evidence emerges consistent with these
models of marriage-to-parenting influence, such as that to
be considered next, it may be inappropriate to draw strong
causal inferences. This is because a “common factor”
might be responsible for both the nature of the marital re-
lationship and the parent-child one (Grych, 2002). As Bel-
sky (1984) noted, the fact that the same psychological

agent—the spouse/parent—is involved in both the mar-
riage and the parent-child relationship raises the prospect
that a “ third variable” reflecting enduring dispositional
characteristics of the adult may account for the apparent
effect of marriage on parenting. After all, it is not un-
likely that an individual who had difficulty sustaining an
emotionally supportive relationship with a partner may
bring some of those same liabilities to his or her relation-
ship with the child. It should not be forgotten that the hus-
band and father are (often) one and the same person, as
are the mother and wife.

Certainly consistent with this point of view is evidence
from Engfer’s (1988) aforementioned study showing that
the personal psychological characteristics of neuroticism,
depressiveness, and composure were associated with in-
dices of both marriage and of parenting. Relatedly, Caspi
and Elder’s (1988) analysis of data from the Berkeley
Growth Study indicated that adult personality drives both
the marital and the parent-child relationship. The fact that
most studies of marriage and parenting fail to appreciate,
at least empirically, that the person filling the marital and
parental roles are one and the same makes unclear the ex-
tent to which marriage is only correlated with parenting,
as opposed to influencing it. Cox and associates (1989)
have addressed this issue, finding evidence that even after
taking into consideration parents’ mental health, marital
closeness predicted fathers’ attitudes toward parenting and
maternal sensitivity in interacting with daughters.

Empirical Findings Linking Marriage
and Parenting

Although it was the case that the first work linking marriage
and child development focused on children old enough to be
diagnosed with behavior problems, most of the initial work
examining marriage and parenting focused on the infant
years. This is because it was developmental psychologists in-
terested in the father-infant relationship who first recog-
nized the failure of students of the family and of child
development to simultaneously study marriage, parenting,
and child development (Belsky, 1981). Thus, it remains
the case that most of the relevant research, as even the ear-
lier discussion suggests, has focused on infants. In recent
years, however, this developmental base has broadened. In
what follows, we review—illustratively rather than exhaus-
tively—research documenting linkages between marriage
and parenting as a function of the child’s developmental sta-
tus, considering first work on parent-infant relationships,
then parent-child relationships, and finally parent-adoles-
cent relationships. Thereafter, very recent work looking at
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what happens to parenting when the marital relationship
turns violent is considered.

The Infant/Toddler Years

Sensitive-responsive parenting has been identified as pro-
moting a secure infant-parent attachment, and cognitively
stimulating interchanges between parent and infant /toddler
have been identified as promoting early cognitive and lan-
guage development. Thus, it is not surprising that these are
the targets of parenting and of the parent-child relationships
that investigators focused on during the child’s first 2 to 3
years of life. Perhaps the earliest study was that reported by
Pedersen (1975, 1982; Pedersen, Anderson, & Cain, 1977),
now almost 3 decades old, showing that tension and conflict
between husband and wife—as reported by fathers—pre-
dicted less observed maternal sensitivity and responsiveness
when feeding the infant, whereas husband’s esteem for the
wife as a mother, reflecting direct emotional support, pre-
dicted greater maternal feeding competence.

As already noted, work by Cox and associates (1989),
who measured marital closeness and intimacy by means
of observational and self-report measures, demonstrated
that such linkages between marriage and observed parent-
infant interaction could not be fully explained by parental
mental health, thereby suggesting a truly causal role for the
marriage in shaping parenting. In a somewhat later study,
Heinicke (1984) found that marital adjustment measured
before the infant was even born predicted greater parental
responsiveness to the child’s needs (but not parental cogni-
tive stimulation), not only when the child was 1 month of
age, but 4 years later. In another study of the transition to
parenthood, Cowan and Cowan (1992) observed that the
more marital quality declined through the first 18 months
postpartum, the more cold, competitive, and angry were
marital interactions when children were 3.5 years of age;
such patterning of marital conflict was itself related to
lower expressions of warmth toward the child by mother
and father, especially toward daughters. Notable is that in
research on mothers rearing chronically undernourished
infants in urban poverty in Chile, Valenzuela (1997) also
found that martial satisfaction predicted greater maternal
sensitivity.

In contrast to being sensitively responsive, parenting of
an infant can be ill timed and intrusive. When Belsky and
associates (1991) observed the fathering of men whose
marriage had been repeatedly measured from the last
trimester of pregnancy through 3 years postpartum, they
found that men whose marriage decreased in love and
whose feelings about their marital relationship increased in
ambivalence more so than other men interacted with their

36-month-old children in a more affectively negative and
overcontrolling-intrusive style than did other men (see also
Cowan & Cowan, 1992). The fact that no similar relations
emerged in the case of mothers in the Belsky et al. investi-
gation, a result consistent with those from an earlier cross-
sectional study of marriage and parenting (Belsky, 1979),
seemed consistent with Belsky’s conclusion that fathering
may be more susceptible to marital influence than mother-
ing, perhaps because fathering, especially during the infant
years, is less scripted by social convention. Such differen-
tial results for mothers and fathers also emerged in Gold-
berg and Easterbrooks’s (1984) study of toddlers, as they
observed that greater marital quality predicted greater pa-
ternal though not maternal sensitivity (see also Volling &
Belsky, 1991).

Before embracing the notion that fathering is more sus-
ceptible to marital influence than mothering, it is neces-
sary to call attention to Erel and Burman’s (1995)
meta-analysis of 68 studies addressing the relationship be-
tween marriage and parenting. Despite repeated indica-
tions that marriage-parenting relations were stronger in the
case of fathers than mothers, they failed to detect evidence
that parent gender moderated the sizable and significant
marriage-parenting relationship they detected across stud-
ies of children of all ages. What they were not in a position
to determine, however, even given the seemingly large sam-
ple size they had to work with, was whether differential
marriage-parenting relationships might obtain for mothers
and fathers at some developmental periods rather than at
others. Also of note is that when Krishnakumar and
Buehler (2000) carried out their own meta-analysis of 39
studies a few years later, focused exclusively on inter-
parental conflict (i.e., not marital satisfaction, cohesion),
they detected a stronger marriage-parenting relationship in
the case of fathers.

Not all relevant studies of marriage and parenting during
the infancy period focus on parenting per se, as some re-
search examines the quality of the parent-child relationship,
usually by measuring the security of the infant-parent at-
tachment relationship. This work also highlights positive as-
sociations between well- (or poorly) functioning marriages
and well- (or poorly) functioning parent-child relationships.
Indeed, three separate studies indicate that secure infant-
parent attachment is related to higher marital quality, either
measured contemporaneously (Goldberg & Easterbrooks,
1984), earlier in time (Howes & Markman, 1989), or repeat-
edly over time (Belsky & Isabella, 1988). Thus, for example,
Howe and Markman observed that higher levels of marital
satisfaction and communication quality and lower levels of
interparental conflict were associated with secure rather
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than insecure attachments, and Isabella and Belsky (1985)
found that deteriorating marital quality was related to inse-
cure infant-mother (though not infant-father) attachment.

The Preschool and Childhood Years

Investigations linking marital relations and parenting dur-
ing the preschool and middle childhood years are generally
consistent with those just summarized that focus on parent-
ing during the first 3 years of life. Two classic studies mer-
iting attention are one by Bandura and Walters (1959)
showing that mothers inclined to nag and scold their sons
felt less warmth and affection toward their husband, and
another by Sears, Maccoby, and Levin (1957) indicating
that mothers’ professed esteem for their husband is system-
atically related to the praise they direct at their preschool
children. More recently, Katz and Gottman (1996) ob-
served dyadic and triadic family interaction in households
with 4- to 5-year-old children; they found that hostility in
the marriage predicted father intrusiveness and reduced
levels of father involvement. When fathers withdrew from
marital conflict, mothers were found to be more intrusive
and critical of their young children but less involved in in-
teracting with them.

Lindahl and Malik (1999) also documented the relation-
ship between troubled marriage and problematic fathering
in their study of Latin American and European American
families rearing 7- to 11-year-old boys. Fathers in couples
showing destructive conflict styles during a marital inter-
action task (as opposed to harmonious or disengaged
styles) evinced greater rejection and withdrawal when ob-
served interacting with their sons, and this was especially
so when marriages were otherwise characterized as highly
distressed. In an earlier study, this one of parents of 4.5- to
6.5-year-olds, Stoneman, Brody, and Burke (1989) found
that fathers who were in happier and less conflicted mar-
riages proved more consistent in enforcing limits placed on
child behavior, a pattern of parenting known to increase the
likelihood of children’s complying with parental direc-
tives. More recently, Harrist and Ainslie (1998) reported
that marital conflict predicted lower-quality interactions
between parents and their children. In the course of study-
ing the determinants of sibling relations, two separate
teams of investigators detected linkages between marriage
and parenting. Erel, Margolin, and John (1998) found that,
in families with 3- to 8-year-olds, negative marital rela-
tions forecast elevated levels of maternal power assertion;
Stocker and Youngblade (1999) reported that marital con-
flict predicted maternal and paternal hostility toward
7- and 10-year-olds. When Katz and Woodin (2002) drew
distinctions between couples rearing 4- to 5-year-olds on

the basis of communication during a high-conflict marital
discussion task, they found that spouses who emphasized
the negative when speaking to their partner and who were
poor listeners were most likely to issue commands to their
offspring during a family interaction assessment.

Although the general trend is for marital quality and par-
enting to be positively related, such that poorer-functioning
marriages and parent-child relations go together, this is not
always the case. In the research by Stoneman et al. (1989),
for example, parents of boys in happier marriages were
more likely than those in less happy marriages to rely on au-
thoritarian discipline, and fathers who reported more con-
flict in their marriage were less likely to report relying on
authoritarian disciplinary strategies than other fathers.
Moreover, and consistent with family systems conceptions
of boundary violations, Brody, Pillegrini, and Sigel (1986)
reported in a study of parent-child interaction during book
reading and teaching tasks that the more conflict mothers
reported in their marriage, the more engaged they were
while teaching their 5.5- to 7.5-year-old children, asking
more questions, offering more information, and providing
more positive feedback. Belsky et al. (1991) drew attention
to this work on finding, in their own study of parenting 3-
year-olds during a teaching task, that declines in marital
satisfaction across the transition to parenthood were asso-
ciated with positive and facilitative parenting.

Clearly, it would be a mistake to conclude that parenting
is invariably more supportive, warmer, and less rejecting in
the preschool and middle childhood years when parents are
happier or more satisfied in their marriage. Nevertheless,
this does appear to be the main trend in the evidence. The
exceptions to the rule raise interesting questions about the
conditions under which, to say nothing of the mechanisms
by which, anticipated relationships between marriage and
parenting are just the opposite of what was expected (at
least by spillover and stress and coping perspectives).

The Adolescent Years

It is only relatively recently that the interrelationship of
marriage and parenting during the adolescent years has at-
tracted empirical attention. Major parenting issues during
this developmental period follow on from those of the mid-
dle childhood years, having to do with the management of
discipline and, especially, the child’s emerging autonomy
(in the face of dramatic biological and social changes).
Thus, concern is not only for whether parents enact author-
itative parenting practices characterized by high levels of
warmth and control or authoritarian ones ( low warmth,
high control), but also whether they monitor their child’s
whereabouts. Parents who score low on control but high on
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warmth are often regarded as permissive, and those low in
both warmth and control as neglectful.

Harold and Conger (1997; Harold, Fincham, Osborne, &
Conger, 1997) examined the relationship between marital
quality and parental rejection in a short-term longitudinal
study of more than 400 seventh-grade children living in
rural Iowa. Couples that evinced more hostility during the
course of a husband-wife interaction episode (i.e., being
critical, shouting, yelling, expressing anger) were, accord-
ing to adolescent reports, more rejecting as parents 1 year
later. These results were consistent with those obtained by
Fauber, Forehand, Thomas, and Wierson (1990), who ob-
served that higher levels of interparental conflict predicted
greater maternal rejection and psychological control (but
not lax control), as measured via videotaped interactions of
mother and teen and teen reports of parenting, in their
analysis of 46 maritally intact families rearing 11- to 15-
year-olds. A much larger study based on a nationally repre-
sentative survey of almost 1,000 families rearing 12- to
18-year-olds also reported marital conflict to predict
greater use of harsh discipline by parents and, relatedly,
more parent-adolescent conflict, findings generally consis-
tent with, though somewhat stronger than, those emanating
from similar analyses carried out on subsamples of fami-
lies rearing 2- to 4-year-olds (n = 623) and 5- to 11-year-
olds (n = 974; Buehler & Gerard, 2002). Of note, too, is
that these relationships between marital conflict and inef-
fective parenting characterize both poor families and those
who were not economically distressed.

Domestic Violence and Parenting

Although, as the preceding summary of research on mar-
riage and parenting reveals, a good deal of attention has
been devoted to investigating linkages between marital con-
flict and parenting, only recently have family researchers
come to study parenting in the context of domestic violence.
It can be argued that domestic violence should be distin-
guished from marital conflict rather than be judged as sim-
ply an extreme form of spousal discord (Jouriles, Norwood,
McDonald, & Peters, 2001; Levendosky et al., 2003; Ross-
man, 1998). This is because of the traumatic impact of
witnessing violence (e.g., Levendosky, Huth-Bocks, Semel,
& Shapiro, 2002; Rossman, 1998), as well as the fact that
whereas conflict is universal in marriage, at least to some
degree, violence is not.

Violence between intimate partners, it turns out, is far
more frequent than many would like to believe. Incident
rates for violence from a romantic partner are approximately
16%, depending on whether only married or both married

and dating couples are the focus of consideration (Morse,
1995; Straus & Gelles, 1986). Prevalence rates range from
9% to 66%, depending again on the definition of the partner
(Brown et al., 1998). In their work relying on a National In-
stitute of Justice database covering five major U.S. cities,
Fantuzzo and associates (1991) found that children are dis-
proportionately represented in households in which women
are abused.

A multiplicity of studies now show that such exposure is
detrimental to children’s well-being. Young children (i.e., 3
to 5 years) have increased trauma and dissociative symp-
toms relative to children in nonviolent homes (Rossman,
1998), as well as lower self-esteem, lower levels of social
functioning, and higher levels of depression and anxiety
relative to children in nonviolent families (Fantuzzo et al.,
1991; Hughes, 1988; Stagg, Wills, & Howell, 1989). The
possibility that at least some of these correlates of exposure
to domestic violence are mediated by parenting comes from
two sets of work. The first, indirect evidence derives from
studies linking domestic violence with parenting, showing
that mothers who are victims of partner abuse provide less
emotional support to their school-age children than coun-
terparts who do not experience domestic violence, and this
is so irrespective of whether mothering is measured via
parent and child report (McCloskey, Figueredo, & Koss,
1995) or via observation of mother-child interaction (Lev-
endosky & Graham-Berman, 2000). In this latter work, the
investigators directly examined the role of parenting in
mediating the effect of domestic violence on child func-
tioning, showing, via (cross-sectional) path analysis, that
domestic violence predicted less effective parenting and,
thereby, elevated levels of problem behavior. Additionally,
and also consistent with Belsky’s (1984) model of the de-
terminants of parenting, domestic violence affected par-
enting and thereby child aggression and disobedience by
undermining maternal psychological well-being (i.e., de-
pression, posttraumatic stress).

Conclusion

Whether one considers marital conflict, domestic vio-
lence, or other aspects of the marital relationship, includ-
ing satisfaction, communication, or overall quality, or
whether one considers parental sensitive responsiveness,
warmth, control, harsh discipline, or a host of other fea-
tures of parenting, linkages emerge between marriage and
parenting. And as we have seen, this is so across the in-
fant /toddler, preschool /middle childhood, and adolescent
years. For the most part, though not exclusively, the evi-
dence points to problematic marriages and problematic
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parenting co-occurring; the evidence for compensation in
which parenting looks positive in response to troublesome
marital processes is far more limited. Notable from the
perspective of the child is that parental emotional unavail-
ability (e.g., rejection, hostility, unresponsiveness), poor
behavioral control (e.g., lax monitoring, inconsistent or
harsh discipline), and psychological control (e.g., guilt in-
duction, love withdrawal, dominating conversations) have
been found to mediate, at least partially, the relationship
between interparental conflict and other aspects of the
marriage and child adjustment (e.g., Buehler & Gerard,
2002; Fauber et al., 1990; Harold et al., 1997), consistent
with Belsky’s (1981, 1984) formulations of the interrela-
tionships of marriage, parenting, and child development
(but see Frosch & Mangelsdorf, 2001, for an exception).

THE NEIGHBORHOOD

Research on neighborhood conditions and family function-
ing has been heavily influenced by urban sociological
models of how neighborhoods and communities affect in-
dividual behavior (Coleman, 1988; Jencks & Mayer, 1990;
Sampson, 1992; C. R. Shaw & McKay, 1942; W. J. Wilson,
1987, 1991) and by ecological models of human develop-
ment in context (Belsky, 1984; Bronfenbrenner, 1979).
Integrating these theoretical strands, developmentalists
have explored how children’s outcomes, including infant
mortality, academic achievement, social competence,
school dropout, teen childbearing, and delinquency, are in-
fluenced not only by the family context, but also by neigh-
borhood structural characteristics (see Leventhal &
Brooks-Gunn, 2000, 2003, for a review). Implicit in this
research is the hypothesis that positive child outcomes de-
pend on the skill with which parents buffer their children
from the daily stresses of living in poor and dangerous
neighborhoods (Furstenberg et al., 1993; Furstenberg,
Cook, Eccles, Elder, & Sameroff, 1999; Garbarino &
Kostelny, 1993). Yet, relatively few studies have explicitly
modeled the degree to which parenting practices mediate
or moderate the effects of neighborhood conditions on
children’s outcomes (Burton & Jarrett, 2000). In part, this
reflects the focus of research on adolescents’ as opposed
to younger children’s outcomes. Whereas most adolescents
are regularly exposed to nonparental influences in school
and the community, younger children are less likely to be
exposed to neighborhood influences without their parents’
knowledge (Klebanov, Brooks-Gunn, Chase-Lansdale, &
Gordon, 1997). Thus, parents are likely to play a stronger

role in mediating the effects of neighborhood conditions
on young children’s development than they do for older
children. In this section, we review the literature on how
neighborhood conditions affect parenting behavior. That a
disproportionate number of the studies reviewed in this
section focus on how parenting is affected by living in
poor and dangerous neighborhoods (as opposed to affluent
neighborhoods) reflects the focus in this literature. A fu-
ture direction for research may be to understand the ways
affluent neighborhoods affect parenting. Conceptual and
methodological limitations of this research are discussed
at the end of the section.

Conceptions of How Neighborhoods Affect Parenting

W. J. Wilson (1987, 1991) has argued that living in neighbor-
hoods characterized by high rates of unemployment, poverty,
and single motherhood results in what he has termed “social
isolation” from mainstream jobs and lifestyles. Social isola-
tion can lead to family practices that do not foster the skills
children need for success in school and work. Whereas par-
ents in affluent neighborhoods emphasize the importance of
daily routines, future goals, school and work skills, and
parental self-efficacy, the efforts of poor families to foster
these same skills are hindered by structural features of their
communities that result in their isolation from formal and in-
formal networks of support.

Consistent with Wilson’s conceptualization of social
isolation, Sampson and colleagues (Sampson, 1992; Samp-
son & Groves, 1989) contend that neighborhoods charac-
terized by poverty, high residential turnover, and ethnic
heterogeneity are vulnerable to social disorganization,
meaning that these communities often fail to realize the
common values of their residents or to maintain effective
social controls over individual members. Families in so-
cially disorganized communities lack social capital, a con-
cept introduced by Coleman (1988) to refer to the network
of relationships that allow individuals to achieve particular
goals. Communities rich in social capital are characterized
by an extensive set of obligations, expectations, and social
networks that connect adults within the community and
foster their ability to supervise and monitor children.
Sampson and colleagues argue that socially disorganized
neighborhoods promote an individualistic style of parent-
ing in which families tend to isolate themselves and their
children from the surrounding community and distrust
local schools and services. In sum, families in poor com-
munities often lack the formal and informal networks that
provide them with material and social resources and that
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enable them to foster the skills their children need for edu-
cational and labor market success.

Neighborhoods and Parenting

Sampson’s (1992; Sampson & Groves, 1989) theory of so-
cial disorganization is supported by ethnographic work
conducted among Philadelphia neighborhoods. Furstenberg
and associates (1993, 1999) found that poor, socially disor-
ganized neighborhoods fostered a highly individualistic
parenting style in which parents isolated themselves from
neighbors, did not rely on neighborhood formal or informal
institutions for help in raising their children, and spent
enormous amounts of time personally monitoring, super-
vising, and controlling their children’s behavior. In more
cohesive neighborhoods, where parents and their friends
and relatives had lived for several generations, parents per-
ceived a neighborhood consensus about child-rearing val-
ues that made them more willing to entrust their children’s
care to formal and informal neighborhood networks. In
these more cohesive neighborhoods, parents often took re-
sponsibility for supervising and monitoring children who
were not their own. In contrast, what Furstenberg termed
“super-motivated parenting” was required of parents in so-
cially disorganized neighborhoods to protect their children
from neighborhood dangers and to provide adequate oppor-
tunities (often located outside of their own neighborhoods)
for their children (Furstenberg et al., 1993; Garbarino &
Kostelny, 1993). Furstenberg noted that parents with ordi-
nary levels of parental motivation would probably be able
to create better opportunities for their children were they
to live in neighborhoods that provided better resources and
more support, a proposition to which we return in the sec-
tion on experimental evaluations of neighborhood effects.

Qualitative studies of families in poor neighborhoods
(Furstenberg et al., 1993, 1999; Jarrett, 1997) are consis-
tent in showing that residence in poor, socially disorgan-
ized neighborhoods is associated with parenting practices
that can be effective in the short term in promoting chil-
dren’s competencies and protecting children from undesir-
able influences. However, these family practices place an
enormous burden on parents, whose often rational distrust
of neighbors and community services leads them to isolate
themselves and their families from potential sources of
support. Moreover, by keeping children close to home, par-
ents may unintentionally deprive them of opportunities for
social interaction and physical exercise that may, ulti-
mately, promote children’s social mobility (Furstenberg
et al., 1993; Garbarino & Kostelny, 1993).

Quantitative studies of how neighborhood conditions af-
fect normative parenting behavior are scarce. However, the
available data converge in showing that neighborhood char-
acteristics such as poverty, joblessness, ethnic diversity,
dissatisfaction with neighborhood conditions, and low af-
fluence are associated with lower levels of parental warmth
(Ceballo & McLoyd, 2002; Klebanov et al., 1997; Kle-
banov, Brooks-Gunn, & Duncan, 1994; Pinderhughes, Nix,
Foster, Jones, & The Conduct Problems Prevention Group,
2001; Simons, Johnson, Conger, & Lorenz, 1997), more
harsh and inconsistent discipline (Hill & Herman-Stahl,
2002; Pinderhughes et al., 2001; Simons et al., 1997),
poorer physical home environments (Klebanov et al., 1994,
1997), and lower levels of cognitive stimulation (Klebanov
et al., 1997), even controlling for family and individual
characteristics that could have more proximal influences
on parenting. It bears noting, however, that across these
studies the same neighborhood characteristics are rarely
associated with the same parenting outcomes. Moreover,
the degree to which neighborhood conditions affect parent-
ing behavior may depend on individual, family, or other
contextual characteristics. For example, Klebanov and col-
leagues (1997) reported that neighborhood economic dis-
advantage had a stronger negative effect on parenting
quality for low-income compared to high-income families.
Relatedly, Ceballo and McLoyd found that the receipt of
social support was more weakly associated with maternal
nurturance and a lower reliance on punitiveness in neigh-
borhoods characterized by violent crime and poverty than
in lower-risk neighborhoods.

In contrast to the literature on normative parenting be-
haviors, the child maltreatment literature, influenced by
Bronfenbrenner’s (1979) work on the ecology of human de-
velopment, has long recognized that neighborhood socioeco-
nomic and demographic factors are strongly associated with
rates of child maltreatment (Belsky, 1980, 1993; Garbarino,
1977b). Children who live in neighborhoods characterized
by poverty, violence, unemployment, excessive numbers of
children per adult resident, population turnover, and a con-
centration of female-headed households are at the greatest
risk of maltreatment (Coulton, Korbin, Su, & Chow, 1995;
Deccio, Horner, & Wilson, 1994; Drake & Pandey, 1996;
Garbarino & Sherman, 1980; Korbin, Coulton, Chard, Platt-
Houston, & Su, 1998; Lynch & Cicchetti, 1998; Steinberg,
Catalano, & Dooley, 1981; Zuravin, 1989).

Garbarino and colleagues (Garbarino, 1977a; Garbarino
& Crouter, 1978; Garbarino & Kostelny, 1992; Garbarino
& Sherman, 1980) have argued that sociodemographically
high-risk neighborhoods vary in the extent to which they
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are characterized by high rates of child maltreatment and
neglect. Qualitative studies have shown that in poor neigh-
borhoods where community leaders felt hopeful about their
neighborhood’s prospects, rates of maltreatment were
lower than would be expected on the basis of the socioeco-
nomic data alone (Garbarino & Kostelny, 1992). Appar-
ently, social organization, especially the presence of
supportive formal and informal networks, protected fami-
lies from succumbing to neighborhood risk. However, other
researchers have failed to replicate these findings. For ex-
ample, Deccio and colleagues (1994) found no differences
in perceived personal and parenting support among parents
in neighborhoods that were demographically similar but
differed in rates of child maltreatment. Still other re-
searchers have questioned the direction of effects, noting
that it is unclear whether abusive families lack social sup-
ports or simply fail to use them appropriately (Vondra,
1990). A number of researchers have shown that although
abusive parents have extensive social networks, they are a
drain on these networks and they discourage long-term
relationships from forming (Crittenden, 1985; Vinson,
Baldry, & Hargreaves, 1996; Vondra, 1990).

These failures to replicate and concerns about potential
selection effects raise questions about the strength of the
relationship between social support and child maltreatment
(Seagull, 1987; Zuravin, 1989). Moreover, the child mal-
treatment literature has failed to show definitively that low
social support and social disorganization are the mediating
mechanisms by which neighborhood disadvantage results
in child maltreatment. For example, using multilevel mod-
els, Coulton, Korbin, and Su (1999) found that structural
characteristics of neighborhoods (e.g., impoverishment,
child care burden) accounted for variation in child abuse
potential beyond the effects of individual characteristics,
but neighborhood processes (e.g., quality, facilities, disor-
der, lack of control of children) did not. In sum, research on
neighborhood characteristics and child maltreatment has
not advanced far beyond the state reported by Zuravin
nearly 15 years ago in her review of the ecology of child
maltreatment. That is, although researchers have demon-
strated convincingly that rates of child maltreatment vary
systematically with neighborhood conditions, more work is
needed to specify potential confounding factors (e.g., se-
lection and aggregation) and to identify the processes by
which variations in neighborhood context are associated
with variations in rates of maltreatment.

Some of the strongest evidence for the causal effects of
neighborhoods on family functioning comes from experi-
mental interventions in which families are offered the op-
portunity to relocate from low-income to higher-income

neighborhoods. These programs are based on the premise
that improving a person’s residential location will increase
his or her access to resources and opportunities (Del Conte
& Kling, 2001). The Moving to Opportunities (MTO) pro-
gram, sponsored by the U.S. Department of Housing and
Urban Development, offered families living in federally
subsidized housing in five cities the opportunity to move to
better neighborhoods. A unique feature of MTO was that
those who volunteered for the program were randomly as-
signed to treatment and control groups with different subsi-
dies and services. Data from a follow-up survey at the New
York City site (Leventhal & Brooks-Gunn, 2001), con-
ducted 3 years after the program began, showed that moth-
ers who had moved out of public housing had increased
employment, were less reliant on welfare compared to con-
trol mothers, and were less likely to report symptoms of de-
pression and anxiety. Most important for this chapter, these
mothers were less harsh in their parenting, and their chil-
dren’s lives had become more structured.

Poor Mental Health as a Mediator of
Neighborhood Effects on Parenting

The stress of living in poor and dangerous neighborhoods
where parents are exposed to many uncontrollable life
events may affect parenting by contributing to symptoms of
depression and anxiety (Cutrona, Russell, Murry, Hessling,
& Brown, 2000) which was shown to undermine growth-
promoting parenting in preceding sections of this chapter.
Several researchers have reported that individuals who live
in more disadvantaged neighborhoods report more symp-
toms of depression or psychological distress (Cutrona et al.,
2000; Hill et al., 2002; O’Brien, Hassinger, & Dershem,
1994; Ross, 2000), and the association with mental health
problems appears to be stronger for neighborhood social
disorder (i.e., chaotic, crime-ridden neighborhoods) than
for neighborhood cohesion (i.e., the sense that community
members have a common stake in the neighborhood).
Moreover, high-quality neighborhoods have been shown to
amplify the effects of individuals’ positive characteristics,
and poor-quality neighborhoods have been shown to am-
plify the effects of individuals’ negative characteristics on
their psychological functioning (Cutrona et al., 2000).

Several studies, controlling for a range of family and in-
dividual characteristics, have shown that parents who live
in disadvantaged, chaotic, and unsafe neighborhoods use
less effective parenting strategies (e.g., harsh, inconsistent
discipline, low monitoring, low warmth) because they are
more depressed (Hill et al., 2002; Simons et al., 1997).
However, other work suggests that neighborhood effects on
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mental health and parenting may be principally a function
of family income (Jones, Forehand, Brody, & Armistead,
2002). These findings are consistent with a large body of
literature showing that mental health problems mediate the
association between family-level disadvantage and parent-
ing practices (see McLoyd, 1998, for a review).

Conceptual and Methodological Challenges to
Neighborhood Research

A growing number of quantitative and qualitative studies,
driven by a well-developed theoretical framework, have
linked neighborhood characteristics with parenting prac-
tices, even controlling for individual and family conditions.
Nevertheless, interpretation of neighborhood effects on par-
enting practices and children’s outcomes is challenged by a
host of conceptual and methodological problems (Duncan,
Connell, & Klebanov, 1997; Duncan & Raudenbush, 2001;
Ginther, Haveman, & Wolfe, 2000; Manski, 1993; Tienda,
1991). The simultaneity problem refers to the phenomenon
whereby neighborhood conditions are not only causes of, but
are simultaneously caused by, individual characteristics. For
example, as described by Duncan and Raudenbush, Samp-
son, Raudenbush, and Earls (1997) have shown that a sense
of collective efficacy among adults in a neighborhood deters
youth problem behaviors. It is possible, however, that the
sense of collective efficacy is derived, in part, by the low
level of youth behavior problems in the community and that
an increase in delinquency might undermine this sense of
control. The omitted-context-variables problem refers to the
possibility that models of neighborhood effects fail to esti-
mate other important sources of contextual variation that are
associated with the outcome in question. A related problem
is the endogenous membership problem, which refers to the
possibility that neighborhood conditions may simply reflect
characteristics of the individuals who select themselves into
those neighborhoods. For example, neighborhood poverty
may be associated with suboptimal parenting practices be-
cause the parents who lack the wherewithal to escape poor
and dangerous neighborhoods also lack the skills to provide
competent parenting. The problem of modeling the role of
family demographic characteristics and processes in neigh-
borhood research refers to the need to move beyond tests of
neighborhood conditions as direct effects on individual out-
comes and to test whether neighborhood effects are medi-
ated by or moderate other, more proximal processes. Finally,
the problem of obtaining suf ficient variability in neighbor-
hood contexts refers to the need to measure a wide range of
neighborhood contexts to move beyond simple assessments
of a single “good” versus “bad” neighborhood dimension.

Essentially, these problems confound the estimation of
neighborhood effects on parenting by potentially biasing the
estimates, by creating problems of identification (e.g., when
parenting outcomes are simultaneously caused by and causes
of neighborhood conditions), and by producing statistically
inefficient dependence across observations. As reviewed by
Duncan and Raudenbush, these problems are not always
intractable and can sometimes be adequately addressed in
nonexperimental designs. They conclude, nevertheless, that
experimental research on neighborhoods holds the most
promise for accurately estimating neighborhood effects on
parenting and children’s outcomes.

Conclusion

There is ample theoretical reason to expect that neighbor-
hood conditions should affect parenting, and the small em-
pirical literature is generally consistent in demonstrating
hypothesized effects. Nevertheless, the literature would
benefit greatly from work that addresses the many concep-
tual and methodological problems that challenge this
research. Better evidence for neighborhood effects on par-
enting and children’s outcomes should come from experi-
mental research on residential mobility, studies that use
more sophisticated methods of analysis to deal with the
methodological problems outlined here, and studies in
which process variables are better measured and better
conform to theory about how neighborhood conditions af-
fect individual outcomes.

GENERAL CONCLUSION

As we have noted repeatedly throughout this chapter, it is
difficult to conclude with any certainty that the factors
considered in this review of research on the determinants
of parenting truly operate in a classically causal fashion.
With few exceptions, the research is based on correlational
rather than experimental designs, so third-variable expla-
nations often plague interpretation of results. Is it the case,
for example, that personality causally contributes to par-
enting, or is any such association merely a function of
common genes shaping personality and parenting? Relat-
edly, and illustratively, does marital quality or even neigh-
borhood characteristics actually enhance or undermine
parenting, or is it simply the case that certain kinds of peo-
ple have certain kinds of marriages and/or select to live in
particular kinds of neighborhoods, and that it is these se-
lection processes that account for the associations detected
in numerous studies between parenting and features of the
marriage and the neighborhood? Such questions cannot be
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answered in the case of most research conducted or re-
ported in this review, yet there is sufficiently tantalizing
experimental evidence and work that endeavored to control
for alternative explanations that we think it remains as a
good working hypothesis that the factors considered in this
analysis do actually contribute to parenting that either fos-
ters or undermines the psychological and behavioral devel-
opment of children. Nevertheless, the fact that the data are
not more conclusive highlights one of major needs of fu-
ture research.

As we enter the twenty-first century, some might thus
conclude that it is a sorry state of affairs indeed that char-
acterizes what we know—and do not know—about the de-
terminants of parenting, given the major limitation just
cited of much of the work that has been discussed in this
chapter. But before we conclude that the determinants-of-
parenting glass is half empty, it seems worth taking stock
of how this arena of inquiry has advanced, perhaps sup-
porting a claim that half full might be a better characteri-
zation. Consider in this regard that relative to when Belsky
(1984) first proposed his model of the determinants of par-
enting and reviewed evidence on which it was based, great
progress has been made in (1) including fathers in studies
of parenting; (2) researching the parenting of children of
school age and adolescents, not just infants and preschool-
ers; (3) considering the interactive role played by a variety
of factors, so as to illuminate processes of amplification
and buffering; (4) testing mediational processes linking
determinants of parenting with child development out-
comes or those linking one source of influence (e.g., mari-
tal quality) to another (e.g., psychological well-being)
before being connected with parenting; and (5) conducting
in some cases experimental research to illuminate causal
processes and making efforts to discount alternative expla-
nations by means of statistical control.

In light of all this progress that has been made, it re-
mains as true today as it was 2 decades ago that parenting is
multiply determined by forces that emanate from the child,
the parent, and the social context; that these forces not only
additively contribute to parenting, but interact to amplify
and buffer the effects of one another; and that the factors
often mediate one another so that parenting is likely to be
influenced directly and/or indirectly by attributes of the
child, the parent, and the social context (Belsky, 1984). It
remains the case, as well, that these lessons, which origi-
nated in the study of the etiology of child maltreatment
(Belsky & Vondra, 1988), clearly extend to parenting that
is not disturbed (i.e., in the normal range of variation). As
such, this entire body of work reminds us that if the goal
is to enhance child development by enhancing parenting,

there are many handles for interventionists to grab on to
and manipulate. Indeed, a fundamental take-home message
for the applied developmentalist or clinician must be that
efforts to enhance parenting and child development should
be targeted to more than a single source of influence, as it
is invariably the cumulative impact of the multiple sources
of influence considered herein (and others: social support,
occupational experiences) that determine the course of
parenting, parent-child relations, and child development to
a substantial degree.
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The effects of interparental discord on children’s psycho-
logical adjustment has been a long-standing concern for
scientists and practitioners across multiple disciplines in
psychology, sociology, psychiatry, and epidemiology. The
first generation of research on the interplay between inter-
parental and child functioning was largely guided by two
interlocking questions: Is the quality of the marital or in-
terparental relationship associated with child psychologi-
cal adjustment? And, if so, what is the nature of the risk in
terms of its magnitude (i.e., effect size) and scope (i.e., ap-
plicability across domains of functioning) of effect? In ad-
dressing these questions, seminal studies in the 1930s and
1940s repeatedly documented links between marital dis-

Preparation of this chapter was supported by the National Insti-
tute of Mental Health grants MH 57318 and MH 71256.

cord and child psychological problems (e.g., Baruch &
Wilcox, 1944; Towle, 1931).

Following a notable hiatus in research conducted on in-
terparental and child functioning, researchers revisited
and expanded on these research questions during the
1960s and 1970s. With marked rises in U.S. divorce rates
during this period, a central objective was to unpack the
multidimensional nature of marital dissolution by deter-
mining the relative risk posed by parent-child separation
and interparental conflict to children’s adjustment
(Gregory, 1965; Hetherington, Cox, & Cox, 1976; Jacob-
son, 1978). By consistently supporting the hypothesis that
interparental conflict was a stronger predictor of child
psychological problems than parent-child separation per
se, this body of work prompted a new sense of interest and
urgency in studying the impact of interparental conflict
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on children (Amato & Keith, 1991; Emery, 1982; Rutter,
1971). As Jaffe, Wolfe, and Wilson (1990, p. 33) aptly
noted of the 1980s, “It was not until the past decade
that family discord and spousal violence reached center
stage as possible predeterminants of developmental
psychopathology.” During the 1980s, researchers specifi-
cally expanded research directions by systematically ex-
amining the generalizability or specificity of associations
between different characteristics of interparental func-
tioning and various dimensions of child functioning.
These studies showed that interparental discord was asso-
ciated with increased psychological difficulties across a
wide developmental period encompassing infancy through
young adulthood. Moreover, the vulnerability of children
from high-conflict homes was demonstrated to be preva-
lent across a wide spectrum of functioning, as evidenced
by elevated rates of social difficulties, behavioral prob-
lems, emotional symptoms, academic impairments, and
psychophysiological reactivity.

Quantitative and qualitative reviews of this cumulative
body of research have indicated that associations between
interparental conflict and child maladjustment were gen-
erally small to medium in magnitude across a broad array
of domains of psychological adjustment (Buehler, An-
thony, Krishnakumar, & Stone, 1997; Grych & Fincham,
1990). In their qualitative review of the literature, Grych
and Fincham reported that interparental conflict pre-
dicted between 4% and 20% of individual differences in
children’s functioning. In expanding on these conclusions,
a meta-analysis evaluating the findings from a broader
sampling of studies indicated that the effect size of the re-
lationship between interparental conflict and child func-
tioning was modest to moderate in magnitude (Buehler
et al., 1997).

Guided by the consistency of the risk posed by marital
conflict, many researchers have redirected their attention
toward conducting a second generation of research.
Rather than continuing to address the question of whether
interparental difficulties are a risk factor for children, re-
searchers over the past 2 decades have increasingly fo-
cused efforts on understanding how and why interparental
discord is associated with child adjustment problems.
Thus, a key component of this process-oriented research
agenda is to identify the mechanisms and processes that
explain or account for the vulnerability of children ex-
posed to high levels of interparental discord. By the same
token, the relatively modest magnitude of the develop-
mental risk accompanying exposure to interparental dis-
cord also reflects that children exposed to similar levels of
interparental stress evidence considerable variability in

their functioning. Consequently, another central compo-
nent of the second generation of research is to identify
the sources of heterogeneity in the outcomes of children.
To address these process-oriented issues, scholarship
in this second generation of research has evolved to-
ward developing and testing more complex and sophisti-
cated models of the interplay between interparental and
child functioning (E. M. Cummings & Cummings, 1988;
Fincham, 1994).

The overarching objective of this chapter is to illustrate
how the principles, assumptions, and aims of developmen-
tal psychopathology can inform and advance current and
future research directions in the interparental discord
literature. To achieve this objective, the first part of
the chapter provides a brief overview of a conceptual
framework inspired by a developmental psychopathology
perspective on interparental discord. In the second part,
we review the large corpus of literature on the relationship
between interparental and child functioning through the
lens of our developmental psychopathology framework.
Guided by the aims, principles, and concepts of develop-
mental psychopathology, we specifically examine the de-
velopmental implications of interparental conflict in a
larger biopsychosocial constellation of risk and protection.
In the final part of the chapter, we address how the devel-
opmental psychopathology perspective may also serve as a
heuristic for generating new conceptual and methodologi-
cal directions in interparental discord research.

A DEVELOPMENTAL PSYCHOPATHOLOGY
APPROACH TO UNDERSTANDING
INTERPARENTAL DISCORD

The principles and aims of developmental psychopathol-
ogy can provide valuable directions for developing, refin-
ing, and testing the interplay between interparental and
child functioning. Transactional approaches to develop-
mental psychopathology share the trademark assumption
that child adaptation to adversity is an evolving product of
a dynamic child in an ever-changing, multilayered ecologi-
cal context. Understanding the nature of developmental
trajectories of child adaptation requires an appreciation of
the ongoing bidirectional exchanges of biopsychosocial
resources and liabilities between the child and the multi-
level, multivariate network of family and ecological
factors. There is no simple one-to-one correspondence
between a given risk factor such as interparental discord
and a specific child outcome. Rather, consistent with the
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concept of developmental pluralism, individual differences
in the interplay between the child and contextual charac-
teristics conspire to engender multiple pathways toward
normal and abnormal functioning. The mutually informa-
tive value of studying both normal and abnormal develop-
ment necessitates a complementary focus on positive (e.g.,
protective) factors and outcomes (e.g., competence in the
face of risk) and negative (e.g., risk and potentiating) fac-
tors and outcomes (e.g., psychopathology).

Two concepts have been enlisted from developmental
systems theories to characterize the multiplicity of paths
between risk factors and outcomes in developmental
psychopathology (Cicchetti & Rogosch, 1996). First, the
concept of equifinality specifically refers to the notion that
a single outcome can be the result of multiple factors and
processes. For example, children’s success in sustaining
competence in the face of interparental adversity may re-
sult from any number of child processes (e.g., ability to
regulate emotion) or interpersonal conditions (e.g., sup-
portive parent-child relationship). Second, multifinality re-
flects the notion that a diverse set of outcomes may result
from a common factor or pathway. Thus, even children ex-
posed to highly similar patterns of interparental discord
are expected to evidence substantial variability in their
outcomes by virtue of their different intrapersonal attri-
butes, psychosocial resources, and multivariate constella-
tions of risk. Consequently, there is a multitude of ways of
developing along adaptive and maladaptive trajectories, as
development may involve different starts and stops, direc-
tions toward competence and disorder as children get older.
The developmental course of each child is to some degree
unique due to the specific transactions between his or her
prior and current experiences in family and ecological con-
texts and his or her own attributes, resources, and histories
of adaptation. It follows that change in functioning can be
lawfully predicted and explained at least in part by eluci-
dating the nature of the interplay between the child and the
environment. Although change is always to some extent
possible, the concept of canalization specifies that the
magnitude and quality of change is constrained by organi-
zational adaptations resulting from past transactions be-
tween the child and contexts of development (Waddington,
1957). Thus, under the broad boundaries of developmental
psychopathology, the rule of thumb is that “ the longer an
individual continues along a maladaptive ontogenetic
pathway, the more difficult it is to reclaim a normal devel-
opmental trajectory” (Cicchetti & Cohen, 1995, p. 7).
Likewise, individuals experiencing longer histories of
adaptive pathways can withstand greater challenges to their
psychological adjustment.

In applying this concept of development to the study
of children exposed to interparental discord, Figure 3.1 is
designed to provide a parsimonious illustration of
the dynamic interplay between interparental relations and
children’s developmental outcomes in the broader organi-
zational context of child attributes, family processes,
and ecological characteristics. The model specifically
proposes that interparental conflict increases child
vulnerability to maladaptive trajectories through multiple
mechanisms and pathways. Two specific classes of
process models are especially useful tools for explicating
the effects of these mechanisms. Mediational models,
which constitute the first class of process models, are de-
signed to determine how or why a particular factor,
such as interparental conflict, poses a risk for child
adjustment. Mediators are the generative mechanisms
through which independent variables affect outcomes
(Baron & Kenny, 1986; Holmbeck, 1997, 2002). Thus, in
the parental conflict literature, a new generation of re-
search has involved identifying the mechanisms and
processes that explain how and why interparental conflict
is associated with forms of child maladjustment. Analyti-
cally, identifying a mediator requires demonstrating that
the focal process variable explains substantial amounts of
variance in the link between interparental difficulties and
child maladjustment.

Moderator models are the second class of process mod-
els that assist in the identification of diverse pathways and
trajectories in associations between interparental rela-
tions and child adjustment. Moderator models specifically
address the question of when a specific risk factor is most
or least likely to be associated with a particular outcome.
Thus, identifying whether the strength or direction of re-
lations between an independent variable (e.g., inter-
parental conflict) and a dependent variable (e.g., child
functioning) varies at different levels of another variable
is the principal aim of moderator models (Baron & Kenny,
1986; Holmbeck, 1997, 2002). Risk and protective frame-
works of developmental psychopathology have distin-
guished between two specific types of moderators:
protective factors and potentiating factors. Protective fac-
tors or buffers reflect factors that reduce or offset the risk
associated with exposure to interparental discord. Con-
versely, potentiating factors are moderators that amplify
the association between interparental conflict and child
maladjustment.

Consistent with the mediator models, Path 1 in Figure
3.1 illustrates the assumption that the stressfulness of ex-
posure to interparental difficulties directly sets in motion
processes within children that ultimately increase their
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Figure 3.1 A model of the dynamic interplay between interparental relations and children’s developmental outcomes in the broader
organizational context of child attributes, family processes, and ecological characteristics.
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risk for psychological problems. In the direct path compo-
nent of our model, exposure to interparental discord is
thought to undermine child mental health and welfare by
engendering more maladaptive response patterns to inter-
parental and family stress. Changes in children’s response
patterns to interparental and family stress are theorized to
vary as a function of their exposure to specific dimensions
of interparental conflict. Our model is therefore designed
to highlight the utility of distinguishing between construc-
tive and destructive characteristics of the conflict from the
child’s perspective. Specific experiential histories with
these conflict characteristics are proposed to change chil-
dren’s reactivity to subsequent bouts of family and inter-
parental stress across multiple levels and domains of child
functioning, including emotional, cognitive, coping, and
physiological responding.

Further illustrating the operation of mediational paths,
Path 2 in our model postulates that part of the relationship
between interparental conflict and child maladjustment is
mediated by parent-child dynamics, including specific
child-rearing practices, parent-child relationship features
(e.g., attachment), and coparenting relationship qualities.
In further broadening the scope of the model, an array of

broader contextual characteristics, including child, famil-
ial, and extrafamilial attributes, are theorized to alter both
direct and indirect pathways involving interparental con-
flict and child maladaptation in several ways. For example,
as illustrated by Path 3 in the model, contextual character-
istics may mediate the vulnerability of children exposed
to high levels of interparental discord. Likewise, guided
by risk and protective models in developmental psycho-
pathology, Path 4 illustrates that associations between
interparental conflict and child maladaptation may be
moderated by contextual characteristics. For example, in-
terparental relations are considered to assume different
meanings depending on the balance of resources and risk in
the family and ecological setting.

Fully integrating interparental models of psychopathol-
ogy in a developmental framework also necessitates consid-
eration of other developmental issues. Accordingly, Path 5
in the model highlights the significance of developmental
issues in the study of interparental functioning, with the
core assumption being that the impact of interparental
discord may vary depending on several developmental
parameters. First, the magnitude and type of vulnerability
of children may depend on the timing and duration of the
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conflict. For example, sensitive periods may be operating
whereby environmental influences are particularly pro-
nounced in specific developmental windows (e.g., Cic-
chetti, 1993). Likewise, in illustrating the significance of
the duration of experiential histories of exposure to inter-
parental process, the quality of subsequent change in child
functioning may be constrained by prior organizational
adaptations (Sroufe, Egeland, & Kreutzer, 1990; Wadding-
ton, 1957). Second, drawing from stage-salient models of
developmental psychopathology, child adaptation to inter-
parental conflict over time may be gauged by the ways
children approach and resolve the unfolding series of devel-
opmental challenges that become particularly prominent
during a given period of development (Cicchetti, 1993;
Sroufe, 1979; Sroufe & Rutter, 1984). Third, from a devel-
opmental perspective, another important goal is to under-
stand how the interplay among interparental conflict,
contextual characteristics, and child response processes
corresponds with children’s developmental trajectories of
psychopathology and resilience over time. Even though
child maladaptive response patterns to family stress may
mediate the risk of growing up in a discordant home, the
concept of multifinality indicates that children who exhibit
highly similar patterns of reactivity and coping may evi-
dence different developmental trajectories. Therefore, a
complete multivariate model of interparental conflict must
incorporate developmental parameters of timing and dura-
tion of stressors, developmental periods, and developmen-
tal pathways.

DIRECT PATHWAYS AND PROCESSES IN
MODELS OF INTERPARENTAL DISCORD

A primary aim of a process-oriented approach and, more
broadly, developmental psychopathology, is to advance an
understanding of the conceptual ordering of variables in
direct paths between interparental conflict and the multi-
ple levels of child functioning. A common strategy across
different direct path models of interparental discord is to
identify the specific processes and process relations in
context that, over time, underlie what is classified diagnos-
tically as normal development or psychopathology (see
Path 1 in Figure 3.1). Originally distilled from models
of developmental psychopathology (Cowan, Cowan, &
Schulz, 1996), these theories draw distinctions among risk
factors, risk processes, and outcomes. Risk factors in these
models probabilistically increase child maladaptive out-
comes. However, the operation of the risk is neither static
nor instantaneous. Rather, repeated exposure to the risk
factor results in the dynamic emergence of risk processes

characterized by regularity in child response patterns
in specific contexts that, over time, intensify, broaden,
and crystallize into symptomatology and psychopathology.
Thus, the common aim across direct path models is to
identify how interparental discord serves as a specific risk
factor by engendering risk processes characterized by spe-
cific child response patterns that, in the long run, lay the
foundation for negative outcomes (e.g., symptomatology,
psychopathology, competence).

Direct Path Models of Interparental Discord

Despite adopting a common goal of distinguishing among
risk factors, risk processes, and outcomes, various theories
of interparental discord offer a diverse array of explana-
tions for why interparental conflict is deleterious to
child functioning. To illustrate the diversity in response
processes addressed across theories, we provide a brief and
selective review of the assumptions of some of the more es-
tablished direct path models.

Social Learning Theory

Applications of social learning theory to the study of
interparental discord have underscored how the child’s re-
sponses are learned in the context of interparental interac-
tions. Like the other direct path models, social learning
theory hypothesizes that child exposure to interparental
conflict tactics has direct effects on child functioning that
cannot be accounted for by parenting or family processes.
Observational learning or modeling is regarded as a pri-
mary process that organizes child responses (Bandura,
1973, 1983). In the context of interparental conflict, chil-
dren are viewed as having opportunities to master new ways
of engaging in aggressive behavior through vicariously ob-
serving adults engage in aggressive and hostile conflict tac-
tics. Greater displays of hostility and aggression by children
when exposed to interparental hostility are thought to
emerge through multiple processes, including (1) precise
imitation of specific hostile behaviors displayed by adults,
(2) acquisition of generalized scripts or abstract rules for
engaging in hostile behaviors, and (3) reduction of inhibi-
tions about aggressing (Cox, Paley, & Harter, 2001; Emery,
1982; Margolin, Oliver, & Medina, 2001).

These main assumptions lead to a more precise articula-
tion of the specific linkages among risk factors, risk
processes, and outcomes. As illustrated in the first model
in Figure 3.2, children are commonly hypothesized to dis-
play high levels of aggression and hostility with progres-
sively greater exposure to bouts of interparental physical
aggression, verbal hostility, and unvarnished anger dis-
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Figure 3.2 A social learning theory formulation of direct pathways and processes of interparental discord.
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plays. In turn, these increasing tendencies to display ag-
gression are proposed to intensify and broaden into conduct
problems. Although the transmission of aggressive displays
has received more attention in models of interparental dis-
cord, the potential value of social learning theory is not
confined to explaining the operation of interparental dis-
cord in the genesis of conduct problems. For example, inter-
parental discord can be expressed in multiple ways that
include (but are not limited to) spousal disengagement and
dysphoria. In illustrating this multiple pathways perspec-
tive, the second model in Figure 3.2 theorizes that inter-
parental dysphoria or disengagement may specifically
increase children’s vulnerability to internalizing symptoms
by fostering their vicarious displays of sadness and social
withdrawal.

Emphasis on reinforcement contingencies in social
learning theory has also generated hypotheses about addi-
tional developmental pathways to psychopathology. For ex-
ample, in applying the negative reinforcement principles to
the study of interparental conflict, Emery (1989) proposed
a three-component model. First, interparental conflict is
hypothesized to be an aversive event that produces distress
in children. Second, children’s dysregulated expressions of
distress (e.g., aggression, temper tantrums) reduce their
exposure to aversive interparental stimuli by distracting
parents from engagement in ongoing conflicts. Third, mis-
behavior is more likely to be enacted by the child in subse-
quent conflicts because it reduces or eliminates the
aversive stimulus (i.e., conflict). As this negative rein-
forcement process is repeated over time, children are pro-
posed to show increasingly strong, persistent aversive

behaviors, which, in turn, pave the way for broader patterns
of behavior problems.

Although social learning theory has been consistently
invoked to explain associations between interparental con-
flict and child functioning (e.g., Crockenberg & Langrock,
2001a; Emery & O’Leary, 1982; Johnson & O’Leary,
1987), modeling explanations are typically provided post
hoc. Studies have rarely been conducted for the explicit
purpose of testing social learning processes, especially as
they relate to proposed mediational pathways among risk
factors (e.g., interparental aggression), risk processes (e.g.,
child aggressive reactions to conflict), and outcomes (e.g.,
child conduct problems). Thus, considerably more empiri-
cal precision is needed to sufficiently test hypotheses gen-
erated from social learning theory.

The Cognitive-Contextual Framework

Rooted in social-cognitive theories of interparental rela-
tions, the cognitive-contextual framework places particular
emphasis on understanding how the cognitive dimensions
of children’s appraisals shape the impact of conflict on
child adjustment (e.g., Grych & Fincham, 1990, 1993;
Grych, Seid, & Fincham, 1992). Children are viewed as ac-
tive agents who attempt to derive interpersonal meaning
from the ways their parents manage conflict. However, in
contrast to the primary focus of social learning theory on
understanding the genesis of externalizing symptoms, the
cognitive-contextual framework has been particularly use-
ful in accounting for child vulnerability to internalizing
symptoms. Two dimensions of child appraisals assume cen-
ter stage in explaining why interparental conflict increases



child vulnerability to psychopathology. In the first process
pathway, exposure to high levels of parental conflict may
pose a risk to children’s adjustment by heightening their
perceptions of threat posed by conflicts. Perceived threat
is specifically characterized by children’s analyses of the
threat that conflicts pose to their welfare and ability to suc-
cessfully cope with conflict. In the early stages of this un-
folding series of processes, children are thought to become
increasingly more prone to perceive parental conflicts as
threatening with repeated exposure to angry, hostile, and
unresolved disputes between parents. Increasing appraisals
of threat, in turn, are thought to predispose children
to experience anxiety, dysphoria, and helplessness and, as a
result, increase their risk for developing internalizing
symptoms (Grych, Fincham, Jouriles, & McDonald, 2000).

Child attributions regarding the cause of the conflict is
the second set of mechanisms that are presumed to account
for why interparental conflict directly affects children’s
functioning. A primary thesis is that children exposed to
angry, hostile, and unresolved conflicts are likely to as-
sume the role of parental peacekeeper, arbitrator, and con-
fidante. However, the child’s involvement in the conflict is
not likely to play a significant role in resolving the complex
adult problems or the accompanying emotional strife.
Thus, as children increasingly bear the formidable respon-
sibility of reducing interparental and family discord, they
may be especially prone to blaming themselves for the
maintenance or escalation of interparental difficulties. In-
creasing feelings of guilt, shame, helplessness, and poor
self-worth, which are regarded as affective outgrowths of
this appraisal process, are proposed to develop into broader
patterns of internalizing symptoms.

Studies examining the roles of children’s perceived
threat and self-blame have provided some support for the
proposed mediational pathways. Grych, Fincham, and col-
leagues (2000) have reported that perceived threat and
self-blame were consistent mediators of the relationship
between interparental conflict and child symptoms in both
community and risk (i.e., battered women’s shelters) fami-
lies. In accordance with the emphasis on the genesis of in-
ternalizing symptoms, the mediational paths accounted for
children’s individual differences in internalizing symp-
toms but not externalizing symptoms. Similar patterns of
findings regarding the mediational role of child perceived
threat and self-blame have been reported in other studies
(e.g., Dadds, Atkinson, Turner, Blums, & Lendich, 1999;
Kerig, 1998). However, more recent longitudinal analyses
conducted by Grych, Harold, and Miles (2003) have
yielded a more complex pattern of findings (also see
Davies, Harold, Goeke-Morey, & Cummings, 2002). Con-

sistent with earlier findings, interparental conflict was as-
sociated with subsequent increases in child appraisals of
threat and self-blame across 1 year. Child threat appraisals,
in turn, were consistent concurrent predictors of changes in
child internalizing symptomatology. However, unlike ear-
lier studies, perceived blame was actually a predictor of
child externalizing symptoms. Moreover, because inter-
parental conflict was negligibly associated with child psy-
chological maladjustment, the findings failed to support a
mediator model. Instead, the findings provided support for
another type of indirect effect whereby child appraisals
were intervening (rather than mediating) mechanisms link-
ing interparental conflict and child maladjustment.

Although empirical work on the cognitive-contextual
framework has been heavily rooted in elucidating the role
of children’s social-cognitive mechanisms, the theory con-
ceptualizes appraisals as part of a more complex pattern of
unfolding processes across multiple domains and levels of
child functioning (Grych & Cardoza-Fernandes, 2001;
Grych & Fincham, 1990). Histories of exposure to destruc-
tive interparental conflict are specifically theorized to en-
gender a variety of appraisals that are not fully captured by
a focus on perceived threat and self-blame (e.g., efficacy
expectations, expectancies about the course of conflict).
Constellations of appraisals, in turn, are thought to engen-
der negative emotionality. In the final part of this response
process, the reciprocal interplay between appraisals and
emotional arousal is conceptualized as prompting children
to reduce emotional arousal in the proximal stressful
context through emotion-focused (e.g., avoidance) and
problem-focused (e.g., intervention in conflict) coping.
Given the paucity of research on other components of
the cognitive-contextual framework, examining social-
cognitive appraisals in this broader organization of re-
sponse processes is an important direction for future re-
search (Grych & Cardoza-Fernandes, 2001).

The Emotional Security Theory

A main assumption of the emotional security theory is that
preserving a sense of security is an important goal that
organizes children’s emotional experiences (e.g., fear), ac-
tion tendencies (e.g., withdrawal, intervention), and ap-
praisals of self and interpersonal relationships (e.g.,
internal representations of threat to the self ). Although the
child evaluates interpersonal contexts in relation to multi-
ple goals, the emotional security hypothesis postulates that
protection, safety, and security are among the most salient
and important in the hierarchy of human goals. Rather than
postulating that preserving a sense of security is relevant
only to the parent-child attachment, the emotional security
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Figure 3.3 An emotional security formulation of the direct pathways and processes of interparental discord.
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theory hypothesizes that children also develop a sense of
security in the context of the interparental relationship that
is distinct in its substance, origins, and sequelae from at-
tachment security. For example, children may evidence in-
security in the context of interparental relations but
experience security in the mother-child or father-child at-
tachment relationship.

Figure 3.3 illustrates the direct pathway prediction of
the emotional security theory. The main thesis is that chil-
dren’s difficulties in preserving security in the inter-
parental relationship partially mediates or explains the
direct association between interparental conflict history
and child vulnerability to adjustment problems. Path 1 il-
lustrates the assumption that the threat associated with ex-
posure to destructive interparental conflict is especially
likely to sensitize children to concerns about the goal of
preserving their security in subsequent contexts of inter-
parental difficulties. Preserving emotional security, in
turn, is conceptualized as a latent goal that regulates and
is regulated by three observable classes of response
processes: emotional reactivity, regulation of conflict ex-
posure, and internal representations (see Path 2 in Figure
3.3). Thus, threats to the goal of security are posited to ac-
tivate responding across the three classes of response
processes, as reflected in greater emotional reactivity (i.e.,
proneness to prolonged and dysregulated experiences of
fear, vigilance, and distress in the context of interparental
problems), excessive regulation of conflict exposure (i.e.,
avoidance of and involvement in interparental problems),

and hostile internal representations of the consequences
that interparental difficulties have for the welfare of
the self and family (Davies & Cummings, 1994, 1998).
Reflecting the bidirectional interplay between the goal and
response processes, activation of three component
processes is thought to serve the biological and evolution-
ary function of promoting the attainment of physical and
psychological safety in the average expectable environment.
Thus, emotional reactivity may be initially adaptive in
emotionally tagging or highlighting the significance of po-
tential threat present in high-conflict homes and in energiz-
ing children to quickly cope with impending adversity.
Likewise, expending resources to intervene or avoid con-
flicts may be an effective way of preserving security by
increasing the emotional or physical distance from threat-
ening interparental events. Finally, child representations,
which are geared toward processing the meaning of inter-
parental conflict for family life, are thought to serve as
radar systems for identifying interparental events that may
proliferate to undermine the welfare of the self and family
(Davies, Forman, Rasi, & Stevens, 2002; Davies, Harold,
et al., 2002).

With repeated exposure to interparental conflict, a main
premise is that the goal-corrected system of security be-
comes increasingly sensitized to subsequent conflict. Thus,
experiential histories of interparental strife are specifi-
cally postulated to increase child insecurity, as manifested
by high levels of emotional reactivity, regulation of conflict
exposure, and hostile internal representations. Consistent
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with these predictions, children exposed to high levels of
interparental conflict exhibit high levels of emotional reac-
tivity (e.g., fear, distress; Davies & Cummings, 1998; El-
Sheikh, 1997; Garcia O’Hearn, Margolin, & John, 1997;
Gordis, Margolin, & John, 1997), negative representations
of interparental conflict (e.g., Davies & Cummings, 1998;
Davies, Forman, et al., 2002; Davies, Harold, et al., 2002),
and, at least in some cases, greater regulation of exposure
to parental difficulties (e.g., Davies, Forman, et al., 2002;
Garcia O’Hearn et al., 1997; Sandler, Tein, & West, 1994).
In the second part of the mediational chain (see Path 3), the
three classes of response processes in the emotional secu-
rity system are hypothesized to increase child vulnerability
to psychological symptoms. Although elevated concerns
about security for children from high-conflict homes may
hold adaptational value, the emotional security theory
further postulates that these concerns may have maladap-
tive value for children’s long-term functioning. For exam-
ple, vigilance, distress, and preoccupation triggered by
exposure to interparental difficulties are posited to lay the
foundation for broader patterns of internalizing and exter-
nalizing symptoms. Likewise, prolonged operation of
the emotional security system is theorized to require con-
siderable expenditure of psychobiological resources
thereby, depleting children of resources that are necessary
to cope with and resolve other important developmental
challenges and goals (Saarni, Mumme, & Campos, 1998;
Thompson & Calkins, 1996). Consistent with these hy-
potheses, children’s psychological symptoms have been
predicted by their emotional reactivity, regulation of con-
flict exposure, and internal representations of marital rela-
tions (e.g., Davies & Cummings, 1998; Davies, Forman,
et al., 2002; Davis, Hops, Alpert, & Sheeber, 1998; Harold
& Conger, 1997).

Although identifying associations among interparental
conflict history, child emotional security, and child adjust-
ment is a prerequisite to testing mediational pathways, the
final step requires demonstrating that emotional security
accounts for a substantial portion of the variance in associ-
ations between interparental conflict history and child ad-
justment problems. The small corpus of studies directly
addressing this association has yielded some support for
this hypothesis. For example, Davies and Cummings (1998)
reported that child emotional reactivity and negative repre-
sentations in the context of parental conflict simulations
partially accounted for the relationship between inter-
parental conflict and child adjustment problems. In sup-
porting the hypothesis that emotional insecurity is distinct
from attachment security, emotional insecurity has also
been shown to mediate the link between interparental con-

flict and child problems even after taking into account
parenting and parent-child attachment security (Davies,
Harold, et al., 2002).

Specific Emotions Theory

Congruent with emotional security theory, specific emo-
tions theory is guided by the functionalist perspective and
proposes that children’s evaluations of and emotional reac-
tivity to conflict, which are inextricably linked with goals,
play a central role in explicating direct pathways between
interparental conflict and child adjustment (Crockenberg &
Langrock, 2001a, 2001b). However, whereas the emotional
security hypothesis focuses specifically on the operation of
security goals, specific emotions theory expands the con-
ceptual boundaries in an attempt to incorporate multiple
goals systems. Thus, according to specific emotions theory,
children’s appraisals and reactions develop in the context of
any number of goals, both broad (e.g., security, affiliative)
and specific (e.g., obtaining parental permission to engage
in desirable activities; also see Jenkins, 2000, 2002). Chil-
dren are specifically theorized to develop coherent ways of
evaluating the meaning conflict has for the attainment of
their goals from repeated experiences of interparental con-
flict events over time. In the unfolding series of processes,
evaluations of the meaning of conflict in relation to specific
goals result in specific emotional reactions. Consistent
with the functionalist perspective (e.g., Saarni et al., 1998),
child appraisals of the probability of successfully achieving
or maintaining a valued goal in the context or aftermath
of conflict organizes specific emotional experiences.
Anger, with its function of marshaling psychological and
biological resources to overcome obstacles and assert inter-
personal dominance, is likely to develop when children
evaluate a threatened or blocked goal as likely to be attain-
able. In contrast, sadness is associated with the conserva-
tion of intraorganismic resources and the elicitation of
caregiving and support in interpersonal contexts. Accord-
ingly, sadness is likely to emerge as a broader reaction pat-
tern in contexts in which valued goals are repeatedly
unattainable. Finally, fear and worry serve the function of
energizing individuals to respond quickly to potential
threat. Thus, contexts that pose a looming, but uncertain,
threat to the preservation of goals are likely to trigger fear
responses. Specific emotional responses to conflict, in
turn, are thought to coalesce into broader patterns of adjust-
ment and maladjustment. Proclivity to experience anger is
hypothesized to trigger aggression and, in the process, por-
tends subsequent externalizing symptoms, whereas with-
drawal behaviors prompted by fearful responses are thought
to engender broader patterns of internalizing symptoms.
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Sadness is also proposed to increase child vulnerability to
internalizing symptoms by fostering vegetative and with-
drawal behaviors in the face of adversity. Finally, reflecting
the interaction between specific emotional reactions to
conflict, specific emotions theory suggests that angry re-
sponses that co-occur with fear are likely to inhibit aggres-
sive responses and facilitate withdrawal behaviors and,
more broadly, internalizing symptoms.

Given that specific emotions theory is in the early
stages of development, tests of its derivative predictions
have not been systematically undertaken (for exceptions,
see Crockenberg & Forgays, 1996; Crockenberg & Lan-
grock, 2001b). Incorporating the study of multiple goals
and types of interplay between risk factors and processes is
a strength of specific emotions theory. However, the ac-
companying limitation is that the broader explanatory
scope of the model compromises its theoretical precision.
Thus, further conceptual development and refinement will
facilitate future empirical tests of the theory, particularly
in more precisely articulating the interplay between inter-
parental conflict histories and child appraisals and emo-
tional reactivity.

For example, even though child appraisals and emotional
reactivity were cast as mediators of interparental conflict
in the initial theoretical exposition (Crockenberg & Lan-
grock, 2001a), Crockenberg and Langrock (2001b) have
subsequently proposed that identification of either a medi-
ating or a moderating role of children’s specific emotions
would support a specific emotions theory. Likewise, broad-
ening the explanatory power of the model by including mul-
tiple goal systems, each of which contains considerable
complexity, also increases the challenge of precisely artic-
ulating how response processes (e.g., emotion reactivity,
appraisals) function within the overall configuration of
each goal system. From a developmental psychopathology
perspective, it would also be useful to further articulate
the pathways that link specific types of emotional reac-
tions to the development of particular forms of psychologi-
cal problems.

Summary

In summary, considerable progress has been made over the
last 15 years in developing several theoretical accounts for
why interparental conflict directly affects child function-
ing. These theoretical advances have specifically facilitated
efforts to understand the multidimensional, dynamic func-
tion of risk factors and risk processes in direct path models.

In the next section, we expand on this theme by examin-
ing the value of specifying the nature of risk factors and

processes in developmental psychopathology models of in-
terparental conflict.

The Operation of Interparental Risk and
Compensatory Factors in Direct Path Models

Despite the fact that interparental conflict is often treated
as a homogeneous construct, interparental conflict, in
fact, varies widely in impact and on multiple dimensions
of behavioral and emotional expression. Thus, given the
emphasis of the developmental psychopathology perspec-
tive on delineating the role of context, a fundamental goal
is to differentiate the dynamic implications for child de-
velopment of multiple and specific forms of marital con-
flict. At the same time, the principle of equifinality in
developmental psychopathology underscores that multiple
and alternative forms of expression of marital conflict
can have similar implications from the perspective of the
children (Davies, Myers, Cummings, & Heindel, 1999).
For example, multiple behaviors may have similar mean-
ings from the children’s perspective as representations of
constructive or destructive conflict. Thus, goals at this
level of analysis should include both differentiating the
effects of specific expressions of conflict and identifying
higher-order categories or organizational meanings of
conflict behaviors.

A developmental psychopathology perspective places
particular emphasis on considering the normal and abnor-
mal together (Sroufe, 1990). Interparental discord is re-
lated to risk for psychopathology in both parents and
children (E. M. Cummings & Davies, 1994a; Du Rocher
Schudlich, Papp, & Cummings, 2004). Thus, in principle,
some forms of interparental conflict may serve as risk
factors that probabilistically increase risk of psychopath-
ology. However, failing to consider the operation of inter-
parental conflict in normal family functioning runs the
risk of overpathologizing conflict environments. Marital
conflict is a normal characteristic of marital relationships
that can be regarded as essential to the daily conduct of
marital relations. Disagreements or expressions of nega-
tive emotions over everyday matters are common occur-
rences in marital and family life. Children not only may
adapt to marital discord, but some forms of conflict ex-
pressions may broadly predict greater psychological ad-
justment regardless of whether individuals experience
risk (E. M. Cummings, Davies, & Campbell, 2000). Thus,
over time, marital conflict may contribute to normal and
abnormal developmental trajectories in children, although
risk associated with marital conflict is probabilistic
rather than certain (Sroufe, 1997).
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Strategies for Identifying Interparental Risk and
Compensatory Factors

Recognizing that interparental conflict can serve as either
a risk or a compensatory factor is an important first
step in advancing tests of direct path models. However, a
remaining challenge is to empirically test which conflict
tactics serve as risk or compensatory factors. Supporting
the assumption that methodological diversity is the key
to substantive vigor in developmental psychopathology
(E. M. Cummings et al., 2000), several complementary
strategies have proven to be valuable in delineating the
developmental implications of specific conflict tactics.
One methodological strategy, which can be characterized
as a categorical risk design, takes advantage of experi-
ments of nature to more precisely isolate specific patterns
of child exposure to interparental conflict tactics (Cic-
chetti, 2003). In these designs (e.g., Fantuzzo et al., 1991;
O’Brien, Margolin, John, & Krueger, 1991), inclusion
and exclusion criteria are developed and implemented to
identify groups of children who differ in their exposure to
specific conflict tactics but are highly similar in sociode-
mographic characteristics and other family experiences.
For example, Fantuzzo and colleagues compared the psy-
chological adjustment of children in four groups: (1) home
residents exposed to verbal interparental aggression, (2)
home residents exposed to both verbal and physical inter-
parental aggression, (3) shelter residents exposed to verbal
and physical interparental aggression, and (4) a control
group of home residents exposed to negligible levels of in-
terparental aggression. By carefully selecting naturally
occurring groups of children who differ in their exposure
to a well-defined set of family stressors, this design disen-
tangled the specific risk posed by the form of aggression
and residence (i.e., homelessness) to children’s adjustment
from a larger constellation of covarying demographic con-
ditions. Even though the categorical risk design has proven
to be an excellent strategy for increasing the specificity of
conflict assessments, like other designs, it does have its
share of limitations.

Classifying groups of children based on their exposure
to specific types of conflict tactics in categorical risk de-
signs often involves reducing rich, continuous assessments
of conflict into a more simple categorical variable based on
arbitrary cut points. Although this practice is an appropri-
ate step in addressing some research questions, the trade-
off is a substantial loss of information and statistical
power. For example, implementing an arbitrary cutoff on a
continuous measure of interparental conflict (e.g., verbal
aggression) may yield a group of children who exhibit con-
siderable heterogeneity in their exposure to the specific

conflict tactic (e.g., moderate versus no exposure). Thus,
categorical systems often fail to assess the full quantitative
continuum of conflict risk (Seifer, 1995). Moreover, even if
theory proposes qualitative shifts in the operation of a risk
factor, specific categorical cut points may not correspond
with the locus of the exponential change in the nature or
magnitude of the conflict tactics.

To address these limitations, marital researchers com-
plement clinical risk designs with retrospective field de-
signs. The core objective of the continuous field design is
to simultaneously examine the relative strength of continu-
ous rather than arbitrary categorical assessments of con-
flict tactics predicting child functioning. For example,
father-initiated violence in bouts of interparental conflict
have been related to child behavior problems even after sta-
tistically controlling for general interparental discord (e.g.,
Fergusson & Horwood, 1998; McDonald, Jouriles, Nor-
wood, Ware, & Ezell, 2000; Yates, Dodds, Sroufe, & Ege-
land, 2003). However, despite maximizing the use of rich
data and statistical power, these designs rely heavily on the
recall and report of interpartner conflict tactics and child
functioning over relatively lengthy periods of time (e.g.,
months or years) by family members. Without the use of
other approaches to complement this design, the validity of
findings may be compromised by memory or response bias
errors and inherent limitations of capturing precise (as op-
posed to global) dimensions of interparental and child
functioning. Thus, retrospective field designs have been
limited largely to the assessment of broad and easily dis-
cernable dimensions of child (e.g., conduct problems) and
interparental (e.g., global indices of conflict frequency or
violence) functioning (E. M. Cummings et al., 2000).

To address these methodological pitfalls, researchers
have developed daily record or diary procedures (e.g.,
E. M. Cummings, Zahn-Waxler, & Radke-Yarrow, 1981,
1984; Garcia O’Hearn et al., 1997). Because diary records
place less demand on memory and recall than question-
naires, these reports may provide more accurate assess-
ments of specific interparental and child behaviors rather
than global impressions. New methods of training mothers
and fathers to complete home diaries and procedures for
testing reliability and correspondence among parents as
coders have yielded more psychometrically sound methods
for recording interparental conflict events in the home (see
E. M. Cummings, Goeke-Morey, & Dukewich, 2001; E. M.
Cummings, Goeke-Morey, & Papp, 2003a). Moreover,
daily records can now be completed in checklist rather
than narrative format (e.g., E. M. Cummings, Goeke-
Morey, & Papp, 2003b; Garcia O’Hearn et al., 1997),
thereby decreasing demands on parents and increasing the
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accessibility of the methodology to a broader sampling of
adults (e.g., adults with limited verbal skills). Thus, by
providing assessments of specific spousal and child behav-
iors in the context of interparental conflict, daily record
procedures have the potential to yield important findings
on multiple pathways between interparental conflict tac-
tics and child reactivity and coping. Corresponding prog-
ress has been made in examining how observer assessments
of specific conflict tactics in interparental interactions in
the laboratory are associated with particular dimensions of
child functioning (e.g., Katz & Gottman, 1993; Katz &
Woodin, 2002).

Another useful strategy for explicating the effects of
specific conflict tactics on child risk processes consists of
using laboratory simulations of interadult conflict. Preci-
sion and control afforded by analogue designs are espe-
cially useful in examining process associations between
interparental conflict dimensions and child responses. For
example, full experimental designs, which manipulate spe-
cific conflict tactics in the controlled setting of the labora-
tory and assess their effects on children, provides a useful
way of disentangling interparental conflict tactics from the
larger matrix of covarying family and interpersonal
processes (E. M. Cummings & Davies, 1994a). As a result,
more confident conclusions can be made about the direct
effects of specific conflict tactics on child functioning
(e.g., E. M. Cummings, Vogel, Cummings, & El-Sheikh,
1989; Davies, Myers, et al., 1999; El-Sheikh & Cheskes,
1995; Grych & Fincham, 1993). One ongoing research di-
rection involves identifying higher-order categories or or-
ganizational meanings of conflict behaviors from the
child’s perspective. For example, Goeke-Morey, Cum-
mings, Harold, and Shelton (2003) classified 11- and 12-
year-old Welsh children’s emotional responses to analogue
presentations of marital conflict vignettes into destructive
and constructive dimensions based on the balance and or-
ganization of children’s positive and negative emotional re-
activity to the vignettes. Analogue or experimental designs
are also proving to be useful in testing the relative viability
of predictions about the effects of specific conflict tactics
derived from complementary theoretical frameworks. For
example, Davies, Harold, and colleagues (2002) examined
whether patterns of relationships between simulations of
specific conflict tactics and children’s negative affect were
more consistent with predictions derived from the emo-
tional security theory or social learning theory.

A common limitation of the experimental design is that
ecological validity is compromised to maximize internal
validity. However, quasi-experimental designs, which are
characterized as hybrids of experimental and naturalistic

designs, may provide a way of preserving some balance be-
tween internal and ecological validity. For example, several
theories of interparental conflict (e.g., emotional security
theory, cognitive-contextual framework) have postulated
that histories of exposure to destructive interparental con-
flict sensitize children to subsequent conflict, as evidenced
by heightened emotional distress, maladaptive coping, and
negative appraisals and representations. Although field de-
signs have demonstrated that children from high-conflict
homes react more negatively to naturalistic conflicts in the
home (e.g., Garcia O’Hearn et al., 1997), they cannot solely
determine whether the negative emotional reactivity is due
to the sensitizing effects of distal conflict histories or the
proximal conflict context. Analogue studies, by contrast,
can better isolate the effects of conflict history on chil-
dren’s subsequent responses to marital conflict. For exam-
ple, in one analogue design (Davies, Myers, et al., 1999),
children were randomly assigned to view videotapes of the
same adult couple engaged in either four hostile, unresolved
conflicts (i.e., destructive) or four mild, resolved conflicts
(i.e., constructive) to simulate child exposure to conflict
histories. Following this manipulation of conflict history,
children were interviewed about their responses to a stan-
dard conflict between the same couple. Supporting the sen-
sitization hypothesis, children who witnessed destructive
conflict histories generally reported greater negative re-
sponding to the standard adult conflict than children ex-
posed to constructive conflict histories. However, because
they can ascertain only whether exposure to distal histories
of adult conflict can cause sensitization in children, it is
still unclear whether lengthier histories of conflict between
actual parents actually cause sensitization (e.g., Davies,
Myers, et al., 1999; El-Sheikh, Cummings, & Reiter, 1996).
Thus, to preserve some degree of ecological validity, re-
searchers have obtained reports of actual interparental con-
flict history from family members. In the same design,
some level of experimental control and internal validity is
achieved by assessing children’s responses to standardized
conflict simulations in the laboratory (e.g., Davies, Cum-
mings, & Winter, 2004; El-Sheikh, 1997; Grych, 1998;
O’Brien, Bahadur, Gee, Balto, & Erber, 1997).

Interparental Risk Factors in Direct Path Models

In direct path models, risk factors are defined as specific
characteristics of interparental difficulties that probabilis-
tically increase maladaptive patterns of child reactivity to
interparental stress, which, in turn, ultimately amplify
child risk for psychopathology. Distinctions are drawn be-
tween child reactivity and child psychopathology because,
in a multiple-levels-of-analysis perspective, specific types
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of interparental risk may be associated with greater
psychopathology without directly altering child response
processes. For example, child maladjustment has been asso-
ciated with specific types of interparental difficulties, in-
cluding greater interspousal violence (Doumas, Margolin,
& John, 1994; Fantuzzo et al., 1991; Jouriles, Murphy, &
O’Leary, 1989), verbal aggression (Johnston, Gonzales, &
Campbell, 1987), disengagement (Jenkins & Smith, 1991;
Katz & Gottman, 1997; Katz & Woodin, 2002; Kerig,
1996), dysphoria (Du Rocher Schudlich & Cummings,
2003), and child-related conflict (Jouriles, Murphy, et al.,
1991; Snyder, Klein, Gdowski, Faulstich, & LaCombe,
1988). Although these forms of interparental conflict are
defined as general risk factors because they are associated
with greater maladjustment, they are not regarded as spe-
cific risk factors in direct path models unless they increase
risk for maladjustment by directly engendering maladap-
tive patterns of responding to interparental stress. Put
another way, “specific” risk factors are defined as inter-
parental conflict tactics that have a direct, deleterious im-
pact on child functioning, whereas the term “general” risk
factors is reserved for conflict tactics that influence child
functioning indirectly through their associations with fam-
ily functioning.

For some conflict tactics, studies demonstrate remark-
able consistency in the classification of the same conflict
tactics as serving as both a general and a specific risk fac-
tor. Thus, in addition to its role in the genesis of adjustment
problems, exposure to interparental violence has also been
associated with subsequent reaction patterns to conflict
that are thought to lay the foundation for later psychologi-
cal problems (Kitzmann, Gaylord, Holt, & Kenny, 2003).
Specific reaction patterns that have been identified as can-
didates for mediating direct paths involving interparental
violence include greater negative emotional reactivity,
maladaptive coping responses, and hostile representations
in the face of conflict (J. S. Cummings, Pellegrini, Notar-
ius, & Cummings, 1989; Grych, 1998; Grych, Wachsmuth-
Schlaefer, & Klockow, 2002; O’Brien & Bahadur, 1998).

For many other interparental risk factors, it is still too
early to determine if they play a unique role in increasing
vulnerability to child problems by directly altering chil-
dren’s adaptational capacities and patterns. For example,
child-related disagreements are associated with adjustment
problems even after statistically controlling for general in-
terparental discord (e.g., Jouriles, Murphy, et al., 1991;
Snyder et al., 1988). However, the sparse research address-
ing the specificity of associations between child exposure
to child-related conflicts between parents and their mal-
adaptive reaction patterns has yielded inconsistent findings

(e.g., Davies, Myers, & Cummings, 1996; Grych, 1998;
Grych & Fincham, 1993). For example, a recent diary study
indicated that children’s increased aggression in response
to conflicts about child-related themes in the home and con-
flicts about other personal, family themes had similar ef-
fects, so it is unclear that the child-related element of
discussions was critical to elevated maladaptive responding
(E. M. Cummings, Goeke-Morey, & Papp, 2004). Similarly,
growing up in a home characterized by interparental hostile
disengagement has been associated with more child psycho-
logical problems than exposure to interparental hostility
alone (Katz & Woodin, 2002). However, little is known
about whether disengagement between parents increases
child vulnerability by taking a direct toll on children’s cop-
ing and reaction patterns. Therefore, a plausible alternative
hypothesis is that many of these conflict tactics may be as-
sociated with child problems through their association with
family disturbances such as parenting difficulties, copar-
enting problems, or family-level adversity (Cox, Paley,
Burchinal, & Payne, 1999; Katz & Woodin, 2002). Thus,
identifying conflict tactics that operate as specific risk fac-
tors in direct path models will require more direct tests of
mediational pathways between interparental conflict di-
mensions, children’s reactivity to interparental conflict,
and children’s maladjustment.

Interparental Compensatory and Protective Factors
in Direct Path Models

Conceptualizations of resilience and adjustment in devel-
opmental psychopathology can provide useful frameworks
for more precisely clarifying how interparental conflict
characteristics may operate to promote adjustment (Luthar,
1993; Luthar & Cicchetti, 2000; Luthar, Cicchetti, &
Becker, 2000; Masten, Best, & Garmezy, 1990). Inter-
preted in these conceptualizations, constructive conflict
behaviors can be usefully characterized as compensatory
or protective factors in the development of psychopathol-
ogy. Compensatory factors are defined as interparental
conflict tactics that are broadly associated with heightened
well-being in children, regardless of whether they face con-
siderable adversity or risk, whereas protective factors are
characterized by interparental conflict factors that reduce
or offset risk in the face of substantial adversity.

Unfortunately, little is known about the dimensions of
interparental conflict that may operate as protective or
compensatory factors in children’s development. Part of
the knowledge gap can be attributed to the paucity of re-
search on the constructive nature of conflict tactics. How-
ever, in issuing a call for more research in this area, we
recommend that researchers use greater precision in identi-
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fying the multitude of roles that a given conflict tactic
might assume as a constructive factor in the lives of chil-
dren. For example, a series of analogue studies have indi-
cated that children’s distress and negative cognitions
diminish significantly in response to adult conflict as the
degree of interadult resolution and subsequent positivity
increases (e.g., E. M. Cummings, Ballard, El-Sheikh, &
Lake, 1991; Davies et al., 1996). Parent reports of conflict
resolution in the home have also been consistently associ-
ated with lower levels of children’s internalizing and exter-
nalizing symptoms (e.g., Kerig, 1996). An important next
step is to ascertain whether these constructive parameters
of the interparental conflict process actually serve as com-
pensatory or protective factors.

Furthermore, given that child adjustment is conceptual-
ized as entailing multiple layers and dimensions in devel-
opmental psychopathology, factors identified as promising
candidates for compensatory or protective effects may op-
erate differently across different levels or domains of func-
tioning. Thus, it will be imperative to identify the scope of
the compensatory or protective effects of constructive
forms of conflict. Do these conflict characteristics have
compensatory or protective effects that are broadly appli-
cable to different domains and levels of child functioning?
Or, alternatively, are the salubrious effects of the conflict
dimensions limited to specific dimensions of child func-
tioning? Addressing these questions will help to advance
tests of direct path models by examining whether conflict
resolution or other constructive conflict parameters are as-
sociated with lower levels of psychological symptoms by
directly decreasing maladaptive coping patterns or ampli-
fying adaptive coping patterns.

The Operation of Risk Processes in Direct
Path Models

Consistent with the conceptualization of pluralism in etio-
logical pathways of interparental conflict, our previous re-
view and analysis of the direct path theories provides
evidence for the notion that multiple child risk processes
mediate exposure to interparental conflict. For example,
children from high-conflict homes exhibit greater distress,
fear, and vigilance in response to parental conflicts and
conflict simulations (e.g., Davies & Cummings, 1998;
Davies, Harold, et al., 2002; El-Sheikh, 1997; Garcia
O’Hearn et al., 1997; Gordis et al., 1997). Dimensions of
negative emotionality in response to conflict have been as-
sociated, in turn, with greater risk for psychological prob-
lems (e.g., Davies & Cummings, 1998; Davis et al., 1998).
Similarly, child negative cognitions or appraisals of the

psychosocial consequences of interparental difficulties
have been identified as mediators of interparental conflict
in both concurrent and prospective models of child malad-
justment (e.g., Grych, Fincham, et al., 2000; Grych et al.,
2003). Other studies have also found that destructive inter-
parental conflict is associated with specific types of cop-
ing and regulatory patterns characterized by greater
avoidance and involvement in family stress (e.g., Davies,
Forman, et al., 2002; Garcia O’Hearn et al., 1997; Sandler
et al., 1994). In turn, some studies have identified associa-
tions between coping and regulatory patterns like avoid-
ance and involvement in family difficulties and child
psychological problems (e.g., Gordis et al., 1997).

Emphasis on distinguishing between adaptive and mal-
adaptive functioning in developmental psychopathology
raises a broader research question: Why would children from
high-conflict homes exhibit high levels of negative affect,
hostile cognitive appraisals and expectancies, and coping
and regulatory difficulties? In other words, why would chil-
dren become more rather than less sensitive to conflict with
repeated exposure, especially given that high levels of reac-
tivity to conflict are unpleasant and may jeopardize child
functioning in the long run? According to the contextual and
organizational principles of developmental psychopathology
(E. M. Cummings et al., 2000), the adaptational function of
risk processes may vary across different contexts. Thus,
even though heightened emotional reactivity and negative
appraisals may increase child risk for psychopathology in the
long run, these risk processes may actually have adapta-
tional value in the context of high-conflict homes. For exam-
ple, theories guided by the functionalist perspective
highlight the adaptive value of affect in facilitating the
achievement of significant psychological goals (Crockenberg
& Langrock, 2001a; Davies, Harold, et al., 2002; Saarni
et al., 1998; Thompson & Calkins, 1996). Moreover, in ac-
cordance with transactional models of developmental
psychopathology (Sameroff, 1995), the specific regulatory
strategy adopted by children largely hinges on specific
transactions and feedback loops between the children and
familial contexts. The emotional security theory specifi-
cally maintains that only regulatory strategies that have
successful track records of preserving security will be sus-
tained in future contexts. For example, children facing se-
vere family adversity (e.g., maltreatment, domestic
violence) may be especially likely to mask their distress in
response to interparental conflict as a way of reducing their
salience as targets of hostility by distressed, violence-prone
adults (Shipman, Zeman, Penza, & Champion, 2000). Like-
wise, in drawing on social learning theory, Emery (1989)
postulated that feedback loops and transactions between the
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children and families culminate in higher levels of child in-
volvement in interparental discord.

Diversity in the Operation of Risk Processes in
Direct Path Models

Although a number of child responses have been identified
as possible risk processes in direct path models of inter-
parental conflict, different response processes do not nec-
essarily carry the burden of interparental conflict in the
same way. Accordingly, a key task is to further explicate
the differential roles of specific response processes in the
developmental psychopathology of angry home environ-
ments. For example, emotional distress and negative ex-
pectancies in the face of interparental difficulties have
been shown to be robust mediators in associations between
interparental conflict and child adjustment problems
(Davies, Harold et al., 2002; Grych et al., 2003). In con-
trast, analyses of links between forms of interparental con-
flict, child regulatory or coping patterns (i.e., avoidance,
involvement), and child maladjustment have yielded weak
to modest support for mediational models (J. S. Cummings
et al., 1989; Davies, Forman, et al., 2002; Jenkins, Smith,
& Graham, 1989).

In further distinguishing among forms of child re-
sponding, researchers have suggested that the mixed sup-
port for the mediating role of involvement and avoidance
may result from the failure to disaggregate the multidi-
mensional nature of the constructs. For example, the emo-
tional security theory postulates that the quality and
substance of the regulatory strategy, rather than the mere
presence, best captures emotional security and its
long-term adaptational implications. Prolonged attempts
to intervene that require considerable emotional and psy-
chological investment or risk are theorized to reflect sub-
stantial difficulties restoring emotional security and lay
the foundation for the development of psychopathology
(Davies, 2002). Similarly, whereas brief and mild pat-
terns of avoidance (e.g., distracting oneself through play)
are postulated to reflect successful restoration of secu-
rity, reflexive or dysregulated avoidance strategies (e.g.,
freezing, hastily fleeing the room) are predicted to sig-
nify considerable difficulties preserving security and may
serve as precursors to later psychological problems. Simi-
lar progress has been made in identifying the specific
roles of different types of child emotional reactions in
models of interparental conflict (e.g., Crockenberg &
Langrock, 2001a, 2001b; Davies, Harold, et al., 2002).

The paucity of empirical attention devoted to other in-
dices of child reactivity has further contributed to the chal-

lenges of identifying variations in the mediational role of
different risk processes. Progress in understanding the psy-
chophysiological functioning of children from angry home
environments has been particularly slow. However, emerg-
ing conceptual frameworks can provide useful conceptual
guides in generating hypotheses. Reflecting a multilevel
conceptualization of child functioning, useful distinctions
have been drawn among different biological systems, in-
cluding sympathetic-adrenomedullary (SAM) reactivity,
hypothalamic-pituitary-adrenocortical (HPA) reactivity,
and serotonergic functioning (see Repetti, Taylor, & See-
man, 2002). Building on the concept of allostatic load (e.g.,
McEwen, 1998; McEwen & Stellar, 1993), Repetti and col-
leagues specifically postulated that exposure to forms of
family adversity lead to dysregulation in children’s HPA,
SAM, and serotonergic functioning over time that are man-
ifested phenotypically in physical, neuropsychological,
and psychological problems. Although noteworthy strides
have been made in understanding linkages between forms
of family adversity (e.g., maltreatment, attachment insecu-
rity) and specific types of neurobiological dysregulation
manifested in cardiovascular, brain electrical, and adreno-
cortical activity (Cicchetti, 2002; Repetti et al., 2002),
the literature has lagged behind identifying the neurobio-
logical and neuropsychological correlates of interparental
conflict exposure. Moreover, the few studies addressing
psychophysiological activity in models of interparental
conflict, which have primarily focused on cardiovascular
activity as a marker of SAM functioning, have yielded
complex results (e.g., Ballard, Cummings, & Larkin, 1993;
El-Sheikh, 1994; El-Sheikh, Harger, & Whitson, 2001;
Katz & Gottman, 1997). For example, rather than serving
as a mediator in associations between interparental conflict
and child adjustment problems, as the allostatic load hy-
pothesis predicts, some indices of cardiovascular activity
(e.g., high basal vagal tone and vagal tone suppression) may
act as moderators that protect or exacerbate the vulnerabil-
ity of children exposed to high levels of conflict (see Katz
& Gottman, 1997; El-Sheikh et al., 2001).

Although the operation of any given risk process has
commonly been examined in isolation from the other risk
processes, studies are beginning to make headway in under-
standing the relative role of multiple mechanisms in path-
ways between interparental conflict history and child
adjustment problems. For example, tests of multiple ap-
praisal processes in single statistical models designed to
examine the cognitive-contextual framework indicated that
the relative power of children’s perceived threat and self-
blame in models of interparental conflict varied depending
on the type of psychological problem. Specifically, the
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findings indicated that perceived threat was a key mecha-
nism linking interparental conflict to child internalizing
symptoms, whereas interparental conflict was indirectly
associated with child externalizing symptoms through its
association with high levels of self-blame (Grych et al.,
2003). Likewise, researchers are in the early stages of test-
ing the relative empirical fit of theoretically guided models
in relation to other plausible conceptual models. For exam-
ple, in testing the relative roles of child processes derived
from the emotional security and cognitive-contextual theo-
ries, Davies, Harold, and colleagues (2002) reported that
emotional security and appraisals of threat and self-blame
each played unique, mutually informative roles in under-
standing pathways between interparental conflict exposure
and child adjustment problems.

The Interplay among Risk Processes in Direct
Path Models

The most common approach to delineating pathways be-
tween interparental conflict, child response processes, and
child adjustment has been to dissect and analyze each spe-
cific form of child reactivity to interparental conflict in
isolation from the larger constellation of children’s reac-
tion patterns. However, this approach may not fully capture
the function of child response processes in direct path
models. According to the organizational perspective in de-
velopmental psychopathology (Cicchetti & Cohen, 1995),
any single form of child responding gains meaning in the
context of the larger organization of child responding
across multiple domains and levels of functioning. There-
fore, relying on methods of disaggregating and isolating the
study of a single response pattern may obscure an accurate
analysis of the meaning of any single response domain
within the larger profile of children’s behavioral, affective,
cognitive, and physiological reactivity to conflict.

Two classes of analytic approaches have proven to
be particularly valuable tools in empirically capturing
higher-order patterns of child reactivity to conflict. Vari-
able-based approaches, which examine variables and their
interrelations as the main conceptual and analytic units,
have been successfully used in explicating the interactive
interplay between multiple response domains. For example,
guided by gender socialization theory, Crockenberg and
Langrock (2001b) proposed that girls’ angry reactions to
interparental conflict have different implications for their
psychological adjustment depending on whether they expe-
rience co-occurring fear. Supporting this hypothesis, post
hoc plotting of a significant interaction between anger and
fear indicated that angry reactions to conflict were espe-
cially likely to predict girls’ internalizing symptoms when

they also exhibited fear in response conflict. However,
variable-based models do have their share of limitations,
especially in the statistical constraints of obtaining a stable
solution if the synergistic interplay among any more than
two or three variables is examined.

To remedy this limitation, researchers are increasingly
utilizing person-based approaches to capturing higher-
order patterns of child responding. Because the person or
child is the primary conceptual and analytic unit of analy-
sis, the core objective of the person-based designs is to
synthesize and integrate the study of child responding
within the holistic organization of children’s emotional,
behavioral, cognitive, and physiological responses to inter-
parental difficulties. The emotional security theory pro-
poses that there is considerable heterogeneity across
children in the strategies they use to attain and preserve a
sense of security in interparental contexts. Thus, some
children may express difficulties in attaining security by
exhibiting overt distress and avoidance, whereas other chil-
dren who are having difficulties preserving security may
intervene in conflicts. Moreover, in the conceptualization
of emotional security as a dynamic, nonlinear control sys-
tem, the meaning of morphologically identical responses to
conflict (e.g., low distress) cannot be deciphered unless
they are examined in relation to the larger constellation of
children’s responses. For example, in the context of high
levels of overt emotional reactivity and excessive regula-
tion of conflict exposure, low levels of self-reported dis-
tress may reflect an insecure strategy of suppressing
subjective threat. Alternatively, if low subjective distress
occurs in the context of well-regulated concern and low
levels of involvement and avoidance, it may be regarded as
part of a secure pattern of coping with conflict.

One approach utilized by Cummings and colleagues is
to classify children into different groups based on their
holistic pattern of responding to interadult anger across
multiple response domains, including social and emo-
tional behavior, self-reported emotional and cognitive re-
actions, and physiological functioning (E. M. Cummings,
1987; El-Sheikh, Cummings, & Goetsch, 1989). This clas-
sification process yielded three distinct higher-order re-
sponse patterns: (1) concerned children, who exhibited
well-regulated bouts of distress and signs of empathy in
response to anger; (2) ambivalent children, who experi-
enced high levels of emotional arousal typified by high
levels of positive and negative affect; and (3) unresponsive
children, who reported feeling elevated anger despite
showing no overt signs of negative affect. Whereas con-
cerned patterns of responding have been hypothesized to
evolve from warm, supportive family relationships and, in
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turn, set the stage for competent developmental trajecto-
ries, ambivalent or unresponsive profiles of responding
were thought to result from exposure to chronic family ad-
versity and increase child vulnerability to psychopathol-
ogy. Partly supporting this hypothesis, Maughan and
Cicchetti (2002) recently reported that the pathway be-
tween histories of maltreatment and child psychological
symptoms was partially mediated by children’s ambiva-
lent response patterns to background anger.

In developing a pattern-based reformulation of the
emotional security theory, Davies and Forman (2002) hy-
pothesized that there were four primary styles of child
emotional security in the context of parental conflict:
secure, insecure-preoccupied, insecure-dismissing, and
insecure-masking. Secure children, who were hypothe-
sized to have confidence in their parents to manage dis-
putes in a way that maintains family harmony, were
postulated to exhibit well-regulated concern. The confi-
dence of secure children was specifically theorized to
evolve, in part, from witnessing well-managed parental
disputes in the context of warm, cohesive interparental
and family relationships and, in turn, set the stage for
more healthy developmental outcomes. Preoccupied chil-
dren were proposed to exhibit high levels of vigilance,
anxiety, and involvement across behavioral and subjective
indices of responding. This pattern, which was proposed
to lay the foundation for negative self-perceptions and in-
ternalizing symptoms, was hypothesized to evolve from
interparental and family processes that further draw chil-
dren into interparental difficulties. Dismissing children,
who were specifically posited to downplay the conscious
experiences of threat in the interparental relationship,
were hypothesized to exhibit high levels of overt distress
but low levels of subjective distress and negative repre-
sentations (also see Kobak, Cole, Ferenz-Gillies, Fleming,
& Gamble, 1993). Downplaying the significance of inter-
parental conflict was further hypothesized to develop in
the context of disengaged interparental relations, and, in
turn, breed greater externalizing symptoms. In drawing
on adversity models in developmental psychopathology
(e.g., Shipman et al., 2000), masking children were postu-
lated to inhibit overt expressions of high levels of subjec-
tive distress in an effort to limit their salience as targets
of angry, violent, or dysregulated adults. Although mask-
ing may be regarded as adaptive for children exposed to
imminent threats to their welfare (e.g., interparental vio-
lence), this pattern was postulated to increase children’s
vulnerability to psychopathology in the long run. Initial
empirical tests have provided some promising support for

many of these predictions (see Davies & Forman, 2002,
for more details).

INDIRECT PATHWAYS AND PROCESSES IN
MODELS OF INTERPARENTAL DISCORD

Reflecting the multiplicity of pathways among risk factors,
processes, and outcomes, Path 2 in Figure 3.1 on page 89
illustrates that interparental discord can increase child
risk for maladaptive coping and, eventually, maladjustment
indirectly through its association with disruptions in par-
ent-child relationship dynamics. Although indirect effects
models share the common assumption that family and con-
textual disturbances mediate the link between inter-
parental conflict and child adjustment problems, models
vary widely in the strength ascribed to the mediational
pathways. Strong models of indirect paths, which make
more assumptions about the power of contextual processes,
postulate that parent-child relationship disturbances pro-
vide a complete explanation for why interparental discord
is related to child adjustment (e.g., Erel, Margolin, & John,
1998; Fauber, Forehand, Thomas, & Wierson, 1990; Patter-
son, DeBaryshe, & Ramsey, 1989). Thus, according to
these reductionist conceptualizations, interparental con-
flict is only indirectly associated with child psychopathol-
ogy through its covariation with parent-child relationship
processes. However, running counter to strong models, ac-
cumulating evidence supports the notion that interparental
conflict is directly associated with children’s reactivity to
conflict and adjustment problems even in the context of
parenting disturbances (e.g., Davies, Harold, et al., 2002;
Emery, Fincham, & Cummings, 1992; Frosch & Mangels-
dorf, 2001; Webster-Stratton & Hammond, 1999). Thus, at
least at this early stage of research, weak models of indi-
rect effects, which relax claims about the magnitude of in-
direct pathways, appear to provide a better representation
of research findings. Weak versions of indirect path models
specifically embrace the assumption of plurality and diver-
sity in developmental pathways by postulating that parent-
ing disturbances only partially explain the risk posed
by interparental discord to child maladjustment. Consistent
with Path 2 in Figure 3.1, the following discussion is
organized around the specific operation of parent-child dy-
namics as mediators in relations between interparental
difficulties and child maladaptive coping and psychopath-
ology. Three properties of the parent-child subsystem have
received the most conceptual attention in indirect models
of interparental and child functioning: (1) parenting or
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child-rearing practices, (2) parent-child relationship qual-
ity, and (3) coparenting relations.

Parenting Practices

Predictions regarding the mediating role of parenting in
models of interparental conflict have commonly been
rooted in the integration of the spillover hypothesis (e.g.,
Erel & Burman, 1995; Floyd, Gilliom, & Costigan, 1998)
and socialization models of parenting (Baumrind, 1971;
Maccoby & Martin, 1983). In addressing the first link in
the indirect path model of parenting, the spillover hypothe-
sis specifically posits that parental anguish, indifference,
and antipathy originally stemming from the unresolved
spousal disputes is carried over into the parental interac-
tions with children. Preoccupation, fatigue, and negative
affect emanating from marital conflict is specifically
thought to engender (1) poor behavioral management tech-
niques reflected in lax monitoring and inconsistent or
harsh discipline, (2) greater psychological control, charac-
terized by efforts to control the child through manipulation
and exploitation of the parent-child bond (e.g., love with-
drawal, guilt induction), and (3) emotional unavailability,
as evidenced by diminished responsiveness, sensitivity, and
warmth. These specific types of parenting difficulties, in
turn, are theorized to increase children’s risk for psycho-
pathology in socialization models of parenting.

Consistent empirical support for these indirect path-
ways is evident in the literature. Experimental, longitudi-
nal, and sequential analyses have shown that disruptions
in parenting increase over minutes, days, and months
following interparental conflicts (e.g., Almeida, Wething-
ton, & Chandler, 1999; Christensen & Margolin, 1988;
Davies, Sturge-Apple, & Cummings, 2004; Jouriles & Far-
ris, 1992; Kitzmann, 2000; Mahoney, Boggio, & Jouriles,
1996). Likewise, parental emotional unavailability, poor
discipline and monitoring, and psychological control have
been found to at least partially mediate the association be-
tween interparental conflict and child adjustment (e.g.,
Erel et al., 1998; Fauber et al., 1990; Gonzales, Pitts, Hill,
& Roosa, 2000; Harold, Fincham, Osborne, & Conger,
1997; Webster-Stratton & Hammond, 1999).

Even in the face of ample empirical support for the me-
diational role of parenting, the nature of the interplay be-
tween marital conflict and parenting practices is not well
understood. Little is known about whether the relative
strength of indirect pathways varies across different par-
enting dimensions. It is plausible that some types of par-
enting practices may be particularly robust mediators of

marital conflict, whereas others may hold little or no
power as explanatory processes. Supporting this possibil-
ity, the emphasis on affective processes in the spillover
hypothesis and the emotional security theory suggests that
parenting processes capturing emotional expressiveness in
parenting are particularly potent mechanisms in indirect
pathways of marital conflict (Davies & Cummings, 1994;
Grych, 2002; Margolin et al., 2001).

Questions about how and why specific parenting prac-
tices exert their effects as mediators also remain largely
unanswered. Developing a more formal and broader
model that systematically integrates theories of parenting
and marital conflict might provide a useful heuristic for
advancing this next generation of research questions and
hypotheses. In addressing the first link in the indirect
path model of parenting, theoretical perspectives on
marriage and parenting place differential emphasis on
specific processes that accompany or result from inter-
parental conflict and subsequently disrupt parenting
(Sturge-Apple, Davies, & Cummings, in press). Although
relationship perturbations, coping processes, negative af-
fect, and personality attributes have been variously dis-
cussed as possible mechanisms, little attention has been
devoted to developing precise conceptual and operational
definitions of these hypotheses and simultaneously test-
ing the relative merits of different mediating mechanisms
(see Grych, 2002). Even testing processes within a spe-
cific conceptualization is likely to be challenging. For ex-
ample, testing predictions derived from the spillover
hypothesis will require increasingly complex perspectives
on the affective processes by which interparental prob-
lems affect parenting. For example, the three-component
affective model of parenting developed by Dix (1991)
reveals that negative affect, in itself, may undermine par-
enting through multiple, distinct pathways, including
(1) amplification of negative appraisals and attributions
of child behavior, (2) constriction of attentional resources
devoted to child-rearing activities, and (3) disruption of
problem-solving abilities and facilitation of reflexive,
dysregulated response patterns. By the same token, identi-
fying the processes that account for why parenting prob-
lems in high-conflict homes increase child vulnerability
to psychological difficulties would further the next gener-
ation of research. It is likely that exposure to various par-
enting difficulties may set in motion multiple processes
within children (e.g., affective-motivational, social learn-
ing, social information processing) that ultimately serve
as more proximal causes of their psychopathology (E. M.
Cummings et al., 2000). Thus, evolving child response and
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Figure 3.4 A conceptual model of the joint interplay between
interparental conflict and parenting difficulties in predicting child
security in family relationships and psychological adjustment.
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coping patterns in parent-child and family contexts may
help to explain why parenting processes mediate associa-
tions between marital conflict and child maladjustment
(see the next section for a specific illustration).

At an even broader level, the joint influence of marital
conflict and parenting practices may not only be mani-
fested in patterns of mediation. Family systems theory un-
derscores that properties of any family subsystem (e.g.,
parent-child subsystem) may regulate properties of another
family subsystem (e.g., interparental subsystem) in nonlin-
ear ways. For example, to maintain homeostasis in the face
of growing perturbations in the interparental subsystem,
some parents may successfully attempt to offset child vul-
nerability to interparental adversity by becoming more in-
vested in supporting the child and managing their own
behavior. Thus, it is possible that some parenting practices
may actually protect or buffer children from the deleteri-
ous effects of interparental problems. Alternatively, some
parents who are experiencing distress in their relationships
with their partner may attempt to fulfill lingering intimacy
needs in the parent-child relationship through triangulation
processes (e.g., Cox et al., 2001; Grych, 2002). If this pre-
supposition is correct, it is possible that overly involved or
enmeshed parenting patterns may actually potentiate or
amplify the psychological burdens that children must
shoulder in high-conflict homes. Although these two con-
ceptual explanations generate contradictory hypotheses,
they share the assumption that parenting may actually
serve as a moderator of interparental conflict in the predic-
tion of child problems. However, parenting practices have
generally been tested as mediators in models of inter-
parental conflict, without consideration of alternative or
competing family process models (e.g., moderator models).
In the rare instances when both mediation and moderation
are tested in the same study (e.g., Davies, Harold, et al.,
2002; Frosch & Mangelsdorf, 2001), the findings do not
uniformly support the viability of mediational paths of par-
enting over moderating role or parenting.

Parent-Child Relationship Quality

Associations between individual differences in exposure to
interparental conflict and parenting practices and parent-
child relationship processes further suggest that parent-
child relationship dimensions may be vital to elucidating
indirect path models. Attachment theory is a particularly
promising conceptual tool in taking indirect path models
one step further in the specification of family process.
Central to attachment theory is the proposition that chil-
dren’s quality of attachment to caregivers mediates the link

between parental emotional availability (e.g., sensitivity,
responsiveness) and the development of normal or psy-
chopathological functioning (Ainsworth, Blehar, Waters, &
Wall, 1978; Bowlby, 1969; Cicchetti, Cummings, Green-
berg, & Marvin, 1990). Given that protection is a primary
function of the attachment relationship, variations in the
quality of attachment patterns are assumed to reflect indi-
vidual differences in the ability of the children to use the
caregiver as a haven of protection and safety (Cicchetti
et al., 1990; Colin, 1996; Kobak, 1999). However, the sub-
stantive scope of attachment theory has, at least until re-
cently, been largely confined to identifying specific
parenting (e.g., responsiveness) and child (e.g., tempera-
ment) attributes in isolation from the broader family sys-
tem (see Thompson, 1997).

To address this gap (Cowan, 1997), the emotional secu-
rity theory has postulated two channels through which at-
tachment patterns may mediate interparental conflict.
Paths relevant to addressing these pathways are illustrated
in Figure 3.4. First, as shown in Paths 2, 5, and 7 in Figure
3.4, parenting disruptions that accompany chronic inter-
parental discord may increase child psychopathology by
undermining children’s confidence in parents as sources of
protection and support. In support of part of this hypothe-
sis (i.e., Paths 2 and 5), studies have demonstrated that
parental emotional availability (e.g., sensitivity, support)
partly mediates the link between marital conflict and
child-parent attachment security (Frosch, Mangelsdorf, &
McHale, 2000; Owen & Cox, 1997). In expanding on these
findings, structural equation modeling revealed that the
mediational role of parenting difficulties in associations
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between interparental conflict and early adolescent inter-
nalizing and externalizing symptoms was further mediated
by children’s doubts about the accessibility of their parents
as support figures (Davies, Harold, et al., 2002).

Second, Paths 3 and 7 illustrate the hypothesis that ex-
posure to interparental conflict may also be associated
with child psychological problems by directly undermining
child security in parent-child relationships. Witnessing
frightening (e.g., violence, emotional volatility) and fright-
ened (e.g., submissiveness, crying) parental behavior
during interparental conflicts is specifically thought to
compromise not only child security in the interparental re-
lationship but also child confidence in parents as sources of
protection and support (Owen & Cox, 1997). Consistent
with this hypothesis, interparental conflict has been shown
to predict insecure and disorganized parent-child attach-
ment relations even after controlling for parental sensitiv-
ity and warmth (Frosch et al., 2000; Owen & Cox, 1997).

More research is needed to further elucidate associa-
tions between marital conflict and parent-child attachment.
Given some null and inconsistent findings on the relation-
ship between attachment and interparental conflict, it is
possible that interparental discord predicts attachment dif-
ficulties only under certain contextual conditions (Belsky,
1999). For example, research by Das Eiden, Teti, and Corns
(1995) indicates that the association between interparental
discord and attachment difficulties specifically emerged
when parents evidenced relational vulnerabilities (e.g.,
insecure adult attachment relations). Moreover, disentan-
gling the constellation of relationships between specific in-
terparental conflict behaviors and specific attachment
patterns may also prove useful in future research. Specifi-
cally, forms of frightening and frightened spousal behav-
iors may have different implications for how children
organize their attachment patterns. Frightened behavior
manifested in submissiveness, crying, and fear may foster
representations of the parent as incompetent and weak and,
as a result, undermine child confidence in the parent as a
source of protection and in the process lead to relatively
coherent forms of insecure attachments (e.g., avoidance,
resistance). Conversely, frightening parental behaviors
characterized by aggression and coercion may not only un-
dermine child confidence in parental support but also fos-
ter child representations of parents as sources of threat and
alarm. As a result, these children may be at specific risk
for developing disorganized attachments. In accordance
with transactional conceptualizations of development, re-
ciprocal feedback loops may exist between parent-child at-
tachment patterns and interparental relations (Byng-Hall,
1999), with specific patterns of parent-child attachment

also regulating the quality of interparental interactions. For
example, clinical observations suggest that dependency and
distress underlying resistant attachment patterns serve a
stabilizing function in some families by diverting attention
away from serious interparental problems or fulfilling inti-
macy needs of parents in disengaged marriages (Byng-Hall,
1999; Marvin & Stewart, 1990).

The conceptual model in Figure 3.4 raises other key
questions necessary to advance a comprehensive model of
emotional security. Path 4 illustrates that poor parenting
may, in itself, increase child insecurity in the context of in-
terparental difficulties. Although comprehensive tests of
this path await future research, findings from initial stud-
ies are intriguing (Davies & Forman, 2002). For example,
Hennessy, Rabideau, Cicchetti, and Cummings (1994) re-
ported that children with histories of physical abuse evi-
denced greater fear in response to simulated adult conflict
than nonabused children (see Grych, 1998, for different re-
sults). Furthermore, Paths 6 and 7 raise questions about
whether the magnitude of paths between emotional secu-
rity and children’s developmental paths vary as a function
of the context of security (i.e., interparental versus parent-
child) and the form of maladjustment (see Davies, Harold,
et al., 2002).

Coparenting Relations

A common assumption of many theoretical frameworks is
that discord between parents covaries with disruptions in
the coparenting relationship or parental abilities to sup-
port each other and work together as a team in raising the
children. For example, in the spillover hypothesis, the pro-
liferation of distress from interparental discord is not nec-
essarily limited to the parent-child subsystem abilities
(e.g., Erel & Burman, 1995; Floyd et al., 1998). In fact,
emotional difficulties with the spouse may be especially
likely to be manifested in coparenting disruptions as at-
tempts to undermine spousal authority in the family may
be a powerful way to seek retribution for perceived emo-
tional injustices stemming from the interparental relation-
ship. Similarly, the principle of interdependency in family
systems theory postulates that spousal discord reflects a
larger constellation of transactional influences with co-
parenting disturbances, as perturbations in any one sub-
system reverberate through other family relationships in a
negative reciprocal cycle (e.g., Cox et al., 2001; P. Min-
uchin, 1985). Supporting these predictions, marital con-
flict has been associated with various disruptions in the
ability of parents to jointly coordinate child-rearing activ-
ities, including disengagement, triangulation, hostility,
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and disparagement (e.g., Floyd & Zmich, 1991; Katz &
Gottman, 1996; McHale et al., 2004; Sturge-Apple et al.,
in press). Coparenting disturbances, in turn, have been as-
sociated with a wide array of child psychological problems
(Belsky, Putnam, & Crnic, 1996; Leary & Katz, 2004;
McHale, Johnson, & Sinclair, 1999) even after statistically
controlling for other family processes such as marital con-
flict and parenting practices (e.g., Jouriles, Murphy, et al.,
1991; McHale & Rasmussen, 1998; Schoppe, Mangels-
dorf, & Frosch, 2001).

Although these findings are consistent with indirect
paths between marital conflict, coparenting relationships,
and child functioning, direct, systematic tests of the medi-
ational role of coparenting have yet to be undertaken. In
the rare instances in which the predictive roles of copar-
enting and interparental difficulties have been examined
simultaneously in models of child functioning (Jouriles,
Murphy, et al., 1991; McHale & Rasmussen, 1998), statis-
tical models have primarily been utilized to evaluate the
unique, additive effects of the family predictors. Thus, ad-
vances in models of interparental conflict in the broader
family system will require more direct tests of the media-
tional interplay between interparental conflict and copar-
enting dimensions in the prediction of child coping and
functioning. Moreover, even if the mediational role of co-
parenting processes is demonstrated, it is also important to
progressively broaden the study of these indirect pathways
in the larger family system. For example, some findings in-
dicate that the mediational role of coparenting processes
may be magnified or diluted by various family and child
characteristics (e.g., McHale et al., 2002; Schoppe et al.,
2001). In drawing attention to another knowledge gap,
Path 2 in Figure 3.1 illustrates the largely untested as-
sumption that child response and coping processes may ul-
timately account for the mediating role of coparenting
relations in associations between interparental conflict
and child adjustment.

CONTEXTUAL RISK AND PROTECTIVE
MODELS OF INTERPARENTAL DISCORD

Although there is ample empirical support for both direct
and indirect path models of interparental conflict, the re-
search also indicates that there is substantial heterogeneity
in the magnitude of child coping and response processes
and parent-child relationship dynamics as mediators of in-
terparental conflict. Thus, a key question remains: Why is
there considerable diversity in these mediational pathways?
From a developmental psychopathology perspective, indi-
vidual development is regarded as operating within open

systems characterized by an ongoing transactional inter-
play between an active changing organism in a dynamic
changing context (Cicchetti, 1993; Davies & Cicchetti,
2004; Granic & Hollenstein, 2003). In applying this notion
to work on interparental conflict, a derivative hypothesis is
that individual differences in the strength of direct and in-
direct pathways will lawfully vary as a function of the
broader multilevel matrix of contextual characteristics.

Open system conceptualizations in developmental psy-
chopathology do pose a number of formidable challenges to
understanding the role of contextual processes in media-
tional pathways across multiple domains and levels of
analysis. First, there are important differences in the na-
ture and properties of contextual risk factors. For example,
in attempting to provide a parsimonious account of risk and
protection across multiple topical areas in developmental
psychopathology, Garmezy (1985) offered a tripartite
framework consisting of (1) child dispositional attributes,
including temperament, personality, and gender; (2) family
characteristics, including family climate, parenting prac-
tices, and parent psychopathology; and (3) extrafamilial
characteristics, including friendships, community, and cul-
tural characteristics.

Second, in open systems conceptualizations, contextual
characteristics can have different effects as architects of
pathways between interparental and child functioning. Fig-
ure 3.5 provides a visual depiction of four of the more
prominent roles of contextual factors in multivariate frame-
works of interparental conflict. Models 1 and 2 in Figure 3.5
illustrate that mediational pathways may best capture the in-
terplay between interparental conflict and a given contex-
tual characteristic in the prediction of child maladaptation.
Because it is often plausible to interchange interparental
conflict and many contextual characteristics in conceptual
roles as mediators of one another, precisely mapping the eti-
ological pathways remains a critical challenge. Consistent
with indirect path models, the first model proposes that
child, family, and extrafamilial attributes may reduce the
strength of direct and indirect pathways by partially mediat-
ing or accounting for the effects of interparental conflict.
Thus, alternative contextual characteristics may also serve
as mechanisms that help to explain why children exposed to
destructive interparental conflict are at greater risk for de-
veloping psychopathology. In contrast, the second model
postulates that contextual characteristics may influence
child coping and adjustment indirectly through their associ-
ations with interparental conflict. Thus, mediational path-
ways may be reversed, so that interparental problems are
more proximal mediators of contextual characteristics.
However, identifying contextual characteristics as distal risk
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Figure 3.5 Conceptual models depicting the possible interplay
between interparental conflict and contextual characteristics in
the prediction of child maladaptation.
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factors in a study of interparental conflict does not necessar-
ily relegate it to a secondary conceptual status. Rather than
falling into the reductionist trap of regarding “ the smallest
and most proximal event as the ultimate cause” (Emery
et al., 1992, p. 910) of child psychopathology, distal effects
of contextual characteristics are still regarded as playing an
integral role in understanding the genesis of child psycho-
pathology.

The final two models illustrate the possibility that medi-
ational or causal chains may fail to adequately reflect the
nature of the relationship between interparental conflict
and a particular contextual characteristic in predicting
child maladaptation. Even though the two factors may fail
to explain one another’s effects, the third model in Figure
3.5 indicates that interparental conflict and any given
contextual risk can still operate as independent predictors

In accordance with this approach, some developmental
psychopathology studies have aggregated multiple indices
of risk into a single composite based on the tacit assump-
tion that each risk factor contributes uniquely to predict
child problems in an additive ef fects fashion (Luthar, 1993;
Sameroff & Seifer, 1990). In contrast, the fourth model in
Figure 3.5 highlights an alternative possibility that the in-
terplay between interparental conflict and a given contex-
tual characteristic may not necessarily be additive in
nature. Potentiating and protective frameworks in develop-
mental psychopathology specifically postulate that inter-
parental conflict and contextual risk may interact in
multiplicative or synergistic ways. By addressing questions
of who is most and least at risk and when is the risk most or
least pronounced, these frameworks have proven to be use-
ful tools in identifying sources of variability in associa-
tions between interparental conflict and child functioning.
Potentiating factors in these models are specifically con-
ceptualized as amplifying or exponentially increasing the
risk posed by interparental conflict. Conversely, protective
factors serve to diminish or offset the deleterious effects of
interparental conflict.

Third, contextual factors in open systems may vary in
the locus of their effect in etiological pathways involving
interparental conflict and child adjustment. Incorporating
contextual characteristics into direct path models may ad-
vance an understanding of any link in the mediational
chain, including links between interparental conflict and
children’s coping and response processes or children’s cop-
ing and response processes and their developmental trajec-
tories of adjustment. In a similar fashion, contextual factors
may alter associations between interparental conflict and
parent-child relationship dynamics, parent-child relation-
ship dynamics and child adjustment trajectories, or both.

Given that contextual characteristics can vary in terms
of form, function, and the locus of effect, we organize our
following discussion around the theoretical value of distin-
guishing contextual attributes along these three dimen-
sions. Consistent with the tripartite framework developed
by Garmezy (1985), we selectively discuss how the three
classes of contextual factors (i.e., child attributes, family
characteristics, extrafamilial characteristics) may help to
advance knowledge on direct and indirect path models of
interparental conflict.

Child Dispositional Attributes

Although it is important to note that a variety of child attri-
butes may figure prominently in the variability of chil-
dren’s adaptation to interparental conflict, we selectively
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focus on three primary dimensions for the sake of illustra-
tion: gender, age, and temperament.

Child Gender

In support of a “male vulnerability” model, many initial
tests of the moderating effects of gender demonstrated that
associations between marital conflict and child maladjust-
ment were stronger for boys than girls (E. M. Cummings &
Cummings, 1988). However, a rigorous analysis of more
contemporary studies reveals that it is difficult to draw any
clear-cut, simple conclusions regarding the role of gender.
Many recent studies have produced complex and inconsis-
tent results, with large sample studies and meta-analyses
failing to find support for moderating effects (e.g., Buehler
et al., 1997; Jouriles, Bourg, & Farris, 1991). Resolving
this complexity may require greater sensitivity to the pos-
sibility that gender may operate in different ways across
levels or domains of children’s functioning. For example,
the male vulnerability model may be applicable only in the
prediction of specific forms of psychopathology (e.g., con-
duct problems). In expanding on this theme, it is also possi-
ble that girls and boys evidence comparable levels of
distress that are manifested in different ways (Davies &
Lindsay, 2001). Girls, in particular, may be especially
likely to exhibit greater distress with corresponding in-
creases in conflict hostility (E. M. Cummings et al., 1989;
Davies, Myers, et al., 1999; Grych, 1998), especially when
distress is reflected in subtle, covert channels (E. M. Cum-
mings et al., 2000). Thus, researchers would do well to de-
lineate gender-specific pathways in models that integrate
the study of children’s specific reactivity to conflict with
indices of their global psychological adjustment (Davies &
Lindsay, 2001).

Another key task facing researchers is to uncover the
wide range of developmental and socialization pathways
that lead to variability in outcomes experienced by boys
and girls in high-conflict homes. For example, the relative
susceptibility of boys and girls to marital conflict may
vary across the developmental stages of the children (Hops,
1995). Boys’ susceptibility to maladjustment, particularly
in the form of externalizing symptoms, may be stronger in
childhood than girls’. According to one biological explana-
tion, boys may have weaker neuropsychological and psy-
chobiological systems in early childhood that may serve to
potentiate the stressful effects of interparental conflict
(Emery, 1982). However, this explanation does not readily
account for findings indicating that girls may evidence
greater vulnerability to interparental discord than boys as
children progress into adolescence (E. M. Cummings &
Davies, 1994a; Davies & Windle, 1997; Hops, 1995; Pe-

tersen, 1988). According to the gender intensification hy-
pothesis (Hill & Lynch, 1983), increasing physical differ-
entiation between boys and girls during puberty sets in
motion more pressure for girls to conform to conventional
social roles of valuing close interpersonal and family rela-
tionships. In turn, this greater concern and preoccupation
with maintaining harmonious family relations may in-
crease girls’ sensitivity to interparental conflict and cause
them to react more negatively than boys (Davies & Lind-
say, 2001, 2004; Davies & Windle, 1997). Alternatively,
developmental models stress that the timing and nature of
some developmental challenges may vary by gender. For
example, girls not only perceive puberty as a more stressful
event than boys do, but they are also more likely to experi-
ence the challenge of coping with other stressful events,
such as the transition to the larger, more impersonal con-
fines of secondary school systems (Windle, 1992). Thus,
this dense temporal clustering of stressors may place undue
burdens on coping abilities and resources and exacerbate
the deleterious effects of interparental conflict for girls.

Age and Developmental Level

Although age is increasingly acknowledged as a potential
moderator in models of interparental conflict (E. M. Cum-
mings & Davies, 1994a; Grych & Fincham, 1990), it is dif-
ficult to decipher whether children in any specific age
group or developmental period are, in any broad sense, more
vulnerable to interparental conflict (Buehler et al., 1997).

Part of the challenge is that age in our process model is
conceptualized as a general marker for a multiplicity of
changes in biological and experiential processes. Accord-
ingly, different domains of functioning change in different
ways with age, with some changes resulting in greater risk
for children and others resulting in less risk. For example,
the vulnerability of preschool children to interparental con-
flict may be particularly pronounced by virtue of their dis-
positions to experience fear, self-blame, and threat in
response to conflict (e.g., Covell & Abramovitch, 1987;
E. M. Cummings et al., 1989; Davies, Myers, et al., 1999;
Jouriles, Spiller, Stephens, McDonald, & Swank, 2000),
low levels of perceived competence in coping (Cummings
et al., 1991; Grych, 1998), and limited ability to enlist cop-
ing strategies to regulate affect (El-Sheikh & Cummings,
1995). Yet, relative to older children and adolescents,
preschoolers’ lower sensitivity to adult problems, briefer
histories of exposure to interparental conflict, and weaker
disposition to mediate conflicts may serve as protective
factors that offset this risk.

Distinguishing among different forms of child malad-
justment may also be critical in specifying the moderating
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role of age. Age-related vulnerability to marital conflict
may be limited to specific forms of psychopathology
rather than generalizable to multiple patterns of sympto-
matology. For example, whereas young children may
largely express their distress in the form of externalizing
difficulties in stressful interpersonal contexts (E. M.
Cummings & Davies, 1994a), tendencies to exhibit inter-
nalizing symptoms and negative self-appraisals in re-
sponse to stress increase with age (Jouriles et al., 2000).
Thus, in the stressful context of repeated interparental
conflict, younger children may be especially likely to ex-
press their distress in the form of externalizing symptoms,
whereas older children may be increasingly prone to devel-
oping internalizing difficulties.

In the context of our process model, the moderating role
of age may vary across different parts of the mediational
pathways involving interparental conflict, children’s re-
sponse processes, and their developmental outcomes. For
example, Davies, Myers, and colleagues (1999) found that
late adolescents were significantly more likely to distin-
guish between destructive and constructive histories of
interadult conflict in their appraisals of long-term relation-
ship problems than were younger children. Likewise,
Jouriles and colleagues (2000) reported that appraisal of
self-blame was a more powerful predictor of child internal-
izing symptoms for 10- to 12-year-old children than for 8-
to 9-year-old children. Thus, the key aim may involve not
simply searching for age-specific vulnerabilities to inter-
parental conflict, but rather explicating the specific locus
of the moderating effects of age at different parts of the
multichain process models of interparental conflict.

Temperament

Several conceptual frameworks have explicitly hypothe-
sized that dimensions of temperament function as potenti-
ating and protective factors in associations between
interparental conflict and children’s coping and adjust-
ment (Davies & Cummings, 1994; Grych & Fincham,
1990). Initial empirical tests of this hypothesis have re-
vealed that dimensions of difficult temperament appear to
potentiate the risk interparental discord posed to adoles-
cents’ trajectories of psychological adjustment (Davies &
Windle, 2001). However, beyond this single study, little is
known about the nature of the multiplicative interplay be-
tween temperament and interparental conflict. Thus, ex-
amining the potential protective and potentiating effects
of temperament and other behavioral and personality dis-
positions is an important research direction, especially in
light of intriguing relations between children’s behavioral
difficulties and their adaptation to adult and marital dis-

cord (e.g., E. M. Cummings, Iannotti, & Zahn-Waxler,
1985; Davies & Windle, 2001).

As knowledge of these moderating effects accumulates,
understanding why children with certain dispositions are
more vulnerable to marital discord will also be a critical
research direction. Conceptual frameworks that articulate
the mechanisms that underlie the moderating effects of
temperament may serve as valuable guides in this area of
inquiry (Davies & Cummings, 1994; Grych & Fincham,
1990). For example, does heightened reactivity to negative
events experienced by children with difficult tempera-
ments increase their risk by magnifying their sensitization
to conflict (Grych & Fincham, 1990)? Alternatively, do
key features of difficult temperament (e.g., negative mood,
high activity, poor attention) prompt children to rely on
narrow, rigid, and maladaptive ways of coping with inter-
parental conflict (Grych & Fincham, 1990)? Or, is it possi-
ble that transactional processes are operating whereby
difficult temperaments tax the already fragile family rela-
tionships and, in turn, further fuel children’s behavioral
difficulties through exposure to greater family conflict
(Davies & Cummings, 1994; Davies & Windle, 2001)?

Family Characteristics

A principle common to both family systems theory and the
organizational perspective in developmental psychopathol-
ogy is that functioning in any one domain is defined by and
part of a broader constellation of functioning in the system
as a whole. In the family system, organization, patterning,
and regularity in the family as a whole regulates and is
regulated by the interplay among interparental, parent-
child, and coparenting subsystems (Cox & Paley, 1997;
Mikulincer, Florian, Cowan, & Cowan, 2002; P. Minuchin,
1985; S. Minuchin, 1974). Consequently, interparental
conflict styles can be usefully conceptualized as integral
components of broader patterns of boundary maintenance
(e.g., implicit rules for exchanging material and psycholog-
ical resources across family subsystems), affective func-
tioning, and relationship quality in the family, which, in
turn, may further define how children adapt to inter-
parental and family processes.

Advances in the study of family-level and triadic sys-
tems (e.g., conflict, instability, cohesion, expressiveness,
support) are proving useful in integrating the examination
of interparental conflict in a familywide model of function-
ing. For example, although McHale and Rasmussen (1998)
did not explicitly examine whether observations of family-
level perturbations mediated associations between inter-
parental and intraparental distress and child functioning,
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family perturbations did uniquely predict child aggression 3
years later even after statistically controlling for intra-
parental and interparental functioning. As another example,
Davies, Cummings, et al. (2004) used cluster-analytic meth-
ods to identify individual differences in the higher-order or-
ganization of family functioning based on the quality of
relationships in the interparental, coparental, and parent-
child subsystems. Consistent with previous work on family
systems theory (Belsky, Rovine, & Fish, 1989; Cox & Paley,
1997; Kerig, 1995; Kretchmar & Jacobvitz, 2002; Marvin &
Stewart, 1990), families fit into one of four profiles: (1) co-
hesive families, who maintained well-defined, f lexible
boundaries between subsystems that permitted access to re-
lationship resources and support while also respecting au-
tonomy; (2) enmeshed families, who experienced weak
boundaries across family subsystems and, as a result, dis-
played high levels of conflict, hostility, and psychological
control; (3) disengaged families, who experienced overly
rigid, inflexible, and distant boundaries that are manifested
in high levels of discord, hostility, and detachment across
family subsystems; and (4) adequate families, who, despite
some discord, generally exhibited healthy family function-
ing. Furthermore, in comparison to children in cohesive
families, the results indicated that disengaged and enmeshed
families exhibited greater signs of insecurity in the inter-
parental relationship concurrently and internalizing and ex-
ternalizing symptoms both concurrently and 1 year later
(also see Belsky & Fearon, 2004; O’Connor, Hetherington,
& Reiss, 1998). Although these studies lend support to the
notion that interparental conflict may exert an impact on
child mental health through its inextricable relationship with
broader configurations of family functioning, direct tests of
family configurations as intervening or mediating mecha-
nisms in associations between interparental conflict and
child maladjustment await further research.

Sibling Relations

Little is known about the joint influence of parental
conflict and sibling relationship quality on children’s ad-
justment, but the available evidence supports sibling rela-
tionships as also factoring in the effects of interparental
conflict (Dunn & Davies, 2001). Contemporaneous and
prospective relations between marital conflict and sibling
conflict and poor relationship quality are reported
(Brody, Stoneman, & McCoy, 1992; Stocker & Young-
blade, 1999). Furthermore, research has begun to address
the family (e.g., differential parental treatment, parental
hostility) and child (e.g., self-blame) processes that may
account for relationships among interparental conflict,
compromised sibling relations, and child adjustment prob-

lems (McGuire, Dunn, & Plomin, 1995; Stocker & Young-
blade, 1999).

Although the study of siblings constitutes an emerging
area of study in the interparental conflict literature, the
relatively scant literature from a process-oriented and ap-
propriately familywide perspective on this topic offers lit-
tle support for any reasonably comprehensive model for
understanding siblings as an influence in the context of in-
terparental discord. Addressing this gap, Dunn and Davies
(2001) recently presented an initial conceptualization for
indirect and direct pathways between interparental discord
and quality of sibling relations. Building on the broader lit-
erature concerning direct and indirect pathways (E. M.
Cummings & Davies, 2002), indirect pathways were hy-
pothesized to reflect links between marital discord, the
quality of both mothers’ and fathers’ relationships with
children (e.g., negativity in parent-child relationships;
more differential parent-child negativity), and quality of
sibling relationships. Direct paths were also hypothesized,
reflecting direct pathways between interparental hostility
and children’s negative relationships with their siblings
(Dunn et al., 1998).

Consistent with potentiating and protective frameworks,
other conceptualizations have cast sibling relationships as
potential protective factors in high-conflict homes. Jenkins
and colleagues (1989) reported that seeking contact with a
sibling was a commonly used strategy for children coping
with interparental conflict. E. M. Cummings and Smith
(1993) demonstrated that positive affect increased among
female siblings during exposure to adult conflict involving
the mother. In directly testing sibling relations as a moder-
ator, Jenkins and Smith (1990) reported that the associa-
tion between interparental conflict and child symptoms
was significantly weaker in magnitude for children with
good sibling relations than for children with poor sibling
relations. In fact, even the mere presence of a sibling may
buffer children from the effects of family stress (Kempton,
Armistead, Wierson, & Forehand, 1991; Sandler, 1980).
By the same token, researchers must be careful not to sim-
ply assume that siblings will uniformly serve as buffers
of interparental conflict. As a case in point, Nixon and
Cummings (1999) found that children with disabled sib-
lings reported greater distress, personal responsibility, and
impulses to intervene in family conflicts than children
without disabled siblings. Collectively, this body of re-
search generates several important questions in advancing
risk and potentiating models: Does being a recipient of pro-
tection and nurturance from a sibling largely explain why
good sibling relations buffer children from interparental
conflict? Do children incur benefits or, alternatively, psy-
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chological burdens from being the provider of safety and
nurturance for a sibling?

Parent Psychological Symptoms

Parent psychological symptoms have also been implicated
as central processes in indirect pathways of interparental
discord. However, the nature of the interplay between par-
ent psychological symptoms and interparental conflict has
yet to be clearly elucidated. Supporting additive models,
some studies have indicated that parental depressive symp-
toms and interparental discord are each independent pre-
dictors of child psychological maladjustment (Fendrich,
Warner, & Weissman, 1990; Shaw & Emery, 1987). Con-
versely, some research and theory indicate that parent psy-
chological symptoms may serve as distal risk factors that
increase child vulnerability largely through their associa-
tions with family disturbances such as interparental con-
flict (E. M. Cummings & Davies, 1994b; Cummings,
Keller, & Davies, in press). Still other work suggests that
parent psychological symptoms are more proximal risk fac-
tors that mediate interparental conflict, at least under some
conditions (Davies, Dumenci, & Windle, 1999; Downey &
Coyne, 1990; Papp, Cummings, & Schermerhorn, 2004).

Variations in the conceptual ordering of marital con-
flict and parental psychological attributes across these
studies may result from the specific expression of parental
symptoms, marital conflict, and child psychopathology.
For example, Downey and Coyne (1990) postulated that
the specific mediational interplay between interparental
conflict and parent depressive symptoms depends on
the form of child maladjustment. Whereas parent depres-
sive symptoms were specifically hypothesized to account
for links between marital discord and child internalizing
symptoms, marital discord was proposed to mediate
the links between parent depressive symptoms and child
externalizing symptoms. Supporting these hypotheses,
maternal depressive symptomatology has been shown to
mediate prospective associations between marital discord
and adolescent depressive symptoms, and marital discord
accounted for prospective associations between maternal
depressive symptoms and adolescent delinquency (Davies,
Dumenci, & Windle, 1999; also see Fendrich et al., 1990;
Shaw & Emery, 1987).

Differences in how interparental conflict is expressed
may also account for inconsistencies in mediational
interplay involving parental adjustment problems and in-
terparental conflict. In drawing on evidence that inter-
parental dysphoria is a distinct dimension of conflict
(Davis, Sheeber, Hops, & Tildesley, 2000), Du Rocher
Schudlich and Cummings (2003) specifically examined

constructive, destructive, and dysphoric marital conflict
as mediators in links between parental depressive symp-
toms and child psychological symptoms. Whereas con-
structive and destructive conflict between parents failed
to explain the risk posed by parental depressive symp-
toms, dysphoric marital conflict was a robust mediator in
associations between parental depressive symptoms and
child internalizing symptoms.

The nature of mediational pathways between marital
conflict, parental attributes, and child problems may also
depend on specific types of parental characteristics. On
the one hand, some forms of parental psychopathology may
assume a more distal role. For example, conceptual models
have consistently cast interparental conflict as a central ex-
planatory mechanism for why children exposed to parental
drinking problems experience greater psychological prob-
lems (El-Sheikh & Cummings, 1997; Windle & Davies,
1999). In support of these models, empirical evidence has
indicated that interparental conflict is a robust intervening
mechanism linking parental problem drinking to child
maladjustment (e.g., El-Sheikh & Flanagan, 2001; Keller,
Cummings, & Davies, in press). On the other hand, other
forms of psychopathology may assume more proximal
roles as mediators of marital conflict (Emery, Waldron,
Kitzmann, & Aaron, 1999). For example, in a study that ex-
amined broader constellations of parental psychological
symptoms (e.g., anxiety, hostility, depressive symptoms),
both maternal and paternal symptoms mediated associa-
tions between interparental discord and child maladjust-
ment (Papp, Goeke-Morey, & Cummings, 2004). Although
it is still premature to draw firm conclusions, one possibil-
ity is that the proximal risk posed by parental psychological
distress in models of interparental discord may become
amplified as children are exposed to progressively broader
constellations of parental emotional difficulties.

It is also possible that children’s stakes in interparental
conflict differ depending on the specific adjustment pat-
terns of the parents. For example, a recent study by Papp,
Cummings, and Schermerhorn (2004) indicated that the
multiplicative interaction between interparental discord
and maternal psychological functioning (e.g., anxiety, de-
pression) predicted child internalizing and externalizing
symptoms above and beyond the sum of the risk factors
considered singly. If specific forms of parental adjustment
do prove to be consistent moderators of interparental con-
flict, an important next step is to more precisely identify
the locus of the interaction in mediational pathways. For
example, the emotional security theory specifically postu-
lates that signs of adult psychological vulnerability, like
parental symptoms, may potentiate or prime the impact
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that exposure to interparental conflict has on children’s
concerns about their security in the interparental relation-
ship. Thus, parental depressive symptoms may amplify
associations between interparental conflict and child
psychopathology by more specifically catalyzing the threat
that interparental conflict poses for child security. Another
hypothesis derived from the emotional security theory is
that insecure children may be especially vulnerable to de-
veloping psychopathology when they also have to cope with
other sources of adversity in the family (e.g., parental psy-
chological maladjustment; see Davies, Harold, et al., 2002).

Indirect pathways between interparental conflict, par-
enting practices, and child maladjustment may also vary as
a function of parent depressive symptoms. Family systems
theory specifically postulates that family perturbations,
including parental maladjustment, may provoke subsequent
reorganizations in family functioning and function as ar-
chitects of interdependencies among interparental and
parent-child subsystems (Grych, 2002). However, precisely
how adult characteristics alter these pathways is not well
understood. Guided by risk and potentiator models, it is
plausible that difficulties regulating and containing nega-
tive spillover effects from interparental to parent-child
subsystems are amplified for parents who are already
experiencing psychosocial vulnerabilities. In support of
this hypothesis, research has suggested that associations
between interparental conflict and parenting difficulties
or paternal hostility may be especially pronounced at
high levels of maternal depressive symptoms (Davies,
Sturge-Apple, et al., 2004) or paternal violent tendencies
(Margolin, Gordis, & Oliver, 2004). Other models of devel-
opmental psychopathology caution against assuming that
inherently negative characteristics necessarily have poten-
tiating effects that are fixed across multiple contexts
(E. M. Cummings et al., 2000; Toth & Cicchetti, 1996).
Thus, under some contexts, the transmission of distress
across interparental and parent-child subsystems may actu-
ally be diluted when parents evidence specific vulnerabili-
ties (Davies, Sturge-Apple, et al., 2004).

Extrafamilial Characteristics

Larger ecological contexts in the form of culture, extended
kin networks, neighborhood quality, school climate, expo-
sure to media, and friendship and peer relations may alter
the nature and magnitude of pathways between marital
conflict and child adjustment. As Parke (1998, p. 4) noted,
“The field of family psychology is increasingly recognized
as contextualized and embedded in a set of complex
extended family, neighborhood, institutional, and cultural

systems,” and “one of the major challenges over the next
decade is to better understand the interplay between family
and other social systems.” Although the ecological context
consists of multiple possible levels of analysis (Bronfen-
brenner, 1979), the scope of our review must, of necessity,
be limited to illustrative contexts: peer, community, and
cultural settings.

Peer Relations

Supporting a social ecological model, there is now a
relatively substantial literature linking interparental dif-
ficulties to problematic peer relationships (e.g., Erel et al.,
1998; Gottman & Katz, 1989; McHale et al., 1999;
Stocker, Ahmed, & Stall, 1997; Stocker & Youngblade,
1999). Given these demonstrated links, the next step for a
developmental psychopathological and process-oriented
perspective is to identify the family (e.g., parent-child hos-
tility) and intrachild (e.g., perceptions of marital conflict;
emotional regulation) processes that mediate associations
between marital conflict and children’s peer relations
(e.g., Parke et al., 2001; Stocker & Youngblade, 1999). In
drawing on conceptualizations of internal working models
(e.g., Bowlby, 1982), the emotional security theory consid-
ers child representations of family relationships to be key
components of security that mediate relationships between
marital conflict and child socioemotional functioning in
multiple social contexts, including peer relationships
(Davies, Harold, et al., 2002). Consistent with this hypoth-
esis, Du Rocher Schudlich, Shamir, and Cummings (2004)
reported that children’s internal representations of negative
mother-child and father-child relationships mediated links
between destructive interparental conflict and their nega-
tive dispositions for hostile conflict behavior with peers.

Researchers are also facing the challenge of under-
standing the interplay between peer relations (i.e., exosys-
tem) and marital conflict (i.e., microsystem) in the larger
context of children’s developmental outcomes over time.
For example, interparental conflict may be a causal agent
responsible for the early onset of some forms of malad-
justment, whereas peer relations may play an increasingly
important role in the developmental course of problems
thereafter (Fincham, Grych, & Osborne, 1994). Moreover,
complementary conceptualizations have stressed that
peer and friendship quality may buffer children from the
deleterious effects of interparental conflict (Wasserstein
& LaGreca, 1996). In furthering a process-oriented ap-
proach, progress in this area will require specification of
models that are sensitive to the multidimensional nature
of peer relations and the various functions (e.g., mediator,
moderator) they may assume in understanding direct and
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indirect path models of interparental conflict (Parke
et al., 2001).

Community

As components of the exosystem in ecological-transac-
tional frameworks of development (Bronfenbrenner, 1979;
see also Cicchetti & Lynch, 1993; Lynch & Cicchetti,
2002), community factors (e.g., schools, neighborhood)
constitute another important dimension for understanding
the impact of interparental conflict on children. For exam-
ple, Jenkins and Smith (1990) reported that community re-
lations and activities such as positive recognition for
school or extracurricular activities and the presence of
close relations with extrafamilial adults (e.g., teachers)
served as protective factors in associations between mari-
tal discord and child psychological symptoms. Although
there has been very limited work on identifying the role
that community factors play in models of interparental con-
flict, some promising research directions are evident. For
example, one area of recent activity has been the examina-
tion of community violence as an ecological context for in-
terparental conflict and violence. Community violence and
aggression in the home have been linked to similar distur-
bances in coping and adjustment among children (Kitz-
mann et al., 2003; Lynch & Cicchetti, 2002; Margolin &
Gordis, 2000). Given that community and family violence
are theorized to be complexly interrelated in affecting chil-
dren (Lynch & Cicchetti, 2002; Margolin & Gordis, 2000),
future research is needed to understand the nature of the
joint effects (e.g., additive, multiplicative, mediational) of
community and marital disturbances on child development
(e.g., Forehand & Jones, 2003).

Culture

Little is known about interrelations between marital conflict
and children’s coping and adjustment beyond White, mid-
dle-class U.S. or European samples (Depner, Leino, & Chun,
1992; Gonzalez et al., 2000; Parke & Buriel, 1998). Because
the effects of interparental conflict on children have rarely
been considered across diverse cultural or ethnic groups,
questions remain regarding the cross-cultural applicability
of relations between marital and child functioning. At one
level, ethnicity has often been treated as a rough proxy for
culture. Support for ethnic specificity in spillover of family
stress is evidenced by stronger associations between family
stress and family conflict in Caucasian families than in His-
panic families (Barrera, Li, & Chassin, 1995). On the other
hand, tests of direct and indirect path models of inter-
parental conflict are remarkably similar across studies that
have independently utilized samples of predominantly Cau-

casian, middle-class samples and samples of multiethnic,
low-income families (Fauber et al., 1990; Gonzalez et al.,
2000; Grych, Fincham, et al., 2000; K. M. Lindahl & Malik,
1999; Tschann et al., 2002), thereby failing to support the
hypothesis that ethnicity may protect children from the ef-
fects of marital conflict.

At another level, cross-cultural research may provide an
especially revealing test of culture as a potentially powerful
moderator of relations between marital conflict and chil-
dren, given the likely amplified differences in ecological
contexts (e.g., differences at the level of the macrosystem).
For example, although parental and neighborhood processes
are regarded as key factors contributing to relatively high
rates of violence among Latin American children, adoles-
cents, and young adults (Yunes & Zubarew, 2001), little
research has been directed toward understanding marital
and family processes in Spanish-speaking, Latin American
families. In a rare study comparing responses of U.S. and
Latin American children to marital conflict, E. M. Cum-
mings, Wilson, and Shamir (2003) found considerable cross-
cultural similarities in child adaptation to conflict, as evi-
denced by links between interparental conflict and child
maladjustment and child reactivity to variations in marital
conflict resolution. At the same time, culture moderated the
amplitude of some relationships, with the pattern of findings
suggesting that Chilean children were more sensitive to mar-
ital discord than U.S. children. Although these differences
were small, one interpretation is that children’s emotional
security may be more closely tied to interparental discord in
the collectivistic Chilean culture. Recent comparisons of
responses of U.S. and Israeli kindergartners to analogue
presentations of resolved and unresolved marital conflicts
have also revealed many cross-cultural similarities in child
reactions to marital conflict, especially in their sensitivity
to escalating conflicts (Shamir, Cummings, Davies, &
Goeke-Morey, in press). At the same time, the findings for
resolved and unresolved conflicts supported the notion that
U.S. children weight conflict resolution more heavily than
Israeli children. Although further research is needed before
drawing any conclusions, an intriguing interpretation is that
variation in the geopolitical context accompanying the
Israeli-Palestinian conflict may have contributed to these
cultural differences.

DEVELOPMENT OVER TIME IN CONTEXTS
OF INTERPARENTAL CONFLICT

Although models of direct and indirect pathways in the con-
text of risk and protective factors underscore the dynamic
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nature of developmental processes, the value of develop-
mental psychopathology cannot be fully realized without
embedding the study of maladaptation within broader de-
velopmental windows than a single snapshot or narrow
temporal clip. As illustrated in Path 5 of Figure 3.1, devel-
opmental models involve understanding the changing chal-
lenges and capacities of children in the context of shifting
constellations of risk and protective factors over successive
developmental periods.

The Timing and Duration of Adversity

Even though the majority of studies have tacitly treated in-
terparental conflict as a static, stable trait, a developmental
perspective considers risk factors, such as interparental
conflict, as potentially dynamic processes (Fincham et al.,
1994). In drawing attention to the temporal dimension of
risk and protection, Cicchetti and colleagues distinguish
between transient and enduring risk and protective factors
in their developmental models (Cicchetti, 1989; Cicchetti &
Toth, 1995). Whereas transient factors reflect relatively
short-term, temporary states, enduring factors have rela-
tively protracted life spans that can potentially last over pe-
riods of years. Because different couples face unique arrays
of dispositions, challenges, and stressors, it is likely that
there is considerable interfamilial variability in the endur-
ing or transient nature of interparental conflict. Thus, draw-
ing from literature on parental psychopathology (e.g.,
Seifer, 1995), one hypothesis is that the degree of risk posed
by interparental conflict is a direct function of the chronic-
ity of the parents’ problems. At the same time, the enduring
bouts of interparental discord may not be universally more
powerful than transient bouts of conflict in predicting child
problems, especially if transient conflicts are reflecting se-
vere forms of destructive conflict (e.g., violence).

Variations in the developmental timing of the risk factor
may also be associated with lawful differences in child
adaptation and maladaptation. Thus, age differences in
susceptibility to the effects of interparental conflict may
reflect the operation of sensitive periods, a process in
which specific environmental influences become particu-
larly acute within certain windows of development.
However, despite its conceptual appeal in developmental
psychopathology, the concept of sensitive periods has
rarely been implemented in the study of children’s adapta-
tion to interparental conflict. Thus, it can be hypothesized
that the stress of living with chronic interparental conflict
may more easily overwhelm adolescents, who, by virtue of
their unique developmental status, experience (1) greater
interpersonal sensitivity to family adversity, (2) a number

of challenging developmental tasks (e.g., autonomy from
parents, establishment of romantic relationships, identity
development), and (3) peak occurrence of stressful life
events (Buchanan, Maccoby, & Dornbusch, 1991; Davies
& Windle, 2001; Gelfand & Teti, 1990). Alternatively, it
is plausible that the emerging dimensions of interpersonal
understanding (e.g., concerns about safety and vulnerabil-
ities of parents) in conjunction with relatively limited cop-
ing repertoires and support networks of young children
may magnify the deleterious impact of interparental con-
flict (Cicchetti et al., 1990).

Developmental Periods

Building on the concept of sensitive periods, development
can be further conceptualized as a series of developmental
challenges that emerge as prominent at a given period and
remain important throughout an individual’s lifetime (Cic-
chetti, 1993). Because these developmental challenges con-
stitute a period of normative transition for most, if not all,
individuals and require significant reorganization in func-
tioning, some level of change and discontinuity is expected
by definition (Graber & Brooks-Gunn, 1996). At each de-
velopmental stage, individuals are faced with resolving a
number of significant tasks across multiple domains of
functioning. For illustrative purposes, Table 3.1 provides
an overview of some developmental challenges from birth
through adolescence (Cicchetti, 1991; Sroufe & Rutter,
1984). Given that these tasks are already challenging in
themselves, their successful resolution may be particularly
sensitive to the effects of risk and protective factors.

Integrating developmental challenges within risk mod-
els, Graber and Brooks-Gunn (1996) posited that transi-
tion-linked turning points, which are characterized by
significant life events in the context of challenging periods
of reorganization and transition, have a particularly en-
during impact on subsequent development. Further apply-
ing these concepts to models of interparental conflict, the
emotional security theory specifically postulates that pro-
longed concerns about emotional security in family
relationships (e.g., interparental, parent-child) requires
considerable expenditure of biopsychosocial resources
necessary to regulate attention, affect, thought processes,
and action tendencies. Diminished reserves of energy, in
turn, are theorized to disrupt children’s abilities to mar-
shal physical and psychological resources necessary to
successfully resolve stage-salient tasks. Thus, in this pro-
cess, concerns about security are thought to broadly facil-
itate psychological maladaptation by disrupting children’s
abilities to meet developmental challenges (Davies & For-
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man, 2002; Davies, Harold, et al., 2002; Thompson &
Calkins, 1996). In accordance with the orthogenetic prin-
ciple (Cicchetti, 1993), the emotional security theory fur-
ther postulates that interparental conflict may ultimately
increase long-term patterns of maladaptation by disrupt-
ing children’s abilities to resolve contemporaneous devel-
opmental challenges. Through the process of hierarchical
motility, old psychological characteristics and structures,
though not evidencing a one-to-one correspondence with
new forms of functioning, are specifically carried over
and incorporated into evolving new structures over time

(Cicchetti & Cohen, 1995). Consistent with this notion,
early emerging difficulties with emotion regulation and
working models of family relationships among toddlers
from high-conflict homes may disrupt children’s abilities
to successfully resolve the task of developing peer rela-
tionships in childhood and romantic relationships in ado-
lescence (Amato & Booth, 2001).

Developmental Trajectories

Conceptualizing development as guided by the transactions
between a multifaceted, changing child and the multilay-
ered, dynamic context, developmental psychopathology
frameworks commonly assume that there are multiple, di-
verse developmental trajectories of child adjustment.
Metaphors enlisted to represent the multiplicity of path-
ways in development commonly include a branching tree
(Sroufe, 1997) and branching railroad tracks (Bowlby,
1973). Following the branching tree metaphor, normal de-
velopment can be understood in terms of growth close to
the trunk of the tree, whereas abnormal development is re-
flected in branches growing farther from the tree. Thus,
disorder is defined by successive and changing patterns of
deviation from normality resulting from the interplay be-
tween intra- and extraorganismic processes rather than
something that solely resides as a static intrapersonal trait
(Sroufe, 1990). Moreover, although it is more difficult to
reclaim normal trajectories of development as individuals
progressively continue along maladaptive pathways, change
is always possible, and individuals may fluctuate between
normal and abnormal development over time.

Accordingly, solely focusing on continuity of develop-
ment limits the ability to identify dynamic changes in child
functioning, whereas exclusively tracking discontinuity
may underestimate continuities reflecting processes by
which current functioning builds on past functioning.
Moreover, there are multiple levels of continuity and dis-
continuity (see Caspi & Bem, 1990). For example, homo-
typic continuity reflects the expression of similar behaviors
or attributes over time, whereas heterotypic continuity is
characterized by coherence in underlying organization or
meaning of behaviors over time. In reflecting another form
of continuity, the operation of hierarchical motility in
which processes of past organization are carried over into
qualitatively new systems may serve to progressively limit
possibilities for future change over time (i.e., canalization;
Gottlieb, 1991; Waddington, 1957). Likewise, even broad
concepts reflecting change and discontinuity indicate that
there are many possible pathways to normal and abnormal
development. As we noted earlier, multiple pathways may
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TABLE 3.1 Developmental Challenges Faced by Children from
Infancy through Adolescence

Developmental
Period Stage-Salient Challenges

Infancy Modulation of arousal
Physiological regulation
Harmonious, synchronous interactions with
caregivers
Secure attachments with primary caregivers
Interpersonal trust

Toddler Awareness of self as distinct
Exploration of social and object worlds
Emotion regulation and management
Awareness and responsivity to standards
Mastery, persistence, and problem solving
Autonomy
Sociability
Understanding of internal emotion states of others

Preschool Flexible self-control
Self-reliance
Initiative
Awareness of social roles
Gender role development
Establishing effective peer relations
Empathy and prosocial behavior

Childhood Social understanding (equity, fairness)
Gender constancy
Same-sex friendships
Peer relations and reputation
Sense of industry (competence)
Social agency
School adjustment
Internalization of standards of conduct

Adolescence Flexible perspective taking
Abstract thinking
Moral reasoning
Reconciling ideal world with real world
Loyal same-sex friendships
Establishing romantic relationships
Balancing emotional autonomy with relatedness to
parents
Identity development
Interpersonal intimacy
Sexuality
Risk management (e.g., substance use, sexual
promiscuity)



merge to lead to similar outcomes (i.e., equifinality), or
similar pathways at one point in time may diverge into very
different outcomes (i.e., multifinality).

However, the pathways model is relatively new and
leaves many questions for future research on interparental
discord and child development. At a minimum, prospective
longitudinal research is essential to begin to identify path-
ways of development. For example, retrospective research
designs readily overestimate causal relations between pre-
dictors and outcomes (Cowan et al., 1996). Longitudinal
research designs based on multiple times of assessment are
relatively rare in the study of relations between inter-
parental discord and child development (Grych & Fincham,
2001). The identification of trajectories of development at-
tributed to interparental discord is complicated by the fact
that marital conflict is only one of the many possible risk
or compensatory influences on children’s development, as
reflected by assumption of an ecological transactional
framework (Cicchetti & Lynch, 1993).

FUTURE RESEARCH DIRECTIONS

Throughout our discussion of current theory and research,
we have attempted to address specific substantive gaps in
the literature and their implications for future research.
However, it is also important to step back and contemplate
broader thematic issues to formulate an integrative agenda
for future research. Toward this goal, the remainder of this
chapter is devoted to sketching some rough empirical blue-
prints for future research.

Multilevel, Multivariate Models of
Interparental Conf lict

The past decade has witnessed unprecedented progress in
advancing more complex, multivariate models of inter-
parental and child functioning that increasingly consider
the interplay among multiple factors and interrelationships
over time in identifying the causal processes that underlie
child development (Davies, Harold, et al., 2002; Harold,
Shelton, Goeke-Morey, & Cummings, 2004). The ultimate
goal of the research program over the past decade has been
to characterize how and why, and for whom and when,
interparental conflict is associated with greater risk
for psychological problems (E. M. Cummings & Davies,
2002). Although substantial progress has been made in
empirically testing direct and indirect path models of inter-

parental conflict, the general failure to simultaneously ex-
amine these pathways raises important questions about how
they might jointly operate in accounting for associations
between interparental conflict and child maladjustment.
Moreover, our integration of risk and protective frame-
works within a broader ecological-transactional model
generates unanswered inquiries about the nature of the in-
terplay between interparental conflict and the multidimen-
sional, multilayered constellation of contextual factors
(e.g., familial, ecological, child). Thus, to advance a well-
articulated account of pathways of interparental conflict in
a biopsychosocial matrix, explicating the joint effects of in-
terparental conflict and other contextual factors within
mediator, moderator, and additive models will remain a
central undertaking in future research (Baron & Kenny,
1986; Holmbeck, 1997, 2002).

In further broadening the scope of inquiry, greater con-
ceptual and methodological sophistication will also be
needed to fully capture the heterogeneity and diversity
across individuals and development in the nature, opera-
tion, and sequence of processes underlying pathways be-
tween interparental conflict and child adjustment. On the
one hand, moderator models provide a useful tool for iden-
tifying the intra- and extraorganismic characteristics that
increase and decrease the vulnerability of children from
high-conflict homes. Yet, at this relatively early stage of
research, simply ending the inquiry at cataloguing the mod-
erating effects of a particular attribute is conceptually un-
satisfying without seeking to understand why individuals
with certain characteristics or experiences evidence
greater vulnerability. Addressing the question of why some
individuals are more or less vulnerable to interparental
conflict will require that moderator effects be followed up
with specific applications of mediator models. For exam-
ple, after identifying that adolescent girls exhibited signifi-
cantly greater vulnerability to interparental conflict than
their male counterparts, Davies and Lindsay (2004) sought
to identify why adolescent gender moderated interparental
conflict. Consistent with predictions derived from the gen-
der intensification hypothesis (Davies & Lindsay, 2001;
Hill & Lynch, 1983), the results indicated that girls’
tendencies to experience greater levels of communion
partially accounted for their greater vulnerability to inter-
parental conflict. Such designs have the potential to
provide broader conceptual and analytic blueprints for
identifying the more proximal processes that explain why
the impact of interparental conflict on children varies as a
function of extrafamilial, familial, or other child attributes
(also see Barrera et al., 1995).
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On the other hand, the modest to moderate magnitude
of mediational pathways in many family process models
underscores the importance of identifying sources of
individual differences in mediating processes. Thus, sup-
plementing mediator tests with moderator analyses will
likely prove useful in identifying the specific child, famil-
ial, and extrafamilial characteristics that may magnify or
diminish the strength of mediational pathways (see Path 4
in Figure 3.1). For example, the emotional security theory
postulates that the nature and strength of mediational
pathways between interparental conflict, child emotional
insecurity, and child maladjustment vary depending on
the operation of processes in the larger family system
(e.g., instability, cohesion, expressiveness). In supple-
menting tests of the mediation with moderator analyses at
each link in the mediational chain, recent research sup-
ported these predictions by demonstrating that forms of
family adversity were potentiating factors and forms of
family harmony were protective factors in these media-
tional pathways (Davies, Harold, et al., 2002). Taken to-
gether, newly emerging research questions will challenge
researchers to specify more complex blends of moderator
and mediator models (Baron & Kenny, 1986; Kerig, 1998;
Sturge-Apple et al., in press).

By the same token, these complex variable-based ap-
proaches often require extremely large sample sizes to ob-
tain reliable estimates of parameters. Therefore, some of
these statistical applications may not be feasible for re-
searchers. Moreover, given that variable-based approaches
are specifically designed to chart the average expectable
relations between family processes and child adaptation,
they run the risk of failing to sufficiently distinguish and
capture the integrity and uniqueness of individual dimen-
sions of family and child functioning. Because identifying
individual differences in the organization of intraindivid-
ual and child functioning is a central aim in developmental
psychopathology (Cicchetti & Rogosch, 1996; Richters,
1997), a complementary methodological direction is to ex-
pand and refine strategies for capturing the larger organi-
zation of child and family functioning at a pattern-based
level. Specifically, future research may be able to fruit-
fully build on the foundational application of pattern-based
measurement batteries (e.g., observational coding) and an-
alytic models (e.g., latent class, cluster, or q-factor analy-
ses) for identifying organizational patterns at the family
level of functioning (e.g., Belsky & Fearon, 2004; Davies,
Sturge-Apple, et al., 2004; P. K. Lindahl, 2001; O’Connor
et al., 1998), child coping (E. M. Cummings, 1987; Davies
& Forman, 2002; El-Sheikh et al., 1989), and child adjust-

ment (e.g., Grych, Jouriles, Swank, McDonald, & Nor-
wood, 2000).

Protection, Resilience, and Competence

A trade-off of the predominant empirical focus of identify-
ing the negative psychological sequelae of children from
high-conflict homes has been the relative neglect of the
study of children who manage to develop normally or even
thrive in the face of interparental adversity (E. M. Cum-
mings & Davies, 1994a). Thus, a broad recommendation
for future research is to more fully complement the models
of risk and vulnerability with the study of protection and
resilience. Fully integrating the study of interparental con-
flict in frameworks of resilience and protection will hinge
on corresponding challenges of precisely identifying inci-
dences of resilience and the underlying factors and
processes that account for child adaptation in high-conflict
homes. In identifying resilient individuals, conceptualiza-
tions and assessments must be able to capture the dynamic
nature of resilience, with particular recognition that some
resilient children may experience bouts of considerable
problems over time (Luthar & Cicchetti, 2000). Conclu-
sions about resilience must also be sensitive to the multidi-
mensional nature of resilience, as some children may
demonstrate competence in some domains but psychopath-
ology in other domains (Kaufman, Cook, Arny, Jones, &
Pittinsky, 1994; Luthar, 1991).

After successfully meeting the challenge of identifying
resilient individuals from high-conflict homes, the next
step is to further delineate the protective factors and mech-
anisms that contribute to child competence despite expo-
sure to destructive interparental conflict. Taxonomies that
distinguish between various forms of protective effects are
valuable tools in precisely characterizing how a given fac-
tor might contribute to adaptation (Luthar, 1993; Luthar &
Cicchetti, 2000; Luthar et al., 2000). For example, an ame-
liorative protective ef fect diminishes, but does not com-
pletely offset, the potency of the vulnerability associated
with interparental conflict. Conversely, a neutralizing pro-
tective ef fect is even more pronounced in the sense that
marital conflict is benign at high levels of the protective
factor. Thus, associations between interparental conflict
and child psychological problems, which are robust at low
levels of the protective factor, actually evidence a negligi-
ble relationship at high levels of the protective factor. Al-
ternatively, enhancing protective ef fects occur when higher
levels of interparental conflict are actually associated with
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less symptomatology (or better adjustment) despite having
harmful effects at low levels of the protective factor.

Although the search for protective factors has pro-
ceeded as if the concept were synonymous with inherently
positive characteristics, adverse or stressful factors can
also have protective effects in models of interparental
conflict. Challenge models, which follow the assumption
that growth results from adversity, specify that stressful
conditions, especially in small or moderate doses, may
actually have “steeling effects” that serve to enhance
coping and adjustment and inoculate individuals against
subsequent psychological insult (Garmezy, Masten, &
Tellegen, 1984; Rutter, 1987). By extension, exposure
to destructive interparental conflict may trigger children
to develop more effective skills for coping and adjust-
ing to adversity if bouts of conflict are relatively infre-
quent. However, in spite of robust analogues in medicine
(e.g., vaccines), little attention has been paid to this possi-
bility in the interparental literature.

Specification of Process: Multiple Levels of Analysis

Although current conceptualizations and future theoreti-
cal refinements will continually challenge researchers to
build on existing measures and analyses of children’s
emotional, social-cognitive, behavioral, and coping reac-
tions to interparental conflict (Cummings et al., 2001), it
is also important to note that several domains of risk
processes are virtually unstudied. For example, very little
is known about the physiological, neurobiological, and
neuropsychological functioning of children from high-
conflict homes (see “Diversity in the Operation of Risk
Processes in Direct Path Models” section for more de-
tails). Corresponding gaps in knowledge also exist in the
consideration of child functioning in the context of suc-
cessive developmental or stage-salient tasks. Accordingly,
a key challenge is to integrate these multiple systems of
child functioning within theories and empirical tests
of child coping and adjustment (e.g., El-Sheikh, 1994;
El-Sheikh et al., 2001; Katz & Gottman, 1997). For exam-
ple, in the emotional security theory (Davies, Harold,
et al., 2002), managing concerns about emotional security
requires considerable expenditure of biopsychosocial re-
sources (e.g., attention, physiological resources, affect,
thought processes, actions). Difficulties preserving secu-
rity are theorized to alter and disrupt children’s capaci-
ties to marshal physical and psychological resources and
maintain homeostasis through efficient resource alloca-
tion. Thus, consistent with other models of family discord
(e.g., Cicchetti & Rogosch, 2001a, 2001b), child concerns

about insecurity in homes marked by discord or violence
are posited to be accompanied by irregularities in neuro-
biological and neuropsychological functioning and reac-
tivity to subsequent stress. As part of this constellation of
difficulties in resource regulation and allocation, children
experiencing difficulties with insecurity may not have
sufficient resources to successfully resolve significant de-
velopmental tasks and goals.

Future research will also need to develop strategies for
simultaneously examining multiple levels of analysis in
children’s response processes. As we have seen, pattern-
based approaches to studying children’s higher-order pat-
terns of coping and emotional security offer promise in
understanding how child coping processes contribute to the
development of psychopathology in high-conflict homes
(E. M. Cummings, 1987; E. M. Cummings & Cummings,
1988; Davies & Forman, 2002; El-Sheikh et al., 1989;
Maughan & Cicchetti, 2002). As the field advances, inclu-
sion of multiple risk processes in models of interparental
conflict will also permit tests of the relative viability of
child coping and responses to interparental conflict derived
from alternative theories. Over a decade ago, Fincham and
colleagues (1994) cogently argued that testing process
models in relation to alternative hypotheses derived from
other conceptualizations provides significantly more con-
ceptual yield than testing predictions in relation to the null
hypothesis. Yet, despite this call, virtually no studies have
simultaneously compared the efficacy of risk processes
generated from different theories (Davies, Harold, et al.,
2002). With the unprecedented theoretical advances in the
area over the past decade, the urgency of testing the rela-
tive efficacy of different risk processes in future studies
cannot be understated.

Interparental Conflict and Child Functioning in
Abnormal Contexts

Guided by the assumption that little is known about risk in
normal community families, Cowan and colleagues (1996,
p. 31) aptly noted, “The frequency of distress in nonclini-
cal families is (unfortunately) large enough to justify con-
certed attempts to apply risk paradigms to studies of
normal family adaptation.” Although this conclusion is ap-
plicable to many areas of developmental psychopathology,
the opposite state of affairs actually exists in the inter-
parental conflict literature. Rather than advancing devel-
opmental psychopathology models of interparental conflict
through primary inclusion of high-risk samples, studies
have overwhelmingly relied on community samples. Con-
sequently, little is known about whether similar or differ-
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ent processes and pathways involving interparental and
child problems that have been identified in community
samples operate for families who are experiencing consid-
erable adversity or vulnerability. For example, although
children exposed to severe interparental violence are as
much as 7 times more likely to exhibit significant psycho-
logical problems than are children in the general popula-
tion, progress in identifying processes and pathways
underlying the exposure to interparental violence has been
slow. Because little is known about how and why inter-
parental violence increases child vulnerability to psycho-
pathology, future research would do well to identify the
unfolding mediating mechanisms and the potentiating and
protective conditions that shape the multiplicity of path-
ways underlying associations between interparental vio-
lence and child maladjustment (Kitzmann et al., 2003). In
supporting a broader foray into high-risk processes, inclu-
sion of parent and child psychological problems in models
of interparental conflict does appear to alter some process
relationships between interparental and child functioning
(e.g., Davies & Windle, 2001; Emery et al., 1999; Papp,
Cummings, et al., 2004). However, because these studies
have predominantly examined individual differences in
psychological adjustment indices in normal or well-func-
tioning samples, how interparental conflict processes oper-
ate across a broad spectrum of risk and clinical disorder is
still not known.

Transactional Relationships between
Interparental and Child Functioning

Although developmental psychopathology strongly empha-
sizes the active role of the child in the dynamic trans-
actional interplay between the child and interpersonal
contexts (Zigler & Glick, 1986), unidirectional designs
continue to be geared toward understanding the impact of
interparental conflict on child functioning (E. M. Cum-
mings & Schermerhorn, 2003). Child effects models are
thus crucial for understanding the dynamics of family
processes as influences on child development. Research has
long demonstrated that children respond to marital conflict
with apparently agentic behavior, that is, mediation or
other attempts to reduce marital conflict (e.g., J. S. Cum-
mings et al., 1989). Children’s coping with marital con-
flict, including perceived control and effortful behavior
toward regulating the conflict, has been advanced as possi-
bly ameliorating the effects of marital conflict on children
(Kerig, 1998, 2001; Rossman & Rosenberg, 1992).

However, due to the paucity of work on whether forms
of child reactivity do more than help children feel more se-

cure about marital conflict, little is known about whether
children’s perceptions of agency or effortful behavior re-
late to changes in interparental conflict over time. To ad-
dress this knowledge gap, Schermerhorn, Cummings, and
Davies (in press) reported that interparental conflict was
not only concurrently linked with children’s perceived
agency as predicted by the emotional security theory, but
perceived agency also predicted declines in interparental
conflict over 1 year (E. M. Cummings & Davies, 2002;
Davies & Cummings, 1994).

In another study, bidirectional analyses between adoles-
cent adjustment and marital discord revealed that adoles-
cent symptomatology predicted reductions in interparental
conflict over time, whereas interparental conflict was
associated with subsequent increases in adolescent symp-
tomatology (Schermerhorn, Goeke-Morey, Mitchell, &
Cummings, 2004). Given these promising findings, sys-
tematically tracing transactions between children and in-
terparental conflict is likely to be a central direction for
future research.

Charting Developmental Pluralism in the Context
of Interparental Conflict

The increasing use of longitudinal designs over time will
permit greater f lexibility in charting the nature, correlates,
origins, and sequelae of individual differences in develop-
mental pathways in models of interparental conflict. Al-
though it is important not to understate the advantages of
well-designed cross-sectional and short-term longitudinal
studies for many important research questions (Rutter,
1994), these designs cannot readily examine a central aim
of developmental psychopathology: identifying interindi-
vidual differences in developmental pathways over time.
Rather, reliably charting individual differences in slope,
starting points, and end points of children or family trajec-
tories will require future longitudinal research to contain a
minimum of three repeated measures of key constructs
(Willett, Singer, & Martin, 1998). For example, using mul-
tiwave data in analytic techniques such as hierarchical lin-
ear modeling and latent growth models will specifically
permit researchers to examine how interparental conflict
processes factor into understanding the nature, origins,
correlates, and sequelae of individual differences in child
adjustment trajectories (e.g., E. M. Cummings et al., 2001;
Windle, 2000). Moreover, even more recent analytic mod-
els no longer make the tacit assumption that individual
differences in developmental pathways are continuously
distributed around a single trajectory of functioning over
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time. Instead, such techniques as latent class growth analy-
sis are specifically designed to parsimoniously identify the
number and nature of distinct developmental trajectories of
functioning and, as a result, permit analyses of the an-
tecedents, correlates, and sequelae of these trajectories
(Muthen & Muthen, 2000; Shaw, Gilliom, Ingoldsby, &
Nagin, 2003). Thus, these analytic tools are likely to be
particularly valuable in beginning to elucidate the interplay
among interparental risk factors, risk processes, and multi-
ple trajectories of child functioning.

Prevention and Public Policy Implications

The developmental psychopathology perspective, with its
emphasis on relationships between pathways of develop-
ment and adjustment, provides a clear conceptual rationale
for advocating for prevention as an alternative to interven-
tion for children’s adjustment problems due to marital dis-
cord (Cicchetti & Cohen, 1995; E. M. Cummings et al.,
2000). Also advocating for prevention approaches, prob-
lems of interparental discord are likely to be much more
amenable to positive influence before the conflict process
becomes escalated and highly negative (E. M. Cummings &
Davies, 1994a). However, it is essential that optimal pre-
vention efforts be closely informed by research, including
the latest findings on marital conflict from the perspective
of the children. Our literature review indicates that a rela-
tively comprehensive process-oriented model for marital
conflict and its effects on children and families, grounded
in etiological theory, is available and merits careful consid-
eration in formulating prevention and intervention direc-
tions. Although programs for enriching and enhancing
marriages, especially premarital programs for new mar-
riages, are widespread and have been proposed at least since
the 1930s, there has been little inclusion of research-based
conclusions or systematic and long-term evaluation of pro-
gram effectiveness in most community-based programs.

The most extensively documented program for couples
is the Prevention and Relationship Enhancement Program
(Markman & Floyd, 1980), based on the notion that cou-
ples’ deficits in communication and conflict resolution
skills lead to marital distress (Markman, Jamieson, &
Floyd, 1983). Although evidence for positive effects has
accumulated (Markman, Renick, Floyd, Stanley, &
Clements, 1993), support is not consistently found (van
Widenfelt, Hosman, Schaap, & van der Staak, 1996), find-
ings are relatively modest in long-term follow-ups, and im-
plications for children are not evaluated. Other programs
have addressed marital conflict issues in familywide psy-

choeducational programs (e.g., Positive Parenting Pro-
gram; Sanders, Markie-Dadds, Tully, & Bor, 2000), but
programs focusing on marital conflict and children have
been minimally informed, at best, by the comprehensive
model for processes and pathways associated with child
maladjustment outlined in the present review. Programs
have also been designed for interparental conflict and chil-
dren, but primarily for children of divorce (Pedro-Carroll
& Cowen, 1985; Shifflett & Cummings, 1999; Stolberg &
Mahler, 1994), with rare exceptions (see Lindsay, Davies,
& Pedro-Carroll, 2001). Finally, more rigorous tests of pro-
grams in this area are also needed, including random
assignment to groups, treatment fidelity assessments, man-
ualization of programs, adequate control groups, and long-
term follow-ups concerning the effects on both parents and
the children.

From a public policy perspective, translating research
findings into viable prevention programs holds great prom-
ise in helping families and children. Efficacious preven-
tion efforts have the potential to reach far more families
than traditional clinical services in a more economically
efficient manner. Moreover, given that it is more difficult
for individuals to reclaim normal trajectories of develop-
ment with longer histories of maladaptive experiences,
prevention programs or, minimally, early intervention pro-
grams have greater potential to yield more positive out-
comes than programs that target families with severe or
chronic problems.

CONCLUSION

In conclusion, the emergence and growth of developmental
psychopathology as a science over the past 2 decades has
been accompanied by advances in the interparental conflict
literature toward identifying the unfolding pathways be-
tween interparental characteristics, risk processes, and
children’s outcomes in the broader context of biopsychoso-
cial factors. Developmental psychopathology, with its orig-
inal armamentarium of concepts and principles (e.g.,
multiple pathways, risk and protective frameworks, multi-
level processes), has been a central heuristic for a second
generation of research designed to identify the moderating
conditions and mediating mechanisms underlying the vul-
nerability of children from high-conflict homes (Margolin
et al., 2001). Our attempt to further situate the study of in-
terparental conflict within developmental psychopathology
also illustrates the need for new research directions that
examine interparental conflict within even more sophisti-
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cated multilevel, multivariate frameworks that capture the
multiple pathways that evolve from the transactional inter-
play between interparental and child functioning. With the
recent conceptual, methodological, and analytic advances
noted throughout this chapter, it is hoped that a new gener-
ation of research will emerge that advances the integration
of the interparental conflict literature in the discipline of
developmental psychopathology.
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The notion of an average expectable environment for
promoting normal development proposes that there are
species-specific ranges of environmental conditions that
elicit normative developmental processes (Hartman,
1958). Humans, like all other species, develop within a
“normal range” when presented with such an average ex-
pectable environment (Dobzhansky, 1972; Gottesman,

1963). For infants, the expectable environment includes
protective, nurturant caregivers and a larger social group
to which the child will be socialized, whereas for older
children, the normative environment includes a supportive
family, a peer group, and continued opportunities for ex-
ploration and mastery of the environment. Variations
within this range of environments afford opportunities for
individuals to dynamically engage in the construction of
their own experiences (Scarr & McCartney, 1983). When
environments fall outside the expectable range, normal de-
velopment is impeded.
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Elaborating on the role of the environment in the expres-
sion of genes, Scarr (1992, 1993) asserted that infants and
children might be genetically preadapted to respond to a
specific range of environmental experiences. Furthermore,
Scarr added that individual developmental differences
when in the context of the expectable environment are
largely the result of genotypic differences. Thus, Scarr
conceptualized the environment as providing a specific
range of conditions that allow for the phenotypic expres-
sion of genes. Gottlieb (1991) has further contributed to
our understanding of gene-environment interactions by
pointing out that genetic activity does not act in isolation to
produce either finished physical traits or complex individ-
ual personality characteristics. Instead, a systems view of
development (Gottlieb, 1991, 1992) conceptualizes human
development as hierarchically organized into multiple lev-
els that have mutual influence on each other (Cicchetti &
Cannon, 1999; Cicchetti & Lynch, 1995; Gottlieb, 1991,
1992; F. D. Horowitz, 1987). Bidirectional effects are ex-
pected to occur from the top down as well as from the bot-
tom up among genetic activity, neural activity, behavior,
and the environment (Cicchetti & Tucker, 1994). These
bidirectional effects among levels of the system result in a
probabilistic conceptualization of epigenetic development.
Therefore, no single component of the system can “cause”
development; rather, it is the mutual relationship among
components of the developmental system that brings about
development and phenotypic expression (Cicchetti & Can-
non, 1999).

In the past decade, our understanding of the role of the
environment and its interaction with genes has been
further clarified, whereby reciprocal coactions between
the environment and the individual have resulted in differ-
ential expression of genetic material (Cicchetti, 2002;
Eisenberg, 1995; Kandel, 1998, 1999). Environmental con-
ditions may interact with an individual’s genetic makeup
to alter processes such as the timing of the initiation of
transcription and translation for a specific gene, the dura-
tion for which it does so, or whether the gene will ulti-
mately be expressed. Thus, a new ecological level can be
added to our systems model to acknowledge the distinction
between genetic code and genetic expression, as well as
how interactions with the environment at each level may
contribute to our understanding of probabilistic epigenesis
(Gottlieb, 1992).

So now we come to the question of what conditions fall
within the range of the human average expectable environ-
ment to promote normal development and, alternatively,
what happens to development when there are severe distur-
bances in such an environment. Consistent with a develop-

mental psychopathology perspective, the examination of
maladaptive and psychopathological development can elu-
cidate the underlying mechanisms of normal development
(Cicchetti, 1984, 1990a, 1990b, 1993; Rutter, 1986;
Sroufe, 1990; Werner, 1948). In typical development, the
component developmental systems may be so well inte-
grated that it is difficult to determine how normal func-
tioning is dependent on this integration (Cicchetti &
Sroufe, 1976). From a systems perspective, the environ-
ment also exists as a component of the developmental sys-
tem. Thus, when the conditions of an average expectable
environment are available, the manner in which its compo-
nents interact is also challenging to identify.

As proffered by Cicchetti (2003, p. 833), “When there is
a clear perturbation or deficit in a component system, ex-
amination of how that atypicality relates to the organiza-
tion of other component systems can reveal important
information regarding the interdependence of components
that are not apparent under normal conditions.” Thus, “ex-
periments of nature,” such as being raised in a maltreating
home, enable us to isolate components of the developmental
system and elucidate the structural organization of the nor-
mal system. Through the examination of child maltreat-
ment, which may represent the greatest failure of the
environment to provide opportunities for normal develop-
ment, we can begin to identify the range of conditions that
encompass the average expectable environment. Moreover,
we may come to an understanding of how serious devia-
tions from this range may affect organism-environment
coactions that play important roles in the emergence and
timing of normal developmental change.

The goals of this chapter are to provide a review of child
maltreatment, updating our chapter from the prior edition
of these volumes (Cicchetti & Lynch, 1995). Although a
thorough review of the literature is presented, the focus of
this chapter is on the developments that have occurred in
the field since 1995. Of particular salience is the growing
contribution of neurobiological and genetic research to the
study of child maltreatment, such that ontogenic develop-
ment can be considered from both psychological and neuro-
biological perspectives. We then address how these recent
advances may inform prevention and intervention efforts.
Finally, we offer recommendations for future research and
social policy initiatives.

EPIDEMIOLOGY

It is critically important to examine epidemiological esti-
mates of child maltreatment, as the criteria used to define
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maltreatment affect the incidence and prevalence rates of
child abuse and neglect, as well as the national services
that are implemented to address this important societal
issue. Since the passing of the Child Abuse Prevention and
Treatment Act (CAPTA) in 1974, the National Center on
Child Abuse and Neglect (NCCAN) was established as a
federal research center aimed at understanding the causes
and preventing the occurrence and negative consequences
of child maltreatment. Since that time, National Incidence
Studies (NIS) have been compiled by the NCCAN to pro-
vide a comprehensive source of information regarding the
epidemiology of child abuse and neglect in the United
States (U.S. Department of Human and Health Services
[NIS-I], 1981; [NIS-II], 1988; [NIS-III], 1996). The 1988
amendments to the CAPTA directed the U.S. Department
of Human and Health Services (USDHHS) to establish a
national data collection and analysis program. Conse-
quently, the National Child Abuse and Neglect Data Sys-
tem (NCANDS) has published the most recent national
reports on child maltreatment. According to their report,
an estimated 896,000 children in the United States were
victims of child abuse or neglect in 2002, translating into a
rate of victimization that equals 12.3 per 1,000 children in
the national population (USDHHS, 2002).

Furthermore, an estimated 1,400 fatalities were re-
ported in 2002, representing 1.98 children per 100,000 in
the national population (USDHHS, 2002). Fatality, as de-
fined by the NCANDS system, refers to the death of a child
caused by an injury resulting from abuse or neglect, or
where abuse or neglect were contributing factors. Addi-
tional studies, however, report that as many as 50% to 60%
of deaths resulting from abuse or neglect are not reported
(Crume, DiGuiseppi, Byers, Sirotnak, & Garret, 2002;
Herman-Giddens et al., 1999), citing child neglect as the
most underrecorded form of fatal maltreatment.

During 2002, 60.5% of documented child maltreatment
victims experienced neglect, 18.6% were physically
abused, 9.9% were sexually abused, and 6.5% were emo-
tionally or psychologically maltreated. Furthermore,
almost 20% were associated with “other” types of mal-
treatment based on specific state and law policies. Regard-
ing the victims of abuse, children had the highest rates of
victimization in the period from birth to 3 years, at 16 per
1,000 children, and girls were slightly more likely to be
victims than boys. Among ethnic groups, American Indian
and African American children had the highest rates of
victimization (21.7 and 20.2 per 1,000 children, respec-
tively), compared to the rate of victimization among Euro-
pean Americans (10.7 per 1,000 children). Reports on the
perpetrators of maltreatment indicate that more than 80%

of perpetrators were parents; other relatives accounted for
7%, and unmarried partners of parents accounted for an
additional 3% (USHDDS, 2002); women, mostly mothers,
were a larger percentage of perpetrators (58%) than men
(48%). Strikingly, children from single-parent families
were at increased risk for abuse or neglect compared to
children from two-parent homes (27.3 verses 15.5 per
1,000 children, respectively; USDHHS, 1996). Moreover,
children from families whose incomes were less than
$15,000 were 22 times more likely to experience some
form of maltreatment than were children from families
whose incomes exceeded $30,000 annually.

An estimated 2.6 million referrals of abuse or neglect,
concerning nearly 4.5 million children, was received by
Child Protective Services agencies in 2002. More than
66% of those referrals were accepted for investigation or
assessment, and approximately 30% of the reports in-
cluded at least one child who was found to be a victim of
child abuse or neglect. Although 61% of the reports filed
were found to be “unsubstantiated,” evidence demon-
strates that significant psychosocial maladjustment ac-
companies both unreported and unsubstantiated instances
of child maltreatment (B. Drake, 1996). Given the hetero-
geneity contained among unsubstantiated reports of child
maltreatment, caution should be taken against accepting
the notion that unsubstantiated means that maltreatment
did not occur (Barnett, Manly, & Cicchetti, 1993; Cic-
chetti & Toth, 2003; B. Drake, 1996).

In light of the alarming epidemiological rates of mal-
treatment, which likely underestimate the prevalence of
child abuse and neglect in our country, one might wonder
what social policy actions are being taken to address this
serious national problem. On the national level, approxi-
mately 59% of victims and 31% of nonvictims received
services as a result of investigation or assessment in 2002.
Additionally, children who were prior victims of maltreat-
ment were more than 80% more likely to receive services
than first-time victims, as were children with multiple
types of maltreatment in comparison to children with only
one type of recorded maltreatment. To respond to the issue
of receipt of services, the newly amended and reauthorized
Child Abuse Prevention and Treatment Act, the Keeping
Children and Families Safe Act of 2003 (PL 108-36), now
requires states to refer abused and neglected young chil-
dren to the Early Intervention Program (known as Part C of
the Individuals with Disabilities Education Act; Dicker &
Gordon, 2004). This revision was implemented to extend
the act’s original goal of child safety to focus on child well-
being and permanency. The new referral requirement pro-
vides a rich entitlement for services for children under 3
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years of age involved in substantiated cases of abuse or
neglect and their families. Services include physical, occu-
pational, and special therapies, psychological testing, spe-
cial instruction, adaptive technology devices, nursing
services, nutrition counseling, and transportation. Addi-
tional family support services include training, counseling,
support groups, home visits, and special instruction to en-
hance child development. Practical challenges of initiating
the referral, obtaining parental consent, and securing
parental involvement to ensure the receipt of services
must be met so that the potential of the CAPTA revision
to increase the receipt of services to maltreated children
is realized.

ISSUES OF DEFINITION

Despite widespread agreement that child maltreatment is
a serious societal problem, placing children’s welfare and
normal development in jeopardy, there has been a long
history of discordance among researchers, lawmakers,
and clinicians on what constitutes maltreatment and how
it should be defined (J. L. Aber & Zigler, 1981; Barnett
et al., 1993; Besharov, 1981; Cicchetti & Manly, 2001;
Cicchetti & Rizley, 1981; Emery, 1989; Juvenile Justice
Standards Project, 1977). Contributing to the lack of con-
sensus is a debate regarding whether it is realistic to ex-
pect professionals from various domains to agree on a
single definitional approach given the widespread differ-
ences between fields in the purpose and utilization of
such a definition. For example, the medical-diagnostic
definition of maltreatment revolves around the individual
abuser (J. L. Aber & Zigler, 1981) and focuses on overt
signs of maltreatment. This approach tends to highlight
physical abuse while minimizing psychological maltreat-
ment. The legal definition focuses on demonstrable physi-
cal and emotional harm to children, particularly that
which would be useful as evidence for prosecution
(Juvenile Justice Standards Project, 1977). In contrast,
parental acts and society’s role in perpetuating maltreat-
ment are important for the sociological definition, and ev-
idence of environmental and familial contributors to the
occurrence of maltreatment are necessary elements of the
ecological approach (Cicchetti & Lynch, 1993; Cicchetti,
Toth, & Maughan, 2000). Many researchers have asserted
that the definition of maltreatment should focus on spe-
cific acts that endanger the child in some way (Barnett,
Manly, & Cicchetti, 1991; Barnett et al., 1993; Cicchetti
& Barnett, 1991b; Zuravin, 1991). This type of definition

would allow researchers to concentrate on the identifiable
behaviors that compromise the child’s maladaptive care-
taking environment.

Even within the domain of research, however, a number
of complexities contribute to the lack of consensus regard-
ing the definition of maltreatment employed by various in-
vestigators, making comparability across studies difficult
to achieve (Barnett et al., 1993). First, maltreatment is
largely influenced by legal matters, as it is identified and
defined by social service systems, rather than by re-
searchers or mental health professionals. Furthermore,
there is not a clear standard regarding the distinction be-
tween acceptable parental disciplinary practices and mal-
treatment (M. M. Black & Dubowitz, 1999; Cicchetti &
Lynch, 1995); there is a lack of agreement on whether child
maltreatment should be defined based on the actions of the
perpetrator, the effects on the child, or a combination of
the two (Barnett et al., 1991, 1993); and there is debate as
to whether parental intent should be considered. These is-
sues raise additional methodological concerns, as it is a
greater challenge to measure parental intent than parental
behavior. Moreover, linking maltreatment to child outcome
leads to difficulty in separating child maltreatment from
its subsequent sequelae (Barnett et al., 1991; Cicchetti &
Manly, 2001; McGee & Wolfe, 1991).

Based on the wide range of challenges faced by mal-
treatment researchers, one clearly cannot expect all who
study maltreatment to use the same methodology for
operationalizing child abuse and neglect. However, all
approaches must be derived from clear operational defini-
tions of maltreatment such that replication may be pos-
sible across investigations (Cicchetti & Manly, 2001).
Despite the challenges facing maltreatment researchers,
four general categories of child maltreatment have been
distinguished from one another and are widely accepted:

1. Sexual abuse refers to sexual contact or attempted sex-
ual contact between a caregiver or other responsible
adult and a child, for the purposes of the caregiver’s
sexual gratification or financial benefit.

2. Physical abuse refers to injuries that have been inflicted
on a child by nonaccidental means.

3. Neglect refers to failure to provide minimum standards
of care as well as adequate supervision.

4. Emotional maltreatment refers to persistent and extreme
thwarting of a child’s basic emotional needs.

Additionally, McGee and Wolfe (1991) offered a slightly
different conceptualization for emotional maltreatment,
which they called psychological maltreatment, which en-
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compasses both psychologically abusive and psychologi-
cally neglectful experiences. Although each of these
subtypes represent distinct deviations from the average
expectable caregiving environment, it is well documented
that they rarely occur in isolation from each other
(Cicchetti & Manly, 2001). In actuality, the majority of
maltreated children experience more than one subtype
of maltreatment, presenting significant challenges for cli-
nicians and researchers who strive to understand the
unique effects of each type of maltreatment experience on
development.

Responding to the need for a detailed classification sys-
tem for maltreatment, Cicchetti and Barnett (1991b; see
also Barnett et al., 1993) developed a multidimensional
nosological system for categorizing children’s maltreat-
ment histories. In recognition of the need to include devel-
opmental considerations in assessing maltreatment, the
Maltreatment Classification System (MCS; Barnett et al.,
1993) not only provides operational definitions of mal-
treatment subtypes, with inclusion and exclusion criteria
and exemplars of each of the five levels of severity for
each subtype, but also includes measurement of the onset,
frequency, and chronicity of each subtype, the develop-
mental period(s) during which each subtype occurred, the
severity of each subtype, and the perpetrator(s) of each
subtype. This comprehensive assessment across and within
dimensions of maltreatment has allowed for a more de-
tailed understanding of the maladaptive developmental
pathways associated with children’s maltreatment experi-
ences. For example, through the utilization of the MCS,
the interaction between severity and frequency of
maltreatment has emerged as a significant predictor of
maladaptation (Manly, Cicchetti, & Barnett, 1994). More-
over, the chronicity of maltreatment has been identified as
a robust dimension in predicting peer rejection and aggres-
sion (Bolger & Patterson, 2001; Bolger, Patterson, &
Kupersmidt, 1998). The timing of maltreatment was noted
as an important factor relating the impact of maltreatment
on self-perceptions and relationships with peers (Bolger
et al., 1998). Additionally, an investigation specifically
examining the contributions of developmental timing and
subtype to child adaptation highlighted the interaction of
the severity of particular maltreatment subtypes with the
developmental period during which the maltreatment
began in differentially predicting internalizing and exter-
nalizing symptomatology (Manly, Kim, Rogosch, & Cic-
chetti, 2001). In particular, the impact of chronicity was
underscored by noting that chronic maltreatment, espe-
cially with onset in the infancy-toddlerhood or preschool
period, was linked with more maladaptive outcomes.

Apart from the significant advances in the classification
of child maltreatment, further methodological challenges
face researchers regarding the collection of information on
which to base classification decisions. Of particular con-
cern are the challenges associated with the identification
and operationalization of child neglect. The “neglect of
neglect” has been acknowledged in the literature for quite
some time (Wolock & Horowitz, 1984), yet child neglect
continues to be a relatively understudied aspect of mal-
treatment. Nonetheless, the experience of neglect should
not be ignored as child neglect is consistently the most
commonly reported form of child maltreatment in the
United States (USDHHS, 2002), with consequences that
can often be as severe as those associated with physical and
sexual abuse (cf. Hildyard & Wolfe, 2002; Trickett &
McBride-Chang, 1995). The pervasive nature of neglect,
however, makes research on the effects of neglect, in isola-
tion from other abuse experiences, particularly difficult.
Unlike physical or sexual abuse, which often have overt
physical consequences that are usually incident-specific
and clearly identifiable, neglect is often a chronic experi-
ence that leaves little visible evidence and has an ac-
cumulating effect over time. Moreover, physical neglect,
referring to the failure to adequately meet the physical
needs of children, is closely related to poverty, so that it is
increasingly hard to identify neglect over and above eco-
nomic disadvantage.

An additional methodological concern relates to the
strategy utilized to assess maltreatment. For example,
self-report (by the perpetrator and/or victim) has fre-
quently been used to ascertain the occurrence of maltreat-
ment, as have observational paradigms and the use of
official Child Protective Services reports (e.g., Dodge,
Pettit, & Bates, 1997; Egeland & Sroufe, 1981; Manly
et al., 1994). Each of these methods has a number of
strengths and weaknesses that must be considered when
offering interpretation of results based on such opera-
tional definitions. Furthermore, Newcomb and Locke
(2001) assert that the methodologies of much of the exist-
ing research are marked by fundamental weaknesses, such
as using case status alone to define subjects, adopting a
dichotomous perspective of maltreatment without concep-
tualization on various dimensions and continua, and using
operational definitions that fail to differentiate among
maltreatment subtypes. Although the use of adult retro-
spective reports of maltreatment experienced as a child to
identify and define maltreatment has received heavy crit-
icism for its possible lack of validity (Widom, 1989),
standardized assessments such as the Child Trauma Ques-
tionnaire have been developed as reliable and valid means
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for collecting retrospective data (Bernstein, Ahluvalia,
Pogge, & Handelsman, 1997; Bernstein et al., 1994;
Goodyear, Newcomb, & Allison, 2000; Rosen & Marton,
1998). Whenever possible, the research reviewed in this
chapter focuses on that which has been the product of psy-
chometrically accepted methodology.

Etiology of Maltreatment

Early views on the development of maltreatment emerged
from a “main effects” perspective, in which it was believed
that single risk factors such as poverty, parental psycho-
pathology, or a personal history of maltreatment could
alone provide an etiological account for the occurrence of
child maltreatment (Cicchetti & Toth, 1995; Gelles, 1991).
However, these unidimensional views on the etiology of
child maltreatment soon gave way to more complex models,
as it became clear that no single risk factor or set of risk
factors would explain the development of maltreatment
(Belsky, 1980; Cicchetti & Lynch, 1995; Cicchetti & Riz-
ley, 1981). Emerging from the ecological-developmental
theory set forth by Bronfenbrenner (1979), current theories
acknowledge the contributions made by transacting factors
operating at environmental, contextual, familial, and indi-
vidual ecologies (Belsky, 1980, 1993; Cicchetti & Lynch,
1993; Cicchetti & Rizley, 1981; Garbarino, 1977; Parke &
Collmer, 1975; Wolfe, 1991).

Applying Bronfenbrenner’s (1979) theory of human de-
velopment, the etiological model proposed by Belsky
(1980) initiated dramatic changes in the conceptualization
of child maltreatment, as it necessitated the consideration
of the broader environment in which maltreatment occurs.
According to Belsky, child maltreatment is a social-psycho-
logical phenomenon that cannot be understood in isolation
from the community and the culture within which the fam-
ily and the individual are embedded. As such, his model
contains four levels of analysis: the macrosystem, including
the cultural beliefs and values that contribute to and influ-
ence child maltreatment; the exosystem, including aspects
of the community to contribute to the incidence of mal-
treatment; the microsystem, including factors within the
family that contribute to the occurrence of maltreatment;
and ontogenic development, including factors within the in-
dividual that are associated with being a perpetrator of
maltreatment. Given that proximity to the individual in-
creases with each subsequent level of the ecology (from the
macrosystem to the ontogenic context), Belsky further
highlighted that risk factors at ecological levels that are
closer to the individual exert a more direct influence on an
individual’s development. Moreover, interactions exist be-

tween all levels of the ecology, contributing to and influ-
encing the occurrence of child maltreatment.

Cicchetti and Rizley (1981), drawing on the work of
Sameroff and Chandler (1975), introduced additional ele-
ments to the etiological model of maltreatment by propos-
ing a transactional model. This model focused on the
reciprocal interactions of the environment, the caregiver
and the child, which together contribute to the outcomes of
child development. An important distinction was made be-
tween two classes of risk factors: those that are potentiat-
ing, thereby increasing the risk for maltreatment, and those
that are compensatory, which decrease the risk for mal-
treatment. Additionally, a temporal dimension was added
to distinguish between risk factors that are transient versus
those that are enduring. By combining these categorical
and temporal dimensions of risk factors, Cicchetti and
Rizley proposed four classes of determinants for the occur-
rence of child maltreatment: enduring vulnerability fac-
tors, transient challengers, enduring protective factors, and
transient buffers. This model conceptualized the risk for
child maltreatment as probabilistic, proposing that the like-
lihood of maltreatment occurring is determined by the bal-
ance among risk and protective factors and processes
(Cicchetti & Carlson, 1989).

Integrating the etiological models of Belsky (1980) and
of Cicchetti and Rizley (1981), Cicchetti and Lynch (1993)
proposed the ecological-transactional model of child mal-
treatment. By incorporating the ideas of the average ex-
pectable environment and probabilistic epigenesis into a
broad integrative framework, this model explains how
processes at each level of ecology exert reciprocal influ-
ences on each other and shape the course of child develop-
ment (Cicchetti & Lynch, 1993). As such, potentiating and
compensatory risk factors associated with maltreatment
are present at each level of the ecology and can influence
processes in the surrounding environmental levels. These
dynamic transactions, which operate both horizontally and
vertically throughout the levels of ecology, determine the
amount of risk for maltreatment that an individual faces at
any given time (see Figure 4.1). The levels of ecology
most proximal to the child have the most direct impact on
child development relative to the more distally located
macrosystem. Although characterized by an overall pattern
in which risk factors outweigh protective factors, there are
infinite permutations of these risk variables across and
within each level of the ecology, providing multiple path-
ways to the occurrence of maltreatment.

Ultimately, it is the child’s own ontogenic processes, as
manifested by the particular developmental pathway that
individuals engage in, that culminate in eventual adaptation



Figure 4.1 An ecological-transactional model of child maltreatment.
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or maladaptation. The challenges or supports presented to
children by the family, community, and society contribute
to these ontogenic processes; however, children also play an
active role in their organismic development as they respond
to these influences and engage in the resolution of stage-
salient developmental issues. In the case of child maltreat-
ment, one could imagine how an increased presence of
enduring vulnerability factors and transient challenges
associated with maltreatment at each level of ecology con-
tributes to unsuccessful resolution of stage-salient develop-
mental tasks, setting the child on a pathway to maladaptive
developmental outcomes and psychopathology (Cicchetti,
1990). The ecological-transactional model may also aid in
providing an account for resilient outcomes. The presence
of enduring protective factors may approximate features
of the average expectable environment, thus allowing some
children to display successful adaptation in the face of
maltreatment.

The ecological-transactional model of child maltreat-
ment (Cicchetti & Lynch, 1993) has remained the predomi-
nant etiological model in the field, albeit with some
modifications as we have come to a better understanding of
ontogenic development in neurobiological as well as psy-
chological realms. As in our chapter in the prior edition of
these volumes, this model serves as a heuristic for review-
ing the literature on the consequences of child maltreat-
ment and for addressing our questions regarding the impact
of the failure of the average expectable environment on de-
velopment. In particular, attention is focused on the emer-

gence of genetic and neurobiological research in the onto-
genic development of maltreated children.

MACROSYSTEM

The macrosystem is the most broad and distal ecological
level, referring to the set of cultural values and beliefs that
are reflected in the community services offered by a soci-
ety and that infuse individual and family lifestyles (Cic-
chetti & Lynch, 1995). Among the cultural phenomena of
American society, social acceptance of violent crime was
one of the earliest values to be identified for its possible
contribution to child maltreatment. In comparison to other
Western nations, the United States is characterized by an
exceptionally high level of violent crime (M. Aber & Rap-
paport, 1994; Christoffel, 1990; Fingerhut & Kleinman,
1990; Lykken, 1993). Although the national rate of violent
crime has decreased over the past decade, violent crime
victimization remains a serious part of American culture,
particularly in low socioeconomic status, urban areas.
Highlighting the pervasive exposure of young people to vi-
olence, Finkelhor, Ormrod, Turner, and Hamby (2005) con-
ducted a comprehensive national survey of violence, crime,
and victimization experiences in a nationally representa-
tive sample of children ages 2 to 17 years. One in 8 children
in this sample reported experiencing a form of child mal-
treatment, and 1 in 3 had been a witness to violence or
other form of indirect victimization. Only 29% reported no
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direct or indirect victimization (Finkelhor et al., 2005).
Annual reports from the U.S. Department of Justice (2004)
reveal that in 2003, U.S. residents age 12 or older experi-
enced approximately 5.4 million crimes of violence. For
every 1,000 persons age 12 or older, there occurred one
rape or sexual assault, one assault with injury, and two rob-
beries. Furthermore, about 1 in every 26 households in
2003 was either burglarized or had a member age 12 or
older who was a victim of a violent crime committed by a
stranger. Even more alarming, despite the drop in the na-
tional crime rate since 1993, juveniles have been consis-
tently involved in 25% of serious violent victimizations
annually over the past 25 years (U.S. Department of Jus-
tice, 2004).

Beyond attempts to identify specific cultural values
such as the acceptance of violence that may characterize
aspects of a generalized American culture, the application
of culture to developmental psychopathology has shifted
its focus toward identifying values within the multiple sub-
cultures that constitute American society. The most recent
approaches to cultural research are based on the premise
that cultures that differ from the White, middle-class,
mainstream cultural majority are legitimate adaptations to
contextual demands and are valuable in their own right.
This conceptualization thus moves away from deficit mod-
els, which had conceptualized these differences as devia-
tion, maladaptation, or pathology that reflects deficits
inherent in cultural values (Garica Coll, Akerman, & Cic-
chetti, 2000).

In addition to this new framework for approaching cul-
tural influences, progress has been made in clarifying what
is meant by the concept of culture. A plethora of definitions
of culture have been offered, mainly focusing on the idea
of culture as learned, as shared, and as the interpretive
force that guides interactions among people (Korbin,
2002). Consistent with a developmental psychopathology
perspective, these elaborations have noted that children are
not passive recipients of socialization, but rather shape and
reinterpret it. Each individual, therefore, experiences cul-
ture differently, as both interpretation and interaction are
dynamic concepts. Previous to such elaborations, culture or
ethnicity was traditionally identified and defined on the
basis of phenotypic characteristics such as skin color. Some
have argued that these groupings serve more as proxies of
socioeconomic status (SES) than as meaningful cultural
designations, asserting that lumping families and individu-
als under major demographic categories does not reflect
culture, and may instead serve to mask rather than illumi-
nate cultural differences (Abney, 1996; Fontes, 2001;
Korbin, 1981, 1997, 2002).

In maltreatment research, culture has typically been
treated as an independent variable to explain differences in
incidence or prevalence of maltreatment; however, it has
not often been partitioned from SES (Korbin, Coulton,
Chard, Platt-Houston, & Su, 1998). Distinguishing be-
tween SES and culture is a complex problem that is diffi-
cult to resolve. Recent statistics regarding societal neglect
report that after a decade of decline, the rate of children
living in low-income families is on the rise, a trend that
began in 2000. Today, 1 in 6 children live below the
poverty line (Children’s Defense Fund, 2004). Although
the largest group of children in low-income families is
White, Black and Latino children are significantly more
likely to live in families with low incomes, and these mi-
nority groups largely account for the increase in low-
income children (National Center for Children in Poverty,
2004). Thus, although it is important to distinguish poverty
from culture when conducting cultural research, it seems
that for some cultural groups, the presence of poverty is so
pervasive that it becomes difficult to consider one in isola-
tion from the other.

Among minority groups, there is disproportionate repre-
sentation of child maltreatment reports (Holton, 1992);
however, nothing in regard to cultural practices among mi-
norities has been identified as contributing to child abuse
and neglect (National Resource Council, 1993). As a con-
sequence of reported rate differences, many studies have
searched for cultural practices that are presumed to cause
these rates, yet among them are few systematic investiga-
tions linking culture to maltreatment (for exceptions, see,
e.g., Coohey, 2001; Dubanoski, 1981; Dubanoski & Snyder,
1980). NIS data have not reported any significant relation-
ships between race, culture or ethnicity and the incidence
of child maltreatment in any of their national investigations
(USDHHS, 1981, 1988; Sedlack & Broadhurst, 1996).

In keeping with an ecological transactional view, an in-
vestigation of cultural influences on development should
look to assess the vulnerability and protective factors asso-
ciated with the culture of interest, such that cultural
vulnerability factors would increase the risk for the occur-
rence of maltreatment, whereas protective factors might
contribute to resilient functioning. For example, a study in-
vestigating the relationship between neighborhood struc-
tural factors and child maltreatment in African American
and European American neighborhoods (Korbin et al.,
1998) found that although there was a relationship between
poverty and rates of reported child maltreatment, the
strength of the relationship was weaker in predominantly
African American neighborhoods as compared to predomi-
nantly European American neighborhoods. The relation-
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ship between poverty and maltreatment was experienced
differently between the two neighborhoods, each of which
was characterized by different cultural values. The results
of this investigation suggest that the African American
neighborhoods had a stronger social cohesiveness that re-
duced the risk for the incidence of child maltreatment for
individuals living in those neighborhoods. This is consistent
with other research finding strong kinship and friendship
links in African American communities (e.g., Stack, 1974).

However, in considering the developmental sequelae of
maltreatment, several studies suggest that minority chil-
dren who have been abused are at increased risk for mal-
adaptation (Cohen, Deblinger, Mannarino, & Arellana,
2001). For example, sexually abused African American
and Latino children have demonstrated higher rates of be-
havioral problems, depressive symptoms, and emotional
trauma in comparison to demographically matched Euro-
pean American children (Morrow & Sorrell, 1989; Russell,
1986; Sanders-Phillips, Moisan, Wadlington, Morgan, &
English, 1995). Unfortunately, there is a paucity of re-
search investigating specific vulnerability and protective
factors within cultures in the United States. To date, only
one investigation of maltreated children has evaluated spe-
cific predictors of functioning within a minority culture
(Flores, Cicchetti, & Rogosch, 2005; see section on re-
silience for further discussion).

EXOSYSTEM

The exosystem represents the social structures that form
the immediate context in which families and individuals
function. These structures include systems such as neigh-
borhoods and the interconnections among its elements, such
as school, peer group, church, and workplace (Bronfenbren-
ner, 1977), as well as informal social networks and formal
support groups. The exosystem additionally refers to the
availability of services, the availability of employment, and
the socioeconomic climate (Cicchetti & Lynch, 1995).

Poverty is among the most salient aspects of the exosys-
tem that has been associated with child maltreatment
(Ards, Chung, & Meyers, 1998; Berger, 2004; Brown,
Cohen, Johnson, & Salzinger, 1998; Gil, 1970; Lindsey,
1994; Waldfogel, 1998). It has long been recognized that
poverty conditions may put families at risk for maltreat-
ment as it causes increased stress for the family (Edelman,
1987; Huston, 1991; McLoyd & Wilson, 1991; Waldfogel,
2000), and as such, it may be an indirect precipitating
factor in the occurrence of maltreatment. Whether the re-
lationship between poverty and maltreatment operates

through direct or indirect mechanisms, it is clear that there
is a strong co-occurrence of poverty and violence (J. L.
Aber, 1994), and a number of studies have reported that
low SES is a risk factor for violent behavior against chil-
dren (Gelles & Straus, 1988; Straus & Kaufman-Kantor,
1986; Wolfner & Gelles, 1993).

Illustrating how factors from the exosystem and mi-
crosystem interact with each other, studies have focused on
the independent additive and interactive effects of low SES
and maltreatment on children’s development (J. L. Aber,
Allen, Carlson, & Cicchetti, 1989; Kaufman & Cicchetti,
1989; Okun, Parker, & Levendosky, 1994; Trickett, Aber,
Carlson, & Cicchetti, 1991; Vondra, Barnett, & Cicchetti,
1989) by looking at the relation between poverty and spe-
cific family or parenting characteristics. For example, an
investigation conducted with a population of urban African
American young adults found that lower family income and
younger caregiver age were related to reports of caregiver’s
high use of negative strategies (Koening, Ialongo, Wagner,
Poduska, & Kellam, 2002). These results suggest that the
youngest and poorest caregivers use negative parenting
strategies more frequently. Additionally, indicators of
poverty such as perceived material hardship and infrequent
employment, combined with parenting characteristics such
as low parental warmth and use of physical discipline have
been found to be predictive of child neglect (Slack, Holl,
McDaniel, Yoo, & Bolger, 2004).

Specifically regarding unemployment, periods of high
unemployment have been found to correlate with increases
in the incidence of child abuse (Steinberg, Catalano, &
Dooley, 1981). A number of studies have reported a link
between unemployment and child maltreatment (Gelles &
Hargreaves, 1981; Gil, 1970; Whipple & Webster-Stratton,
1991; Wolfner & Gelles, 1993). As with poverty, unem-
ployment can be conceptualized as an exosystem factor that
causes family stress and, perhaps through an indirect rela-
tionship, increases the likelihood for child maltreatment.

In the context of particular neighborhoods, the experi-
ence of community violence is another factor that has re-
ceived particular attention with regard to its relation to
child maltreatment (Cicchetti & Lynch, 1993, 1995; Lynch
& Cicchetti, 1998; Martinez & Richters, 1993; Richters &
Martinez, 1993), as high rates of community violence cre-
ate stressful environments for family and individual func-
tioning. For example, Lynch and Cicchetti conducted a
1-year longitudinal study of 7- to 12-year-old children to
examine the mutual relationships among community vio-
lence, child maltreatment, and children’s functioning over
time. Rates of child maltreatment, particularly physical
abuse, were related to levels of child-reported violence in
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the community. Community violence was also related to
the rate of physical abuse and the severity of neglect. To-
gether, child maltreatment and exposure to community vio-
lence were related to different aspects of children’s
functioning; specific effects were observed for neglect and
sexual abuse and for witnessing and being victimized by vi-
olence in the community. Exposure to community violence
was related to children’s functioning over and above the ef-
fects of more proximal contextual features (maltreatment).
Consistent with an ecological-transactional perspective,
there was evidence that children and their contexts mutu-
ally influence each other over time. Even after controlling
for the effects of maltreatment status and prior effects of
exposure to community violence, children’s externalizing
behaviors at Time 1 significantly predicted increased vic-
timization by and witnessing of violence in the community
at Time 2. Thus, this investigation established a clear rela-
tionship between community violence and child maltreat-
ment and, moreover, provided empirical support for the
ecological-transactional model of development.

Finally, social isolation and perceived lack of social
support are additional aspects of the exosystem that have
been associated with child maltreatment (Crouch, Milner,
& Thomsen, 2001; Egeland, Bosquet, & Chung, 2002;
Runtz & Schallow, 1997). Early studies by Garbarino and
colleagues (Garbarino & Crouter, 1978; Garbarino &
Sherman, 1980) have revealed that child abuse rates are
higher in neighborhoods with fewer social resources in
comparison to equally socioeconomically disadvantaged
neighborhoods where resources are more plentiful. This
link between child maltreatment and limited access to so-
cial and economic resources has also been associated with
neglecting families (Dubowitz, 1999). Moreover, in high-
abuse neighborhoods, parents often do not use the re-
sources that are available to them for preventive services or
interventions, such that social isolation from neighborhood
networks, support groups, and extended family is com-
monly associated with maltreatment (Garbarino, 1977,
1982; Hunter & Kilstrom, 1979; Kempe, 1973). Child rear-
ing can be influenced by information from educational
resources, media, and social networks (Belsky, 1984; Gar-
barino & Gilliam, 1980; Sigel, 1986); however, maltreating
parents who are isolated may not be exposed to the infor-
mation that can improve their child-rearing beliefs and
practices (Trickett & Sussman, 1988). Thus, social isola-
tion among maltreating families leaves these families with-
out support or resources that could improve their parenting
practices and may contribute to the perpetuation of mal-
treatment (Berger, 2004; Dubowitz, 1999).

MICROSYSTEM

Broadly defined, the microsystem consists of any environ-
mental setting that contains the developing person, including
the home, the school, and the workplace (Bronfenbrenner,
1977). According to Belsky (1980), however, the microsys-
tem is more narrowly represented as the family environment
and, by extension, includes family dynamics as well as the
parents’ developmental histories, psychological resources,
and child-rearing styles. With regard to child maltreatment,
the microsystem can be conceptualized as the immediate en-
vironment or context in which the maltreatment occurs. The
microsystem of maltreated children is characterized by
stressful, chaotic, and uncontrollable events (Cicchetti &
Lynch, 1993; P. W. Howes & Cicchetti, 1993; P. W. Howes,
Cicchetti, Toth, & Rogosch, 2000), largely resulting from the
most salient aspect of this system: the experience of mal-
treatment itself. Thus, the features of the maltreatment expe-
rience, such as type, severity, chronicity, and timing of
maltreatment, are all characteristics of the maltreating mi-
crosystem (Cicchetti & Barnett, 1991b). Moreover, these
features can have significant independent and interactive ef-
fects on child development (Manly et al., 1994, 2001) and
have been associated with increased risk for specific devel-
opmental outcomes. For example, using hierarchical regres-
sion analysis, Manly and colleagues (2001) analyzed the
contributions of developmental timing, maltreatment sub-
type, and maltreatment severity on a wide range of measures
used to assess children’s adjustment. The results highlighted
the role of severity of emotional maltreatment in the infancy-
toddlerhood period and physical abuse during the preschool
period in predicting externalizing behavior and aggression;
severity of physical neglect, particularly during the pre-
school period, was associated with internalizing symptoma-
tology and withdrawn behavior. Chronic maltreatment,
especially with onset in infancy-toddlerhood or the preschool
period, was linked with more maladaptive outcomes.

Intergenerational Transmission of
Child Maltreatment

In considering what might contribute to the onset of a mal-
treating family environment, considerable attention has
been paid to parents’ developmental histories. Among nor-
mative samples, there is ample evidence supporting the in-
tergenerational transmission of parenting styles (Jacobvitz,
Morgan, Kretchmar, & Morgan, 1991; van Ijzendoorn,
1992). Research regarding the intergenerational transmis-
sion of maltreatment has consistently supported the notion
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that individuals with a history of maltreatment are more
likely to maltreat their own children (Buchanan, 1996; Cic-
chetti & Aber, 1980; Conger, Burgess, & Barrett, 1979;
Coohey & Braun, 1997; Egeland, 1988; Egeland, Jacobvitz,
& Papatola, 1987; Egeland et al., 2002; Hunter & Kilstrom,
1979; Kaufman & Zigler, 1989; Widom, 1989). Offering
theoretical explanations for these findings, some have as-
serted that the intergenerational transmission of abusive
parenting behaviors may be a product of socialization and
social learning (Feshbach, 1978; Herzberger, 1983). Oth-
ers, however, argue that transmission occurs through the
development of maladaptive representational models,
which parents develop from their own early caregiving ex-
periences. These experiences are then internalized and
integrated into their self structures, organizing their subse-
quent parenting behaviors (Bowlby, 1980; Sroufe & Flee-
son, 1986). Alternatively, Farrington, Jolliffe, Loeber,
Stouthamer-Loeber, and Kalb (2001) suggest several addi-
tional pathways to the intergenerational transmission of vi-
olence, including the influence of genetics on temperament
and personality.

Although empirical evidence is consistent in supporting
the risk of continuity of maltreatment among those who en-
dured childhood abuse experience themselves, there is a
wide range of reported rates of its occurrence. For exam-
ple, one prospective study that followed infants from birth
through age 5 reported that 7.4% of parents with an abuse
history maltreated their children (K. D. Browne & Her-
bert, 1997). In contrast, a retrospective study of the trans-
mission of child sexual abuse reported that 33% of
sexually abusive men and 50% of sexually abusive women
experienced childhood sexual abuse (Collin-Vezina & Cyr,
2003). This discrepancy in reported rates has been associ-
ated with several methodological problems, including vari-
ation among studies in sample size, criteria for inclusion,
and length of follow-up and whether a prospective or retro-
spective design was utilized (Egeland et al., 2002; Pears &
Capaldi, 2002). Reliance on retrospective report in partic-
ular can often lead to overestimation (e.g., Hunter & Kil-
strom, 1979). Therefore, it is difficult to estimate the rate
of intergenerational transmission of maltreatment, espe-
cially when considering the complex interaction of risk,
protective, and mediating factors that contribute to its
emergence (Dixon, Browne, & Hamilton-Giachritsis,
2005; Egeland, 1988).

Several studies have focused on elucidating the mecha-
nisms through which maltreatment is transmitted from one
generation to the next by identifying specific protective
and vulnerability factors (Bugental & Happaney, 2004;

Collin-Vezina & Cyr, 2003; Dixon, Browne, et al., 2005;
Dunn et al., 2002; Leifer, Kilbane, & Kalick, 2004). For ex-
ample, in a prospective investigation of families with
newborns where at least one of the parents was physically
and/or sexually abused as a child, 6.7% committed mal-
treatment by the time their child was 13 months old, in
comparison to .4% of comparison families (Dixon,
Browne, et al., 2005). Additionally, the presence of three
significant risk factors provided partial mediation for the
intergenerational transmission of child maltreatment: be-
coming a parent before age 21, residing with a violent
adult, and having a history of mental illness and/or depres-
sion. This is consistent with other investigations that have
suggested that poor maternal psychosocial functioning may
promote escalation of risk across generations (Bifulco
et al., 2002; Leifer et al., 2004).

In an extension of their investigation, Dixon, Browne,
and colleagues (2005) found that the presence of poor par-
enting styles also mediated the intergenerational cycle of
child maltreatment, although to a lesser degree than risk
factors previously identified. Specifically, parents who had
maltreatment histories had more negative attributions and
unrealistic perceptions of their children and engaged their
children in less positive interactions than parents who had
not been maltreated as children. The presence of these poor
parenting characteristics, when considered together with
being a parent before the age of 21, having a history of
mental illness, and/or living with a violent adult, provided a
full mediation of the intergenerational cycle of maltreat-
ment (Dixon, Hamilton-Giachritsis, & Browne, 2005).

In addition to research that has investigated the inter-
generational transmission of maltreatment in a broad
sense, a number of studies have focused specifically on the
perpetuation of child sexual abuse. For example, one
prospective study of sexually abused males revealed that
particular experiences and patterns of childhood behavior
are associated with victims becoming abusers later in life
(Salter et al., 2003). Risk factors during childhood that pre-
dicted later offending included maternal neglect, lack of
supervision, sexual abuse by a female, and frequent wit-
nessing of serious intrafamilial violence. Additional inves-
tigations of the intergenerational transmission of child
sexual abuse have identified severity of abuse, insecure at-
tachment relationships with parental figures, and dissocia-
tive symptomatology following abuse as important
distinguishing factors between those who break the cycle
of abuse and those who perpetuate it (Collin-Vezina & Cyr,
2003). Together, these studies highlight the impact of risk
factors occurring within multiple levels of the ecology in
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contributing to the risk for the intergenerational transmis-
sion of child maltreatment.

Consistent with the principle of multifinality (Cicchetti
& Rogosch, 1996), not all children who are maltreated go
on to become abusive parents. Attempting to understand
the mechanisms by which the cycle of maltreatment may be
broken, a number of prospective studies have noted protec-
tive factors among parents who were maltreated but do not
maltreat their own children (Collins-Vezina & Cyr, 2003;
Egeland, Jacobvitz, & Sroufe, 1988; Hunter & Kilstrom,
1979); these factors include current social support, particu-
larly from a supportive spouse, the past experience of a
positive relationship with an adult during childhood, having
undergone therapy either during adolescence or adulthood,
and the absence of dissociative symptomatology following
a prior experience of abuse. In relation to the therapy expe-
rience, those who can reflect on their own experiences of
abuse with appropriate anger and who can direct responsi-
bility for its occurrence to the perpetrator, rather than to
the self, are less likely to maltreat their own children.

According to Cicchetti and Lynch (1993), in the eco-
logical-transactional model, the balance among risk and
protective factors in one’s environment determines the
likelihood of maltreatment’s occurrence and influences
the course of subsequent adaptation or maladaptation.
Therefore, the presence of enduring protective factors and
transient buffers may promote adaptation, such as the
ability to break the cycle of abuse. Relatedly, the presence
of enduring vulnerability factors and transient challengers
increases the potential of conditions that support mal-
treatment. Thus, potentiating factors that are present at
more proximal levels of the ecology (such as the microsys-
tem) might help explain the mechanisms through which
maltreatment is transmitted from one generation to the
next. Additionally, an imbalance between protective and
vulnerability factors where potentiating processes are
heavily favored in the midst of few positive buffers may
provide an account for the development of new maltreat-
ment behaviors in individuals who were not themselves
maltreated.

Personal Resources of Maltreating Parents

The resources of parents in maltreating families also con-
tribute to the construction of the microsystem. A number
of studies have identified areas of functioning, both psy-
chological and biological, in which maltreating parents
have demonstrated deficits (see Azar, 2002, for review).
For example, parents who become abusive have been de-
scribed as less psychologically complex and personally in-

tegrated than parents who do not maltreat their children
(Brunquell, Crichton, & Egeland, 1981). Parental psycho-
pathology has been associated with an increased risk for
maltreatment, specifically in regard to depression (Burke,
2003; Lahey, Conger, Atkeson, & Treiber, 1984; Sloan &
Meier, 1983) and parental drug use (Ondersma, 2002;
Windham et al., 2004; Wolfner & Gelles, 1993). Thus, the
interaction of parental psychopathology with the experi-
ence of maltreatment poses a serious threat to normal child
development (Walker, Downey, & Bergman, 1989).

Additionally, the ability to cope with stress has been
well researched in relation to the risk for child maltreat-
ment. Several studies have noted that maltreating parents
lack impulse control, especially when aroused or stressed
(Altemeier, O’Connor, Vietze, Sandler, & Sherrod, 1982;
Brunquell et al., 1981), and suggest that perhaps they are
biologically predisposed to overreact to stressful stimuli
(McCanne & Milner, 1991; Milner, 2000). In light of the
various macrosystem and exosystem challenges that face
maltreating families, each of which contribute to the expe-
rience of stress, the failure to cope with stressful life
events (Crittenden, 1985; Wolfe, 1985) does not bode well
for maltreating individuals’ ability to successfully handle
the challenges associated with parenting (Cicchetti &
Lynch, 1995).

FAMILY DYNAMICS/SYSTEMS

Maltreating families are commonly characterized by mal-
adaptive and disruptive relationships. Moreover, anger and
conflict are pervasive features of maltreating families
(Trickett & Sussman, 1988), within which violent parents
are likely to attack multiple family members. Several stud-
ies have supported the association between exposure to do-
mestic violence and child maltreatment (Duncan, 1999;
Edelson, 1999; Perry, Hodges, & Egan, 2001; Windham
et al., 2004). Evidence regarding interparental aggression
suggests that witnessing such conflict affects children’s de-
veloping beliefs about close relationships and as such may
contribute to later problems in social and emotional func-
tioning (Grych, Wachsmuth-Schlaefer, & Klockow, 2002).

Whereas interpersonal conflict may be more character-
istic of abusive families, social isolation may be more
characteristic of neglecting families (Crittenden, 1985),
limiting children’s exposure to fewer nonparental models of
emotional communication (Salzinger, Feldman, Hammer, &
Rosario, 1993). In general, however, husbands and wives in
maltreating families are less warm and supportive, less sat-
isfied in their conjugal relationships, and more aggressive
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and violent than spousal partners in nonabusive families
(P. W. Howes & Cicchetti, 1993; Margolin, 1998; A. Rosen-
baum & O’Leary, 1981; Rosenberg, 1987; Straus, Gelles, &
Steinmetz, 1980; Straus & Kaufman-Kantor, 1986).

A distinctive feature that has been noted in maltreating
families is the chaotic and unstable nature of the family
system, often characterized by a shifting constellation of
adult and child figures moving into and out of the home
(Polansky, Gaudin, & Kilpatrick, 1992). Recently, the ap-
plication of a systems approach to understanding family in-
teractions in maltreating families has received particular
attention, as Davies and Cicchetti (2004) urge researchers
toward better integration of developmental psychopathol-
ogy and family systems constructs in guiding future
research. Family systems theory (Minuchin, 1985) empha-
sizes the reciprocal relationships between various subsys-
tems within the family (family dyads, triads, etc.). The
principal goal in family systems research is to achieve a
comprehensive rendering of the interplay among relation-
ships and individuals in the whole family unit, with a
specific focus on identifying relationship structures, inter-
personal boundaries, power distributions, and communica-
tion patterns (Cox & Paley, 1997; Minuchin, 1985).

Most family systems research to date has focused on
family conflict and marital conflict in relation to punish-
ment of children and the development of aggression, and
has not been conducted specifically with maltreating fami-
lies. They are mentioned here, however, because under-
standing the emergence of patterns of physical conflict may
provide information regarding the escalation of this con-
flict into child maltreatment. For example, one prospective
study suggests that marital conflict and parental individual
hostility has been associated with an increased risk for
more frequent and severe physical punishment of children
at ages 2 and 5 (Kanoy, Ulku-Steiner, Cox, & Burchinal,
2003). Additional work has linked parental physical ag-
gression between partners (or in dyads where one is the ag-
gressor and one is victim) to increased direct physical
aggression toward their children (Mahoney, Donnelly,
Boxer, & Lewis, 2003). Marital aggression was linked to
externalizing problems among parents and children and
also to children’s internalizing problems. This provides
support for the notion that individual parent and child char-
acteristics as well as marital qualities must be examined in
the context of the whole family over time to gain an under-
standing of the emergence of physical punishment patterns.

With respect to maltreating families, P. W. Howes et al.
(2000) coded aspects of affective, organizational, and rela-
tional features in maltreating and nonmaltreating family
units. Through this family systems analysis, some maltreat-

ing families could be reliably identified on the basis of sys-
temic differences. Specifically, sexually abusive families
had more difficulty regulating anger, evidenced more
chaos and less role clarity, and relied less on adaptive-
flexible relationship strategies than nonmaltreating fami-
lies. Thus, P. W. Howes and colleagues posit that a pattern
of disorganized roles and chaotic interactions, in combina-
tion with affect dysregulation and rigid relationship skills,
are discriminating characteristics of sexually abusive fam-
ily systems. This study highlights that a disorganized fam-
ily structure may be as detrimental to children as the
specific forms of abuse they suffer. The importance of
family climate and structure, above and beyond individual
maltreatment acts, has vast implications for the develop-
ment of intervention and prevention policies, underscoring
the need for interventions at the family level beyond those
that are targeted solely at children (for further discussion,
see later section on intervention and prevention).

Parenting Styles

Considering ecological proximity to the child, the actual
parenting styles and attitudes that maltreating parents con-
tribute to the family microsystem may have the most direct
impact on their children’s ontogenic development (Cic-
chetti & Lynch, 1993). In general, studies of parent-child
interactions among maltreating families have revealed mal-
adaptive and differential behaviors in maltreating families
in comparison to nonmaltreating families. Maltreating par-
ents are less satisfied with their children, perceive child
rearing as more difficult and less enjoyable, use more con-
trolling disciplinary techniques, do not encourage the de-
velopment of autonomy in their children, and promote an
isolated lifestyle for themselves and their children (Azar,
2002; Rogosch, Cicchetti, Shields, & Toth, 1995; Trickett
et al., 1991; Trickett & Kuczynski, 1986; Trickett & Suss-
man, 1988). Specifically, abusive parents tend to show
fewer physical and verbal behaviors to direct their chil-
dren’s attention (Alessandri, 1992; Bousha & Twentyman,
1984), have more unrealistic expectations of their child
(Putallaz, Costanzo, Grimes, & Sherman, 1998), and at-
tribute more negative intentions to their child’s behavior in
comparison to nonmaltreating parents (Dixon, Hamilton-
Giachritsis, et al., 2005; Zeanah & Zeanah, 1989).

Abusive parents also show less positive affect and a low
degree of reciprocity during dyadic interactions (Burgess
& Conger, 1978; Lahey et al., 1984) and are less support-
ive, playful and responsive to their children (Burgess &
Conger, 1978; Egeland, Breitenbucher, & Rosenberg,
1980; Kavanaugh, Youngblade, Reid, & Fagot, 1988; Reid,
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Kavanaugh, & Baldwin, 1987; Trickett & Sussman, 1988;
Twentyman & Plotkin, 1982). Even with infants, abusive
mothers have been described as more controlling, interfer-
ing, and hostile (Crittenden, 1981, 1985). Moreover, abu-
sive mothers consistently show higher rates of aversive
behavior directed toward their children than do nonabusive
mothers (Cerezo, 1997), with average rates as much as
twice the rate of aversive behavior displayed by nonmal-
treating mothers (Cerezo & D’Ocon, 1995). This is signifi-
cant in light of the evidence that aversive behavior is more
likely to be reciprocated, escalating into negative ex-
changes of longer duration than in nonabusive families
(Loeber, Felton, & Reid, 1984). Regarding neglecting fam-
ilies, neglecting mothers tend to hold few expectations for
their children, may be inconsistent in their response to
them, and lack the ability to follow through with age-
appropriate limits when upset (Crittenden, 1988).

Serious distortions in the parent-child relationship have
often been noted in maltreating families, such that children
are faced with the inappropriate expectation that the child
should act as a caretaker for the parent (P. W. Howes &
Cicchetti, 1993). Thus, children act as though they have
traded roles with their caregiver (Dean, Malik, Richards,
& Stringer, 1986), as the child appears to be the more nur-
turing and sensitive member of the dyad. Further support
for the “parentification” phenomenon has been demon-
strated through the analysis of narratives of maltreated
preschoolers (Macfie et al., 1999). In this investigation,
children completed story stems that introduced stressful
family situations. Results indicated that maltreated chil-
dren portrayed parents and children as responding to dis-
tress less often. Maltreated children portrayed themselves
stepping into the story more often to relieve children’s dis-
tress than did nonmaltreated preschoolers, thereby taking
on the nurturing role. It seems that such role reversal may
be indicative of a developing internal working model to
give care rather than to receive it. (See later section on in-
ternal working models for further discussion of narrative
representation among maltreated children.)

Finally, significant differences have emerged in terms
of disciplinary practices of maltreating parents. Maltreat-
ing parents have been described as less verbal in approach-
ing conflict resolution (Silber, 1990) and less successful at
handling discipline confrontation (Rogosch, Cicchetti,
Shields, et al., 1995). With regard to perceptual differ-
ences, abusive parents are more likely to view their chil-
dren as aggressive, intentionally disobedient, and annoying,
even when other observers fail to detect such differences
(Dixon, Hamilton-Giachritsis, et al., 2005; Mash, John-

ston, & Kovitz, 1983; Reid et al., 1987). Thus, differences
in maltreating parents’ perceptions and expectations of
their children may contribute to the adoption of inappropri-
ate disciplinary practices (Milner & Chilamkurti, 1991).
For example, maltreating parents are more likely to use
punishment, threats, coercion, and power assertion and less
likely to use reasoning and affection in disciplining and
controlling their children (Chilamkurti & Milner, 1993;
Loeber et al., 1984; Oldershaw, Walters, & Hall, 1986;
Trickett & Sussman, 1988). Furthermore, the disciplinary
action chosen is less likely to be contingent on the type
of behavior displayed by the child and may be age-inappro-
priate (Crittenden, 1981; Trickett & Kuczynski, 1986). Ad-
ditionally, abusive parents are more intrusive, more
inconsistent, and less flexible in their attempts to gain
compliance from their children (Oldershaw et al., 1986),
all of which are negatively associated with the development
of internalization of parental ideals (Grusec & Goodnow,
1994). Thus, the negative discipline practices of maltreat-
ing parents may contribute to a cycle of escalating harsh
parenting as children fail to internalize their parents’ val-
ues and continue to behave in opposition to their parents’
maladaptive expectations.

Some contend that rather than specific parental values,
whole relationships are internalized and perpetuated by the
individual, such that relationship history can influence
children’s attitudes, affects, and cognitions, organizing the
self and shaping individual development (Sroufe & Flee-
son, 1988). As a whole, maltreating families do not suc-
cessfully resolve the salient issues of family development
(Cicchetti & Howes, 1991); instead, maltreating parents do
little to foster the success of their children as they face
each stage-salient developmental challenge (cf. Cicchetti,
1989, 1990). Thus, maltreated children may be at a disad-
vantage to face subsequent challenges as the negative po-
tentiating factors, which pervade their microsystem, may
be internalized and carried throughout the life span.

PSYCHOLOGICAL
ONTOGENIC DEVELOPMENT

The failure of the average expectable environment that is
represented by child maltreatment culminates in its effects
on children’s ontogenic development. At the level of psy-
chological ontogenic development, the negotiation of cen-
tral tasks of each developmental period organizes one’s
developmental trajectory toward subsequent competence or
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incompetence (Cicchetti, 1989; Cicchetti & Lynch, 1995).
An ecological-transactional perspective views child devel-
opment as a progressive sequence of age- and stage-appro-
priate tasks in which successful resolution of tasks at each
developmental level must be coordinated and integrated
with the environment, as well as with subsequently emerg-
ing issues across the life span (Cicchetti & Lynch, 1993).
These tasks include the development of emotion regulation,
the formation of attachment relationships, the development
of an autonomous self, symbolic development, moral devel-
opment, the formation of peer relationships, adaptation to
school, and personality organization. Thus, stage-salient
tasks are hierarchically organized as each new task builds
on and is influenced by the resolution of previous develop-
mental tasks. Poor resolution of stage-salient issues may
contribute to maladaptation over time as prior history in-
fluences the selection, engagement, and interpretation of
subsequent experience; however, the current context is in
constant transaction with environmental supports (Sroufe,
Carlson, Levy, & Egeland, 1999). Thus, ontogenic develop-
ment is a lifelong dynamic task, and consistent with Got-
tlieb’s (1991, 1992) notions of probabilistic epigenesis,
individuals are continually affected by new biological and
psychological experiences, leaving developmental pathways
susceptible to modification throughout the life span (Cic-
chetti & Lynch, 1995).

Emotion Regulation

Emotion regulation, conceptualized as the ability to modu-
late one’s emotional arousal such that an optimal level of
engagement with the environment is fostered, is a develop-
mentally acquired process that emerges from increasing
differentiation and hierarchical integration of biological
and psychological systems (Cicchetti, 1993; Cicchetti,
Ganiban, & Barnett, 1991; Cicchetti & Sroufe, 1978;
Shields & Cicchetti, 1997). Emotion regulation evolves as
a function of both intrinsic features and extrinsic socio-
emotional experiences within the context of early parent-
child interactions (A. Maughan & Cicchetti, 2002; Thomp-
son, 1990, 1994). At the biological level, important
intraorganismic factors for the development of emotion
regulation include organizational changes in central nerv-
ous system functioning, cerebral hemispheric lateraliza-
tion, and the development of neurotransmitter systems
(Cicchetti et al., 1991; Davidson, 1984; N. A. Fox & David-
son, 1984; Kelley & Stinus, 1984; Sperry, 1982; Tucker,
1981). Extraorganismically, children’s emotional experi-
ences, expressiveness, and arousal are influenced by care-

givers’ response to and tolerance of affect. Parents’ social-
ization of affective displays during early interpersonal ex-
changes serve as the model through which aspects of
emotional regulation may be learned (Hesse & Cicchetti,
1982; Stern, 1985; Thompson, 1990).

Given the severe disturbances in the average expected
environment provided by maltreating families, considerable
evidence has mounted to demonstrate the detrimental ef-
fects of maltreatment on children’s emotional development
and regulation. Specifically, maltreated children have
shown deviations in a number of processes that underlie the
development of emotion regulation; these include emotion
expression (e.g., Gaensbauer, 1982), recognition (e.g.,
Camras, Sacks-Alter, & Ribordy, 1996; Pollak, Cicchetti,
Hornung, & Reed, 2000), understanding (e.g., Shipman,
Zeman, Penza, & Champion, 2000), and communication
(e.g., Beeghly & Cicchetti, 1994).

Emotion Expression

Divergence in maltreated children’s emotional expres-
sion has been noted as early as 3 months of age, where
severely physically abused infants have evinced increased
rates of fearfulness, anger, and sadness during mother-
infant interactions (Gaensbauer, Mrazek, & Harmon,
1981). The expression of fear and anger among physically
abused infants at 3 months of age is a particularly salient
finding considering that the normative ontogenic develop-
ment of these affects does not typically occur until ap-
proximately 7 to 9 months of age (Sroufe, 1996). In
contrast, neglected infants displayed an attenuated range
of emotional expression and an increased duration of neg-
ative affect as compared to nonmaltreated infants (Gaens-
bauer et al., 1981).

To examine the affective input that maltreated children
receive, Camras and colleagues (1988, 1990) conducted a
series of investigations of maternal facial expressions.
When asked to deliberately produce facial expressions,
maltreating mothers’ demonstrations of emotion faces
were less easily identified by observers than were the ex-
pressions of nonmaltreating mothers (Camras et al., 1988).
During mother-child interactions, maltreating mothers dif-
fered from nonmaltreating mothers with regard to the ex-
pression of sadness (Camras et al., 1990). Taken together,
the emotion displays of abused and neglected infants high-
lights the centrality of interactions with caregivers in shap-
ing the development of affect expression or differentiation.
Moreover, maternal emotional expression ability con-
tributes to their children’s ability to recognize facial emo-
tion (Camras et al., 1988). Thus, maltreated children are
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already at risk for differential emotion regulation develop-
mental trajectories within the first 3 months of life.

Emotional Recognition

The ability to identify basic emotions from both facial and
contextual cues is normatively mastered by the preschool
years (Reichenbach & Masters, 1983; Walden & Field,
1982). Maltreated children, however, have demonstrated
less accurate recognition of emotions than nonmaltreating
children, above and beyond the effects of cognitive ability
(Camras, Grow, & Ribordy, 1983; Camras et al., 1988;
During & McMahon, 1991). Further investigation by Cam-
ras and colleagues (1990), however, has revealed that de-
spite overall deficits in emotion recognition performance,
analysis of maltreated children’s processing errors sug-
gested that maltreated children have a selective bias, or hy-
persensitivity, toward the detection of anger.

Developmentally, early limitations on the capacity for
information processing require children to focus their at-
tention on only the most salient aspects of the environment
(Bjorklund, 1997); thus, children’s emotional development
is contingent on what is experienced. For physically abused
children, displays of anger may be the greatest predictor
of threat, often experienced as the most salient aspect
of the environment. As such, Pollak et al. (2000) hypothe-
sized that physically abused preschool children would
demonstrate an increased sensitivity to anger-related cues
perhaps also resulting in decreased attention to other emo-
tional cues. The results of their study revealed that when
physically abused children were exposed to a perceptual
scaling task, they perceived angry faces as highly salient
and more distinctive relative to other emotion categories
(Pollak et al., 2000). Additionally, when asked to match fa-
cial expressions to an emotional situation, physically
abused children showed a response bias for anger such that
when they were uncertain which facial expression to
choose, they showed a lower threshold for selecting anger.
Moreover, physically abused children have displayed more
broad perceptual category boundaries for perceiving anger
than nonmaltreated children (Pollak & Kistler, 2002) and
have required less visual information to detect the presence
of angry facial expressions (Pollak & Sinha, 2002).

Consistent with behavioral findings, psychophysiologi-
cal studies using event-related potentials (ERPs) have also
provided support for the notion that physically abused chil-
dren allocate more processing resources when attending to
anger, but respond similarly to nonmaltreated children
when attending to happy and fearful faces (Pollak, Cic-
chetti, Klorman, & Brumaghim, 1997; Pollak, Klorman,

Thatcher, & Cicchetti, 2001; Pollak & Tolley-Schell, 2003;
see later section on cognitive brain event-related poten-
tials). Thus, it seems that physically abused children do
not have emotion recognition or affective information-
processing deficits in a global sense; rather, differential
processing of emotion appears to be specific to anger. It is
certainly conceivable that an increased sensitivity to anger
might be adaptive for physically abused children, as it
would allow for hypervigilant detection of potential
threats, but successful regulation includes the capacity for
flexibility and control over attention. Pollak and Tolley-
Schell posit that early experiences of abuse may alter the
development of perceptual systems by decreasing the mini-
mum amount of threat-related stimulation needed to en-
gage focused attention on the threat-inducing stimuli; if
physically abused children respond more quickly and/or
strongly to signals of threat, then problems disengaging
attention away from anger may emerge. Using a selective
attention paradigm with an affective component, both
physiological and behavioral measures were employed to
assess children’s orienting reaction and response time dur-
ing valid trials, and children’s disengagement reaction and
response time during invalid trials (Pollak & Tolley-Schell,
2003). Psychophysiological data confirmed the hypothesis
that physically abused children demonstrate a selective in-
crease in ERP response (as measured by P3B) on invalid
angry trials, providing evidence that increased attentional
resources were required to disengage from previously cued
angry faces only. Physically abused children also demon-
strated faster reaction times in the valid angry condition,
consistent with the notion that abused children orient rap-
idly to cues primed by anger. There were no differences,
however, in physically abused children’s psychophysiologi-
cal responses or reaction times to happy trials, providing
further support for a specific or differential deficit involv-
ing attentional processing of anger.

It is possible that the early expression of fear, anger,
and sadness that emerges among physically abused infants
within the first 3 months of life reflects deviations at
the neural level, whereby fear-processing synapses are
strengthened and/or positive affect-processing synapses
are pruned, leading to later deviations in attentional con-
trol in response to anger-related cues. These emotion
recognition and processing biases, which develop during
the 1st year of life, could leave physically abused children
vulnerable to unsuccessful resolution of stage-salient de-
velopmental tasks. For example, one possible pathway to
maladaptation might include a predisposition for develop-
ing an atypical pattern of attachment, especially given



Psychological Ontogenic Development 145

that the development of disorganized attachment has been
linked to early experiences of fear (Cicchetti & Lynch,
1993). At subsequent developmental levels, physically
abused children might also be predisposed to manifest so-
cial information-processing deficits and difficulties with
peer relationships. Social information biases that are
prevalent among maltreated children’s peer interactions
indicate that maltreated children are more, rather than
less, likely to respond to angry or aggressive emotional
cues (Dodge, Pettit, & Bates, 1990; Dodge et al., 1997;
Rieder & Cicchetti, 1989); thus, later social biases are
consistent with early attentional biases in response to ex-
pressions of anger.

Emotional Behavioral Reactivity

Further evidence supports the persistence of emotion dys-
regulation into the preschool and school-age years, as
demonstrated by studies of maltreated children’s emo-
tional behavioral reactivity to exposure to interadult anger
(Cummings, Hennessy, Rabideau, & Cicchetti, 1994;
Hennessy, Rabideau, Cicchetti, & Cummings, 1994; A.
Maughan & Cicchetti, 2002). Specifically, physically
abused school-age children display more fear in response to
videotaped angry adult interactions as compared to
nonabused comparison children who are matched on expo-
sure to interpersonal aggression (Hennessey et al., 1994).
Physically abused boys in particular show more aggression
as well as more coping responses (i.e., intervening in the
angry exchange or comforting mother) during exposure to
live simulations of interadult anger (Cummings et al.,
1994). Extending these findings, A. Maughan and Cicchetti
applied a person-oriented approach to assess how different
maltreatment experiences (physical abuse and neglect), in
conjunction with a history of exposure to interadult vio-
lence, may impact children’s emotion regulation abilities
in response to live simulations of interadult anger directed
toward their mother. Results indicated that maltreatment
alone predicted children’s complex patterns of emotion;
neither interadult violence nor its interaction with mal-
treatment accounted for children’s emotional response pat-
terns to the interadult anger. Moreover, approximately 80%
of the maltreated children evidenced dysregulated emotion
patterns (undercontrolled/ambivalent or overcontrolled/un-
responsive), in comparison to only 36% of the nonmal-
treated children (A. Maughan & Cicchetti, 2002). Notably,
the emotional response patterns of maltreated children
provide support for Davies and Cummings’s (1994) emo-
tional security hypothesis that emotional security is
largely determined by familial relations in the early care-

giving environment. With regard to maltreated children,
unpredictable and threatening interpersonal exchanges that
occur during direct and indirect interactions with the care-
giver often characterize their early environment, resulting
in children’s increased emotional insecurity. Without ade-
quate emotional security, a child’s self-regulatory abilities
may be easily overwhelmed by environmental stressors,
leading to the development of over- and underregulation
(Cole, Michel, & Teti, 1994), as exemplified by the high
rate of emotional dysregulation patterns found among mal-
treated children (A. Maughan & Cicchetti, 2002).

Maladaptive emotion regulation has additionally been
observed among maltreated children during peer interac-
tions. To investigate emotion regulation abilities among
school-age children, Shields and Cicchetti (1997) devel-
oped an emotion regulation Q-sort to address the lack of
available methods for the assessment of observed emotion
regulation beyond early childhood. Both demonstrating
convergent and divergent validity, the Emotion Regulation
Q-sort was able to distinguish between maltreated and non-
maltreated children on the basis of whether their emotions
were regulated or dysregulated. Through further applica-
tions of this methodology, Shields and Cicchetti (1998)
demonstrated the relation of emotion dysregulation and at-
tention to the development of reactive aggression among
maltreated children. Specifically, maltreated children are
more likely to show increased rates of aggression, as well
as increased distractability, overactivity, and poor concen-
tration (characteristic of children with deficits in attention
modulation). Furthermore, attention deficits mediated the
effects of maltreatment on emotional lability/negativity,
inappropriate affect, and attenuated emotion regulation.
Therefore, it seems that attention processes (which may
have their roots in early anger recognition biases that de-
velop during infancy) may interact with negative represen-
tations and maladaptive social information processing to
foster emotional negativity and reactivity among mal-
treated children; this in turn seems to provoke reactive ag-
gression, particularly among children with histories of
physical abuse.

Additionally, evidence supports that emotional dysregu-
lation may mediate the increased risk of bullying and vic-
timization that has been noted among maltreated children
(Shields & Cicchetti, 2001), highlighting how the internal-
ization of salient aspects of the early caregiving relation-
ship may have maladaptive implications among these
children. As maltreated children are victimized by parents,
they may develop a working model of relationships as dan-
gerous and malevolent that incorporates the roles of both
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bully and victim. These cognitive-affective structures may
then guide behaviors and peer interactions, promoting
emotional constriction or atypical emotional responsive-
ness and coloring children’s interpretations of the behavior
of social partners.

FORMATION OF
ATTACHMENT RELATIONSHIPS

The formation of attachment relationships represents a
major stage-salient developmental task for toddlers, begin-
ning approximately at the end of the 1st year of life. While
overt patterns of attachment emerge around 12 months of
age, parent-child interactions throughout the 1st year cre-
ate the context for early affect regulation experiences,
physiological regulation, and biobehavioral patterns of re-
sponse, all of which become the foundation from which the
capacity for attachment emerges (Gunnar & Nelson, 1994;
Hofer, 1987; Pipp & Harmon, 1987; Spangler & Grossman,
1993). Infants rely on their early experiences with their
caregivers to derive a sense of security, and they use this
relationship as a base from which to explore the environ-
ment (Sroufe, 1979). Thus, it is essential for the caregiver
to be sensitive, responsive, and reliable, so that the child
may use these regularities to develop internal models and
create expectations for the future. The absence of contin-
gent responsiveness on the part of parents can impede
infants’ ability to develop feelings of security in their pri-
mary attachment relationship (Sroufe & Waters, 1977).

Ultimately, successful resolution of this developmental
task is for the child to be able to enter into a goal-
corrected partnership where the caregiver and the child
share internal states and goals (Bowlby, 1969/1982; Cic-
chetti, Cummings, Greenberg, & Marvin, 1990). The
child forms representational models of the self, other, and
self in relation to the other through negotiations and
interactions within the primary caregiving relationship
(Bowlby, 1969/1982). The mental representational models
that emerge from interactions in the first attachment rela-
tionship organize children’s affects, cognitions, and ex-
pectations about future interactions, thereby influencing
all subsequent relationships (Cicchetti & Lynch, 1993; A.
Nash & Hay, 1993; Sroufe, 1989; Sroufe, Carlson, & Shul-
man, 1993).

Studies of attachment among maltreated children, using
the classic Strange Situation paradigm (Ainsworth & Wit-
tig, 1969), have consistently found that maltreated children
are more likely than nonmaltreated children to form inse-
cure attachments with their caregivers (Cicchetti & Bar-

nett, 1991a; Crittenden, 1985; Egeland & Sroufe, 1981;
Lamb, Gaensbauer, Malkin, & Schultz, 1985; Schneider-
Rosen, Braunwald, Carlson, & Cicchetti, 1985). Utilizing
the traditional classification scheme for attachment rela-
tionships, in which children may be classified as Type A,
anxious avoidant; Type B, securely attached; or Type C,
anxious resistant (Ainsworth, Blehar, Waters, & Wall,
1978), these early studies found that two-thirds of mal-
treated children displayed insecure attachment (Types A
or C), whereas the reverse pattern was true in nonmal-
treated children (Schneider-Rosen et al., 1985; Youngblade
& Belsky, 1989).

The attachment behaviors of maltreated children, how-
ever, were frequently described as difficult to fit within
this original attachment classification schema (e.g., Ege-
land & Sroufe, 1981); instead, maltreated children showed
inconsistent or disorganized strategies for dealing with
separations and reunions with their caregivers. Conse-
quently, the observation of the attachment behaviors of
maltreated children led to the identification of an addi-
tional pattern of attachment, named disorganized attach-
ment, or Type D, by Main and Solomon (1990). Because
inconsistent care is a hallmark of maltreating families, it
is quite likely that parenting that is insensitively over-
stimulating (associated with avoidant attachment) and in-
sensitively understimulating (associated with resistant at-
tachment) may pervade parent-infant interactions in
maltreating families (Belsky, Rovine, & Taylor, 1984; Crit-
tenden, 1985; Lyons-Ruth, Connell, Zoll, & Stahl, 1987).
The combination of these two contradictory caregiving
styles could lead to the inconsistent behaviors that charac-
terize Type D attachment (Cicchetti & Lynch, 1995). Be-
yond disorganization, infants with Type D attachment also
often display bizarre behaviors in the presence of their
caregiver, such as interrupted movements and expressions,
apprehension, dazing, freezing, and stilling behaviors (see
also Fraiberg, 1982).

Relatedly, Crittenden (1988) identified yet another
atypical pattern of attachment through observation of mal-
treated children. This pattern, which she labeled avoidant-
resistant or Type A-C attachment, describes a pattern
encompassing displays of moderate to high levels of both
avoidant and resistant attachment behaviors. There are the-
oretical distinctions between Main and Solomon’s (1990)
Type D attachment and Crittenden’s (1988, 1992) Type A-
C attachment; however, most researchers have come to con-
sider the Type A-C pattern as a subset of behaviors within
the range of Type D attachment patterns (Cicchetti, Toth,
& Lynch, 1995). Regardless, there is consensus in the field
that both Type A-C and Type D attachments represent
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atypical patterns of attachment that are distinct from se-
cure and insecure patterns.

Apart from their association with maltreatment, atypi-
cal attachment patterns are also linked to having a care-
giver with depression, substance abuse, or unresolved loss
or trauma resulting from the parent’s own childhood at-
tachments (Ainsworth & Eichberg, 1991; Cicchetti et al.,
1995; Lyons-Ruth, Repacholi, McLeod, & Silva, 1991;
Main & Hesse, 1990; Teti, Gelfand, Messinger, & Isabella,
1995). Thus, converging evidence supports the role of expe-
rience in the development of disorganized patterns of
attachment, which is not unique to the experience of mal-
treatment per se, but may emerge from the context of se-
verely disturbed parenting.

Using revised attachment schemes to include the classi-
fication of atypical attachment in addition to traditional se-
cure and insecure patterns, there is a huge preponderance
of atypical or insecure attachment among maltreated chil-
dren (Barnett, Manly, & Cicchetti, 1999; Carlson, Cic-
chetti, Barnett, & Braunwald, 1989; Crittenden, 1988;
Lyons-Ruth, Connell, & Zoll, 1989; Lyons-Ruth et al.,
1987). Many studies report attachment insecurity for mal-
treated children to be 80% to 90%. Specific to Type D at-
tachment, apart from Type A or C insecure patterns,
studies have reported that up to 80% of maltreated infants
display disorganized patterns of attachment compared to
rates of approximately 20% of Type D attachment among
demographically comparable, low SES, nonmaltreated
children (Carlson et al., 1989). A meta-analysis of disor-
ganized attachment in early childhood reports about 15%
Type D attachment in normative middle-class families; in
other social contexts, such as the case of child maltreat-
ment, rates are far higher (van Ijzendoorn, Schuengel, &
Bakermans-Kranenburg, 1999).

Substantial stability in insecure patterns has also been
noted among maltreated children, whereas those that dis-
play initial secure attachments tend to become insecure
over time (Cicchetti & Barnett, 1991b; Schneider-Rosen
et al., 1985). The opposite pattern tends to be true for non-
maltreated children such that secure attachment is stable,
and children who are insecurely attached are likely to de-
velop secure attachment (Lamb, Thompson, Garnder, &
Charnov, 1985). Providing further support for the stability
of insecure attachment across 12, 18, and 24 months, Bar-
nett, Ganiban, and Cicchetti (1999) found support for a
strong association between child maltreatment in infancy
and the development of Type D attachment. Specifically,
66.7% of children were classified as Type D at both 12 and
18 months, with maltreated infants significantly more
likely then nonmaltreated infants to be classified as Type D

at both ages (56% versus 19% for maltreated and compari-
son infants, respectively). Moreover, this pattern persisted
at least through the toddler years, such that 81.3% of chil-
dren classified as Type D at 18 months received the same
classification at 24 months (Barnett et al., 1999). These
findings suggest that Type D attachment is not transitory,
reinforcing the notion that early attachment relationships
organize future behavior. Additionally, this study extended
our knowledge regarding the development of Type D at-
tachment through the inclusion of measures of child tem-
perament such as negative expressivity. Analyses revealed
that Type D attachment is not a function of children’s nega-
tive expressivity, indicating discriminant validity for the
construct, nor is negative expressivity related to maltreat-
ment, thus lending support to the notion that infant diffi-
culty does not predispose one to maltreatment. Also, as
rates of parenting problems increased in severity, atypical
patterns of attachment increased and secure attachment
patterns decreased, highlighting the influence of parenting
behaviors on Type D attachment. Finally, attachment disor-
ganization predicted the degree and direction of child
vocal distress change such that the securely attached chil-
dren decreased in vocal distress as they matured, but the
Type D attached children increased in vocal distress be-
tween 12 and 18 months, suggesting that attachment disor-
ganization may disrupt the development of emotional
regulatory systems (Barnett et al., 1999).

Further research on the relationship between emotion
and disorganized attachment has identified frightened and
frightening behavior associated with the caregiver as cen-
tral to the development of disorganized attachment. Once
fear becomes connected to the caregiver, the child may be-
come unable to rely on the attachment figure as a source of
security or safety (Lyons-Ruth, Bronfman, & Parsons,
1999; Main & Hesse, 1990). The experience and expression
of fear, which emerges early among many maltreated chil-
dren, may impair children’s ability to regulate and orga-
nize their affect during activation of their attachment
system (Cicchetti & Lynch, 1993). Additional support for a
link between disorganized attachment and the development
of emotion regulation problems has been provided through
physiological evidence. For example, children with Type D
attachments have been found to display indices of physio-
logical stress, such as increased heart rate and salivary cor-
tisol responses, to the Strange Situation; infants with
secure attachments do not display such stress responses
(Hertsgaard, Gunnar, Erickson, & Nachmias, 1995; Span-
gler & Grossman, 1993). Similar patterns of physiological
dysregulation have been associated with infants placed into
foster care (Dozier, Levine, Stovall, & Eldreth, 2001).
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Considering that all children who enter foster care have ex-
perienced severe disruptions in their relationships with
primary caregivers, and that many have experienced mal-
treatment prior to their entrance into the foster care sys-
tem, atypical patterns of glucocorticoid production among
these youngsters underscores the relationship between at-
tachment insecurity and emotion regulation difficulties.

The stability of early atypical attachment among mal-
treated children places them at extreme disadvantage to
achieve adaptive outcomes in other domains of self- and in-
terpersonal development (Cicchetti & Lynch, 1993). Con-
sistent with the transactional nature of development, early
attachment does not cause later maladaptation in a linear
function; rather, prior history influences the subsequent se-
lection, engagement, and interpretation of experience.
Thus, early insecurity in attachment can be conceptualized
as an “initiator of pathways probabilistically associated
with later pathology” (Sroufe et al., 1999, p. 1). Among
the developmental sequelae associated with insecure at-
tachment are the presence of externalizing and internaliz-
ing symptomatology (Lyons-Ruth & Easterbrooks, 1995),
problematic stress management, elevated risk for external-
izing problem behavior, and the tendency to develop dis-
sociative behavior later in life (Ogawa, Sroufe, Weinfield,
Carlson, & Egeland, 1997; van Ijzendoorn et al., 1999).
Additionally, maltreated children’s representational
models, which develop in the context of the attachment re-
lationship, may moderate the effects of maltreatment on
children’s perceived competence and depressive sympto-
matology (Toth & Cicchetti, 1996). Furthermore, evidence
supports that insecure patterns of attachment will persist
into adulthood, contributing to difficulties with family re-
lationships (Bartholemew, 1990; Crittenden, 1988; Crit-
tenden & Ainsworth, 1989; Feldman & Downey, 1994;
P. W. Howes & Cicchetti, 1993; Main & Goldwyn, 1984).
For example, in examining results of the Adult Attachment
Interview among maltreating parents, Crittenden, Par-
tridge, and Claussen (1991) reported rates of either both
dismissing, both preoccupied-engaged, or one of each
within the maltreating couple that exceeded 90%. This was
in stark contrast to demographically matched nonmaltreat-
ing couples where secure attachments from both partners
were more likely. Among maltreating couples, however,
unions between two securely attached individuals or be-
tween one secure and one insecure individual were nearly
nonexistent, providing evidence for assortative mating that
may perpetuate the intergenerational transmission of inse-
cure attachment patterns as well as child maltreatment.
From an ecological-transactional perspective, the primary
attachment relationship remains a salient developmental

issue across the life span, as it lays the foundation for rep-
resentational models and subsequently shapes an individ-
ual’s selection, engagement, and interpretation of all future
experiences, including the ability to successfully resolve
ensuing developmental tasks.

DEVELOPMENT OF AN AUTONOMOUS SELF

The infant’s concept of self is believed to emerge from early
parent-child interactions within the context of the primary
caregiving relationship (Bowlby, 1988; Bretherton & Wa-
ters, 1985; Emde, 1983; Mahler, Pine, & Bergman, 1975;
Sroufe, 1989; Stern, 1989). Secure attachment to mother is
associated with a number of adaptive self processes, includ-
ing, for example, more complex self-knowledge (Pipp, East-
erbrooks, & Harmon, 1992). Similarly, maltreated children
who are able to develop secure attachments with their
mother are less likely to display the self-concept deficits
that are common among insecurely attached maltreated
children (Beeghly & Cicchetti, 1994; Schneider-Rosen &
Cicchetti, 1984; Toth & Cicchetti, 1996).

As development proceeds into toddlerhood, the stage-
salient task shifts to the development of autonomous func-
tioning, as the responsibility of self-management and the
regulation of affect moves away from the context of the
caregiver-infant relationship onto the toddler alone. Be-
tween 18 and 36 months, the autonomous self emerges as
toddlers develop the ability for more differentiated and
complex representations of the self in relation to others
(Greenspan & Porges, 1984). The caregiver’s sensitivity to
and tolerance for the toddler’s strivings for autonomy are
necessary for successful resolution of this issue. Care-
givers who feel rejected by their toddlers’ new demands as
they strive for autonomous functioning may inhibit the
emergence of autonomy in their children if they are not sup-
portive of this process or are unable to set age-appropriate
limits (Cicchetti & Lynch, 1995). Moreover, extended peri-
ods of psychological unavailability from parents have been
associated with expectations for the continued inaccessi-
bility of the attachment figure and a view of the self as
unlovable (Bowlby, 1973; Cummings & Cicchetti, 1990;
Egeland & Sroufe, 1981). The child may then respond to
novel situations and relationships in accord with the repre-
sentational models that have emerged from this initial rela-
tionship experience and, furthermore, may actively select
situations that are consistent with this relationship’s goals
(Sroufe, 1983).

The emergence of the development of self during early
toddlerhood has traditionally been examined through in-
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vestigations of visual self-recognition (M. Lewis &
Brooks-Gunn, 1979). The capacity to recognize the rouge-
marked self in the mirror emerges during the 2nd year of
life and provides some insight into children’s early self-
concept. Although no differences have emerged in mal-
treated infants’ ability for visual self-recognition as early
as 18 months of age, evidence reveals that there are signifi-
cant differences in their affective expressions upon view-
ing the self. Specifically, maltreated children are more
likely to display neutral or negative affect in response to
their rouge-marked self (Schneider-Rosen & Cicchetti,
1984, 1991) than are nonmaltreated children. Therefore, it
seems that although maltreatment does not impede the cog-
nitive maturation necessary for the development of self-
recognition, there are observable affective differences in
the self-representations of maltreated toddlers.

At 24 months of age, a tool-use paradigm has been used
to measure children’s emerging autonomy, independent ex-
ploration, and ability to cope with frustration (Egeland &
Sroufe, 1981). During this problem-solving interaction,
maltreated children become more angry, frustrated with
the mother, and noncompliant than do nonmaltreated
children of similar SES, thereby suggesting that mal-
treated children experience difficulty in developing an au-
tonomous self.

Moving into late toddlerhood, the ability to talk about
the self, label emotions, and discuss feelings of self and
other emerges, allowing for observations of more overt
expressions of self-representation. Self-other differentia-
tion can be reflected in children’s self-descriptions, use
of personal pronouns, and active agency during symbolic
play (Beeghly & Cicchetti, 1994; Kagan, 1981). During
observations of mother-child play, delays in maltreated
children’s self systems have been noted through the
analysis of verbal communicative abilities and internal
state language. Specifically, maltreated children talk less
about themselves and about their internal states than do
nonmaltreated children, show less differentiation in their
attributional focus, and are more context-bound in their
use of internal state language (Beeghly & Cicchetti, 1994;
Coster, Gersten, Beeghly, & Cicchetti, 1989). Among
maltreated children, those with insecure attachments
display the most compromised internal sate language
(Beeghly & Cicchetti, 1994).

The dearth of negative internal state expression that has
been noted among maltreated children is consistent with
reports that maltreated children may inhibit negative af-
fect, especially in the context of their relationship with
their caregiver (Crittenden & DiLalla, 1988; Koenig, Cic-
chetti, & Rogosch, 2000; Lynch & Cicchetti, 1991). As sug-

gested by Cicchetti (1991), the suppression of negative
emotions may reflect an adaptive process for children in
the context of a maltreating environment. Through the mod-
ification of their behavior, maltreated children may miti-
gate their parents’ responses to, as well as their own
anxiety surrounding, particular uses of language (i.e., lan-
guage that reflects negative emotion, references to the self
and the self ’s desires) that have previously resulted in neg-
ative consequences. Outside of this context, however, the
inability to acknowledge negative emotional states may
impede maltreated children’s ability to display empathy to-
ward their peers and engage in successful social relation-
ships (Main & George, 1985; Troy & Sroufe, 1987).

The investigation of the expression of self-conscious
emotions has also been utilized as a way to assess 
self-representation among maltreated preschool children
(Alessandri & Lewis, 1996). During problem-solving tasks
between mother and child, significant differences emerged
between maltreated and nonmaltreated children in the ex-
pression of both pride and shame. Maltreated girls were
identified as at particular risk for negative self-conscious
emotions, showing much less pride and more shame as
compared to maltreated boys and nonmaltreated compar-
isons. There were also significant differences in the emo-
tional responsivity of maltreating and nonmaltreating
mothers in response to their children’s successes and fail-
ures. Specifically, maltreating mothers provided more neg-
ative feedback and negative affective displays, especially
toward their daughters, which likely impacts their chil-
dren’s expression of self-conscious emotion. The fact that
maltreated girls showed fewer pride behaviors toward suc-
cess and more shame toward failure is particularly note-
worthy considering that the degree of affect children
attribute to their performance abilities is an important con-
tributor to their feelings of self-worth, competence, and
motivation for school (J. L. Aber & Allen, 1987; Cassidy,
1988). Thus, the differences in maltreated children’s ex-
pression of self-conscious emotion may represent precur-
sory evidence for the development of low self-esteem and
internalizing psychopathology.

Indeed, a number of investigations of self-esteem among
maltreated children have been conducted, describing mal-
treated children as lower in ego control and self-esteem as
early as the preschool years (Egeland, Sroufe, & Erickson,
1983) and revealing that maltreated school-age children re-
port lower self-concepts than do nonmaltreated children
(D. Allen & Tarnowski, 1989; Oates, Forrest, & Peacock,
1985). A closer developmental analysis of maltreated
school-age children’s self-concepts, however, supports a
shift in self-esteem patterns across ages. Young maltreated
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children (ages 6 and 7) tend to demonstrate an inflated
sense of self-competence and social self-efficacy, yet by
ages 8 or 9 this overly positive sense of self is no longer
present; instead, they perceive themselves as being less
competent than do nonmaltreated children (Kim & Cic-
chetti, 2003; Vondra et al., 1989). Corroboration of chil-
dren’s self-evaluations with teachers’ ratings reveals that
children’s perceptions may in fact become more accurate
and realistic as they grow older and view themselves in a
more negative light.

Therefore, it seems that the experience of the school en-
vironment may have multiple implications for maltreated
children’s sense of self and subsequent relationships. As
noted previously, exposure to school may provide mal-
treated children with their first experience of nonthreaten-
ing relationships, thereby facilitating the development of
more secure relatedness. During the young school-age pe-
riod, maltreated children tend to develop inflated levels of
perceived self-efficacy in peer interactions, which has
been identified as a protective factor in the pathways to in-
ternalizing symptomatology (Kim & Cicchetti, 2003).
However, it is possible that this exaggerated sense of self is
reflective of deficits in social information processing. Mal-
treated children may misinterpret social cues in peer inter-
actions and misunderstand their own role in peer conflict,
resulting in an overly positive self-view (e.g., Crick &
Dodge, 1996a, 1996b). These processing errors may de-
crease over time as children develop the capacity for social
comparison and may gain a growing awareness of their so-
cial inefficacy (see later section on social information
processing). Alternatively, young maltreated children’s in-
flated self-concept may be related to immaturity in devel-
oping representational models that are derived from early
attachment insecurity (Cassidy, 1988) or defensive pro-
cessing, whereby maltreated children inhibit negative af-
fect and exhibit false-positive affect (Beeghly & Cicchetti,
1994; Crittenden & DiLalla, 1988; Koenig et al., 2000).
Such explanations are plausible considering that as mal-
treated children continue to mature in the context of
peer relations, they begin to make more negative self-
appraisals, which perhaps are more representative of their
true models of the self (see section on peer relations for
further discussion).

Clearly, maltreated children display a number of diffi-
culties and maladaptive patterns in their struggle for auton-
omy and developing self. Their inability to discuss negative
emotional states combined with their increasingly negative
self-representations may exacerbate and contribute to their
problems in self-other differentiation, as well as their abil-

ity for social information processing and the development
of successful peer relationships.

Furthermore, child maltreatment experiences have been
linked to pathology in self-definition and self-regulation
(Fischer & Ayoub, 1994; Westen, 1994). Initial investiga-
tions of self system psychopathology focused on those
who experienced the most extreme forms of maltreatment.
For example, among girls who experienced chronic sexual
abuse, a complex form of dissociation called “polarized af-
fective splitting” has been noted (Calverley, Fischer, &
Ayoub, 1994). More recent work, however, suggests that
less heinous forms of maltreatment can lead to disruptions
in self system processes and self-integration. The experi-
ence of traumatic abuse, beyond that specific to sexual
abuse, can play a role in the etiology of dissociative disor-
ders (Cole & Putnam, 1992). For example, using an ob-
server report measure of dissociation for children, Putnam
(1996) demonstrated that maltreated school-age children
showed more dissociation than nonmaltreated children. To
address questions regarding developmental pathways to
dissociative symptomatology, a longitudinal prospective
study of children at high risk for poor developmental out-
comes was conducted with children between the toddler pe-
riod and age 19 (Ogawa et al., 1997). The results of this
study indicated that trauma, which was defined to include
maltreatment, predicted levels of dissociation at all de-
velopmental periods. In particular, dissociation in the
toddler-preschool period was predicted by physical abuse
and neglect in infancy, and the severity and chronicity of
trauma predicted future levels of dissociation.

Story stem narratives also have been used to determine
the extent of dissociation in maltreated and nonmaltreated
preschool-age children (Macfie, Cicchetti, & Toth, 2001b).
In an initial investigation focusing on moral-conflictual
themes in maltreated preschool children’s narratives, mal-
treated children portrayed parents and children as respond-
ing less often, yet themselves as stepping into the story
more often to relieve children’s distress (Macfie et al.,
1999). In a subsequent investigation, Macfie and colleagues
(2001b) posited that dissociation might help to explain this
finding that maltreated children were more likely to break
the narrative frame to relieve children’s distress them-
selves, suggesting that for maltreated children, the line be-
tween reality and fantasy is blurred in fearful situations. In
an analysis of dissociative content in the narratives pre-
school children provided, maltreated children demon-
strated more dissociation than nonmaltreated children,
especially those who were physically abused and sexually
abused. Additionally, different developmental trajectories
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for maltreated and nonmaltreated children were identified
such that dissociation increased over time for the mal-
treated children, whereas such increases were not observed
among the nonmaltreated children.

Another investigation extended findings on dissociation
in maltreated children by analyzing subtype differences
and also by incorporating measures of internalizing and ex-
ternalizing symptomatology (Macfie, Cicchetti, & Toth,
2001a). Although clinical-range dissociation was associ-
ated with the experience of physical abuse only, children
who experienced sexual abuse, physical abuse, or neglect
each demonstrated more dissociation than the nonmal-
treated group. Moreover, maltreatment severity, chronic-
ity, multiple subtypes, and internalizing and externalizing
symptomatology were each related to dissociation. Thus, it
seems that the experience of maltreatment places children
at considerable risk for dissociative symptomatology, high-
lighting the extreme extent to which maltreatment may
disrupt one of the most central tendencies of ontogenic de-
velopment: self system integration and development.

SYMBOLIC DEVELOPMENT

A critical cognitive achievement of toddlerhood is the
development of representational thought using symbols (Pi-
aget, 1962; Werner & Kaplan, 1963). This ability is ex-
pressed through language and play, where children can
represent their growing awareness of self and other, in ad-
dition to practicing and cultivating behaviors that may be-
come integrated into more complex behavioral sequences
and problem-solving skills (Bruner, 1972; Cicchetti, 1990).
Although the development of these symbolic capacities is
largely a cognitive maturational process, representational
thought does not emerge in isolation from socioemotional
and environmental factors. In fact, as children develop
the cognitive capacity for symbolic thought, ongoing rela-
tionships and experiences influence the organization and
content of the representational models as they emerge. Rep-
resentational models, and children’s ability to manipulate
them, may influence later cognitive processing abilities as
well as social information-processing skills (Cicchetti &
Lynch, 1995; Dodge et al., 1997).

Language

Although the capacity for language is highly canalized, a
number of environmental factors are associated with the
development of children’s language competence, including
socioeconomic status, maternal interactive behavior, and

maternal psychosocial functioning (Eigsti & Cicchetti,
2004; Morisset, Barnard, Greenberg, Booth, & Spieker,
1990). Maltreatment, especially severe neglect, is related
to linguistic delays affecting both receptive and expressive
language (R. E. Allen & Oliver, 1982; Culp, Watkins, &
Lawrence, 1991; L. Fox, Long, & Langlois, 1988). These
language deficits are associated with caretaking environ-
ments where maltreating parents fail to provide adequate
social language exchange and direct verbal teaching (Culp
et al., 1991; Wasserman, Green, & Allen, 1983). Attach-
ment security also plays a role in the development of com-
municative competence such that secure attachment may
operate as a protective factor for language competence
among maltreated children (Gersten, Coster, Schneider-
Rosen, Carlson, & Cicchetti, 1986). However, the prepon-
derance of atypical attachment security among maltreated
children (Barnett et al., 1999) places them at significant
risk for maladaptive language development.

In an analysis of communicative functioning, Coster and
colleagues (1989) identified multiple signs of language im-
pairment among maltreated children. For example, mal-
treated children demonstrated shorter mean length
utterances and more limited expressive, but not receptive,
language. Additionally, analysis of the pragmatic use of
language suggested that maltreated toddlers, along with
their mother, have developed an interaction style in which
language predominantly functions as a medium to accom-
plish tasks rather than as a medium for social or affective
exchanges. Considering the findings that maltreated chil-
dren also produce less internal state speech (Beeghly & Ci-
cchetti, 1994; Coster et al., 1989) and less contingent
speech (Coster et al., 1989), the evidence converges to sug-
gest that the development of language among maltreated
children occurs to the neglect of its potential use as a
medium for social or affective discourse. Maltreated chil-
dren’s deficits in the pragmatic use of language for social
sharing may present further challenges in their ability to
develop close relationships and feel a sense of belonging-
ness in later peer group formations.

The vast majority of language studies with maltreated
children have focused on the content rather than the form
of language, or used qualitative rather than quantitative
measures of communicative abilities. To address this gap in
the literature, Eigsti and Cicchetti (2004) examined the
syntactic complexity of language among mother-child
dyads from maltreating and nonmaltreating families. Child
maltreatment was associated with quantitative language
delays both in vocabulary and production of syntactic
structures. Maltreating mothers’ utterances, however, were
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different in qualitative nature such that maltreating moms
directed fewer utterances toward their children and pro-
duced fewer specific types of utterances (multiclause ut-
terances and yes/no questions), consistent with previous
work regarding maternal verbal attention-directing behav-
iors (Alessandri, 1992). Furthermore, maternal expansions
and repetitions were related to child age among dyads from
nonmaltreating families, but not from maltreating families.
This suggests that the mothers from maltreating families
were less responsive to child-specific factors as they failed
to tailor the age-appropriateness of their verbal behaviors.
Additionally, this investigation represents the first demon-
stration of child language delays and differences in mater-
nal speech in a single maltreated sample.

Play

Play is one of the most significant tasks of child develop-
ment as it requires the integration of cognitive, motiva-
tional, emotional, and social skills. Through play, children
develop and practice the skills and strategies that can be
later used in goal-directed activities (Weisler & McCall,
1976). Though the structure of play is cognitively based
(Belsky & Most, 1981; Nicolich, 1977), the motivation be-
hind play is affective in nature (Hesse & Cicchetti, 1982).
Mastery motivation and other stylistic aspects of play such
as engagement in play and quality of exploration have been
associated with more mature forms of object play (Fein &
Apfel, 1979). Higher cognitive levels of play are associated
with self-control, low impulsivity, and low aggression
(Singer, 1976). Furthermore, it has been demonstrated that
play can be used as a window onto the social understanding
of children, with the development of symbolic play in par-
ticular reflecting children’s emerging conceptions of them-
selves and of others (Beeghly, Weiss-Perry, & Cicchetti,
1990; Bretherton, 1984; Cicchetti, 1990).

In an investigation of mother-child play and social com-
petence among 12-month-old infants, Valentino, Cicchetti,
Toth, and Rogosch (in press) noted that although no differ-
ences emerged in the average level or maximum level of
play complexity achieved, differences in play style, as as-
sessed though social interaction behaviors, were prominent
between infants from maltreating and nonmaltreating fam-
ilies. Specifically, infants from abusing families exhibited
more imitation during play than did the infants from non-
maltreating families. Infants from abusing families also
engaged in less independent play than both the infants from
neglecting families and the infants from nonmaltreating
families. Additionally, mothers differed in their interac-
tions during mother-child play such that mothers from

abusing families demonstrated fewer attention-directing
and limit-setting behaviors than did mothers from nonmal-
treating families. Further analysis revealed that maternal
attention-directing behaviors significantly predicted child
play style behaviors but did not mediate the unique effects
of maltreatment. Nonetheless, the differences in play style
demonstrated by infants from abusing families represent
the earliest indication of deviation in the development of
sociocommunicative competence among maltreated chil-
dren and suggests that these infants may already be at risk
for atypical developmental pathways as young as 12 months
of age (Valentino et al., in press).

Among preschool-age children, investigations of social
play patterns have revealed that the play of maltreated chil-
dren is both less cognitively mature and less socially ma-
ture than that of nonmaltreated children (Alessandri,
1991). Maltreated children spent less time engaged in play
and more time in transition between play activities. Fur-
thermore, most of their play was sensorimotor and
functional, engaging in simple motoric activities and
demonstrating greater touching of toys without any direct
manipulations in both solitary and parallel social situa-
tions. In contrast, nonmaltreated children engaged in more
cognitively mature and goal-oriented constructive play.
The rates of dramatic play between maltreated and nonmal-
treated children were comparable; however, the maltreated
children demonstrated a restricted range of thematic con-
tent in their play. For example, maltreated children were
much more imitative and likely to reenact everyday rou-
tines, and the nonmaltreated children were able to engage
in more fantasy play; this is consistent with the differences
noted among the play styles of infants from maltreating
families during mother-child play at 12 months of age
(Valentino et al., in press). Therefore, maltreatment does
not seem to impede the cognitive maturation necessary for
symbolic play. Rather, maltreatment’s effects on play are
manifest in the qualitative content of the play themes, a
trend that is similar to differences noted among maltreated
children’s affective displays following self-recognition
(Schneider-Rosen & Cicchetti, 1984, 1991).

In an additional investigation of maltreated preschool
children’s play behaviors, Alessandri (1992) demonstrated
that differences in maltreated and nonmaltreated chil-
dren’s play are correlated with differences in mother-child
interaction styles. Irrespective of maltreatment history,
children who were exposed to low levels of maternal atten-
tion-directing behavior and to an aloof and critical mother
were less likely to engage in higher forms of cognitive play,
whereas those with mothers who focused their children’s
attention on objects and events and interacted in reciprocal
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manner were able to initiate, maintain, and engage in more
complex forms of cognitive play. Mothers from maltreating
families were more controlling and less involved with their
children, used fewer physical and verbal strategies to direct
their children’s attention, and were more negative in com-
parison with nonmaltreating mothers. Taken together,
these three studies elucidate the deleterious impact that be-
haviors associated with maltreating parents may have on
the development of their children’s play, especially with re-
gard to the content and style of these play behaviors.

Representational Models

Mental representational models are believed to play a guid-
ing role in the continuity of development. Emerging from
early attachment relationships, which become internalized
as the first representations of self and other, representa-
tional models foster the maintenance of developmental tra-
jectories as they organize expectations and schemas for
relationships (Bowlby, 1969/1982; Cicchetti & Toth, 1995;
Lynch & Cicchetti, 1991; Sroufe, 1989). Among normative
samples, the quality of children’s attachment relationships
to the primary caregiver is associated with the complexity
of their knowledge of self and others (Pipp et al., 1992).

Self-other differentiation and understanding are neces-
sary, however, before one can build representational mod-
els of the self and other. Investigations of false belief
understanding suggest that the capacity for mentalizing, or
theory of mind (ToM), an understanding that another can
have a perspective that is different from one’s own, is re-
flective of the ability to differentiate between the self and
other as distinct entities with separate mental states. The
capability of understanding that different people can have
different perspectives about a single situation is an essen-
tial development in the ability to predict people’s behavior
across settings; thus, false belief understanding is often in-
terpreted as an indication of a representational theory of
mind (Perner, 1991). Though most commonly associated
with the development of children with Autism, ToM
deficits have also been observed among various other atyp-
ical populations, such as children with Down syndrome,
children with mental retardation of undifferentiated etiol-
ogy, and children with deafness (Cicchetti & Beeghly,
1990; Fowler, 1998; Pennington & Bennetto, 1998; C. C.
Peterson & Siegal, 1995, 1999). In accord with the princi-
ple of equifinality (Cicchetti & Rogosch, 1996), C. C. Pe-
terson and Siegal (2000) argue that there may be multiple
pathways to the development of ToM deficits besides the
innately damaged neurobiological module often proposed
to explain the poor performance of children with Autism

on false belief tasks. Specifically, they assert that for other
populations of children, there may be a critical threshold
level of environmental input that must be reached to initiate
the neurobiological processes necessary for the develop-
ment of ToM. For example, among late-signing deaf chil-
dren, a lack of conversational input during early
development may account for later deficits in the develop-
ment of ToM (C. C. Peterson & Siegal, 1999).

Given the clear deviations in the average expectable en-
vironment that characterize the early development of mal-
treated children, it is likely that maltreated children would
also be at increased risk for ToM deficits. To investigate
the impact of family contextual influences on ToM devel-
opment, Cicchetti, Rogosch, Maughan, Toth, and Bruce
(2003) investigated false belief understanding among low
SES maltreated and nonmaltreated and middle SES non-
maltreated children. Among maltreated children, deficits
in false belief understanding were noted such that the oc-
currence of maltreatment during the toddler period, and
physical abuse in particular, was associated with delay in
development of ToM (Cicchetti et al., 2003). These delays
in the capacity for self-other differentiation may place
maltreated children at increased risk for the development
of maladaptive representational models.

Representational models are particularly important be-
cause once early attachment models are internalized, they
may guide subsequent interpersonal relationships as event
schemas (Bretherton, 1990). Therefore, internal represen-
tational models of early attachment relationships organize
expectations about other potential social partners as well as
the self in relation to them (Crittenden, 1990). Given the
paucity of secure attachment organization among mal-
treated children, they may develop negative expectations of
how others will behave and of how successful the self will
be in relation to others (Bowlby, 1973, 1980; Bretherton,
1991; Cicchetti, 1991; Lynch & Cicchetti, 1991). Continu-
ity in children’s relationship patterns with parents, siblings,
friends, and teachers are well documented; for example,
children’s attachment quality with their mother is related to
quality of attachment with their father (N. A. Fox, Kim-
merly, & Schafer, 1991), siblings (Teti & Ablard, 1989),
preschool friends (Park & Waters, 1989), and teachers (C.
Howes & Hamilton, 1992). Specific to maltreated children,
quality of attachment to foster parents tends to be consis-
tent with the attachment quality that would be expected to-
ward the maltreating mother (C. Howes & Segal, 1993).
Additionally, maltreated children’s patterns of relatedness
to their mother significantly impact their feelings of relat-
edness to others (Lynch & Cicchetti, 1991) and are concor-
dant with their patterns of relatedness to teachers, peers,
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and best friends (Lynch & Cicchetti, 1992). These ob-
served continuities in the quality and pattern of children’s
interactions across relationships lend support to the notion
of enduring attachment organization, manifest in children’s
increasing use of organizing mental representations.

Direct research assessing maltreated and nonmaltreated
children’s representational models has flourished in the
past decade. Initial research identifying differences be-
tween maltreated and nonmaltreated children’s representa-
tional models emerged from the analysis of the complexity
and organization of their person concepts, demonstrating
that a child’s pattern of relatedness to a particular person is
significantly related to the descriptiveness, depth, evalua-
tive consistency, and emotional tone of his or her open-
ended description of that relationship figure (Cicchetti &
Lynch, 1995). Further, children with optimal patterns of
relatedness have relatively detailed conceptions of others
that are associated with consistently positive affect, as op-
posed to the person concepts of children with nonoptimal
patterns of relatedness (Cicchetti & Lynch, 1995).

Most recently, children’s story stem narratives have
been utilized as a medium for the assessment of representa-
tional models, beginning with a seminal paper by Toth,
Cicchetti, Macfie, and Emde (1997). Analysis of the narra-
tives of maltreated and nonmaltreated children revealed a
complex pattern of distortions in the mental representa-
tions of maltreated children. Overall, the narratives of
maltreated children contained more negative maternal rep-
resentations and more negative self-representations than
the narratives of the nonmaltreated children. Further ex-
amination of subtype differences revealed that physically
abused children had the most negative maternal representa-
tions and more negative self-representations than the non-
maltreated children. Physically abused children had high
levels of negative self-representations, and the neglected
children emerged with low levels of positive representa-
tions compared to nonmaltreated children. This finding
may be consistent with the lack of positive attention that
characterizes neglected children’s home environment,
which may impede their overall development of self. Toth
and colleagues conjectured that although physically abused
children have experienced much negative parenting dys-
function, they may also have had periods when they were
responded to positively (thus enabling positive self-
representations). Sexually abused children manifested
more positive self-representations than neglected children,
which might be consistent with notions of a false self. This
explanation seems plausible considering that their negative
self-representations were comparable to the physically
abused children’s.

Extending their prior work to examine representations
of caregiver and self over time, Toth, Cicchetti, Macfie,
Maughan, and VanMeenen (2000) conducted a longitudinal
investigation with maltreated and nonmaltreated preschool-
ers and found that maltreated children had more negative
representations of parents and of self at the conclusion of
the 1-year study period. Maltreated children also concur-
rently exhibited indices of negative and grandiose self-
representations, which may be reflective of earlier
attachment disorganization. Over time, maltreated preschool
children displayed more grandiose self-representations, and
nonmaltreated children displayed an opposite pattern. These
findings are consistent with the exaggerated sense of self-
competence and social self-efficacy that have been noted
among young maltreated school-age children (Kim & Cic-
chetti, 2003; Vondra et al., 1989). By age 8 or 9, however,
maltreated children’s perceptions of self decrease such that
they view themselves as less competent than nonmaltreated
children; similarly, one might expect to see a comparable de-
cline in maltreated children’s self-representations as they
progress into later childhood.

Derived from the early attachment relationship, chil-
dren’s mental representations of their caregivers should
consolidate and generalize to form an organizing schema
through which subsequent relationships may be inter-
preted. Therefore, in theory, children’s mental representa-
tions of caregivers will influence their ability to engage in
peer relationships. To assess the relationship between such
mental representations and children’s peer relationships,
Shields, Ryan, and Cicchetti (2001) assessed maltreated
and nonmaltreated children’s narrative representations of
caregivers and emotion regulation as predictors of later
rejection by peers. Consistent with an organizational per-
spective of development, positive and coherent representa-
tions of caregivers were related to prosocial behavior and
peer preference, whereas maladaptive representations were
associated with emotion dysregulation, aggression, and
peer rejection. Furthermore, mental representations medi-
ated maltreatment’s effects on peer rejection in part by un-
dermining the ability for competent emotion regulation.
Thus, mental representations of caregivers serve an impor-
tant function in the development of peer relationships of at-
risk children, in addition to the development of emotion
regulation (see later sections on emotion regulation and
peer relationships).

MORAL DEVELOPMENT

Alongside the development of representational models, an
additional task of the preschool period is the development of
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self-regulatory mechanisms. Internalization of moral stan-
dards enables the child to shift from external to internal
control. The facilitation of internalization in young children
is largely reliant on the caregiver (Ryan, Deci, & Grolnick,
1995) and is fostered through autonomy-supportive parental
behaviors such as conveying choice, acknowledging the
child’s feelings, and providing a meaningful rationale for
limitations that are set (Deci, Egharri, Patrick, & Leone,
1994; Ryan et al., 1995).

In contrast to those behaviors that promote the develop-
ment of internalization in children, maltreating mothers
tend to rely more on punitive and power-assertive strate-
gies and less on reasoning and positively oriented strate-
gies to discipline their children than do nonmaltreating
mothers (Oldershaw et al., 1986). Additionally, maltreat-
ing parents tend to have overly high expectations for their
children, a low tolerance for misbehavior, and a greater
expectancy for compliance than do nonmaltreating par-
ents (Chilamkurti & Milner, 1993; Dixon, Hamilton-
Giachritsis, et al., 2005; Reid et al., 1987). Considering the
maladaptive discipline strategies parents employ when
their children fail to meet their unrealistically high expec-
tations, it follows that maltreated children are likely at risk
for maladaptive moral development.

Initial efforts to assess the moral development of mal-
treated children focused on children’s moral judgments
and reasoning (Smetana, Kelley, & Twentyman, 1984;
Smetana et al., 1998, 1999). Differences in moral maturity
were not found between maltreated and nonmaltreated chil-
dren; all children evaluated moral transgressions as very
serious, punishable, and wrong in the absence of rules. Dif-
ferences did emerge, however, in the children’s affective
responses to moral transgression as a function of maltreat-
ment subtype and gender (Smetana et al., 1998). For exam-
ple, physically abused male perpetrators reported more
anger in actual situations than did females, and physically
abused females reported more happiness in response to ac-
tual transgressions than did physically abused males; this
latter finding is perhaps consistent with an emerging false
self. In contrast, neglected children reported less sadness
than nonmaltreated children when judging how hypotheti-
cal perpetrators would feel and more fear in response to
the hypothetical instances of unfair resource distribution
than did the physically abused or nonmaltreated children.

In an additional investigation, Smetana and colleagues
(1999) assessed the effects of provocation on maltreated
and nonmaltreated preschoolers’ understanding of moral
transgressions. Consistent with their prior study, no gender
or maltreatment status differences in ratings of transgres-
sion severity and deserved punishment were found; instead,

differences emerging as a function of maltreatment sub-
type were noted among children’s affective responses.
Overall, evidence demonstrates that maltreated and non-
maltreated children may differ in the organization of their
affective responses rather than in their moral evaluations.
This profile of functioning is consistent with observations
of maltreated children’s visual self-recognition behaviors,
in addition to the qualitative aspects of their symbolic play,
such that maltreatment’s effects are more salient in the af-
fective realm (Alessandri, 1991; Schneider-Rosen & Cic-
chetti, 1984, 1991).

There are disadvantages, however, in the methodology
employed in the aforementioned investigations, such that
directly asking children for moral judgments may influ-
ence children to answer in a manner that is socially appro-
priate, potentially in contrast to what they actually may
believe. To address these concerns, a structured narrative
storytelling task was utilized to assess representations of
moral-affiliative and conflictual themes among mal-
treated preschoolers (Toth, Cicchetti, Macfie, Rogosch, &
Maughan, 2000) as narratives may be a more indirect
method of assessment. Results indicated that the narra-
tives of maltreated children contained more conflictual
and fewer moral-affiliative themes than did the stories of
the nonmaltreated children. Furthermore, conflictual rep-
resentations partially mediated the relationship between
maltreatment and later externalizing behavior problems,
thus demonstrating the relationship between child mal-
treatment, children’s organization of their life experi-
ences, and their behavioral symptomatology.

Utilizing an alternative methodological strategy, the de-
velopment of internalization in maltreated and nonmal-
treated preschool children has been examined through the
behavioral coding of child compliance/noncompliance be-
haviors during a mother-child interaction (Koenig, Cic-
chetti, & Rogosch, 2000). Results indicated that abused
children exhibited less moral internalization than the non-
maltreated children. The neglected children did not signifi-
cantly differ from the nonmaltreated children on their level
of internalization; however, they displayed more negative
affect. Moreover, the physically abused children engaged in
a strategy of situational compliance, which is consistent
with the compulsive compliant coping style that has been
identified among maltreated toddlers (Crittenden & Di-
Lalla, 1988) and involves the suppression of negative be-
haviors and immediate compliance with maternal demands.
This behavioral pattern, in which children distort their own
emotional responses, may contribute to a lack of need ful-
fillment, and has been associated with later difficulties in
emotion regulation, the potential to develop a false self,
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and risk for psychopathology (Cicchetti, 1991; Crittenden
& DiLalla, 1988; Ryan et al., 1995).

Additionally, an assessment of maternal behaviors re-
vealed that maltreated and nonmaltreated groups differed
in the techniques that best predicted child internalization.
For the nonmaltreated dyads, a lower level of maternal joy
predicted internalization; in contrast, among maltreating
dyads, less maternal negative affect enhanced the child’s
ability to internalize the task. Further analysis revealed
that child behaviors were more strongly predicted by ma-
ternal control strategies among maltreated children as
compared to nonmaltreated children, supporting the notion
that maltreated children are more reactive to maternal ex-
pression. Hypervigilance to affective expressions of others
may serve an adaptive function for maltreated children so
that they can detect potential signals of punishment or
abuse (Pollak et al., 1997; Rieder & Cicchetti, 1989); how-
ever, it may occur at the expense of an awareness of one’s
own internal states, thereby hindering the development of
internalization and other self-regulatory mechanisms.

Further deviations have been noted among 5-year-old
maltreated children’s moral development. Previous investi-
gations with maltreated children focused on the behavioral
indices of morality such as aggression and comforting re-
sponses to peers’ distress. Koenig et al. (2004) expanded
on the limited knowledge of moral development in physi-
cally abused, neglected, and nonmaltreated children by ex-
amining children’s engagement in rule violations and by
incorporating measures of “moral emotions” such as empa-
thy and guilt. Findings revealed that different maltreatment
experiences differentially impact moral development such
that physically abused children engaged in more stealing
behaviors and neglected children engaged in more cheating
behavior and less rule-compatible behavior compared to
nonmaltreated children. Moreover, maltreatment status dif-
ferences interacted with gender on a number of moral par-
adigms, suggesting that the development of prosocial
behaviors and moral emotions is more affected by mal-
treatment in girls than in boys. In particular, physically
abused girls showed less guilt and fewer prosocial behav-
iors than neglected girls. Delays in internalization or un-
derinternalization were associated with early physical
abuse among girls; however, neglected girls were overinter-
nalized (Koenig et al., 2004). Consequently, abused girls
may be at risk for externalizing psychopathology and anti-
social behavior, and neglected girls may be at risk for lower
self-esteem and depression.

Overall, the extant research suggests that the experi-
ence of maltreatment exerts a deleterious impact on the
development of self-regulatory mechanisms such as inter-

nalization. Future research should further examine spe-
cific vulnerability and protective factors; negative mater-
nal affective expression, physical abuse, and female gender
have each been associated with deviations in the develop-
ment of moral internalization among maltreated children.
Furthermore, maladaptive internalization may be associ-
ated with emotion regulation difficulties as well as later
internalizing and externalizing symptomatology, each of
which may have negative consequences for maltreated
children’s ability to resolve salient issues at the subsequent
stages of development.

SOCIAL INFORMATION PROCESSING AND
THE FORMATION OF PEER RELATIONSHIPS

As children proceed through development, they may rely
on their representational models to aid processing of social
information in addition to contextual and environmental in-
puts, which also influence the way children interpret their
experiences. For example, among children developing in
normative contexts, the presence of negative affective
conditions is associated with more frequent information-
processing errors (Bugental, Blue, Cortez, Fleck, & Ro-
driguez, 1992). Consistent with these findings, deficits in
children’s information processing are seen in association
with harsh and maltreating parenting (Dodge et al., 1990).
In particular, children who have been physically abused are
less accurate in encoding social cues, they tend to generate
a higher proportion of aggressive responses to problematic
social situations, they view aggression more favorably, and
they exhibit a hostile attribution bias (Dodge et al., 1997;
Prince & Van Slyeke, 1991). Furthermore, maladaptive so-
cial information-processing patterns appear to mediate the
relationship between the effects of harsh parenting on chil-
dren’s aggression (Weiss, Dodge, Bates, & Pettit, 1992).

Cognitive control functioning has been identified as one
possible mechanism contributing to maltreated children’s
social information-processing deficits. Cognitive control
refers to the capacity to maintain more differentiated, ar-
ticulate perceptions of past and external stimuli and to de-
tect nuances and differences in perceptual stimuli more
accurately and readily (Rieder & Cicchetti, 1989; Rogosch,
Cicchetti, & Aber, 1995). In particular, the cognitive con-
trol functioning of maltreated children is affected by the
presence of aggressive stimuli such that maltreated chil-
dren recall a greater number of distracting aggressive stim-
uli than do nonmaltreated children (Rieder & Cicchetti,
1989), and maltreated children readily assimilate these
aggressive stimuli. These findings suggest that maltreated
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children’s information processing differs from that of non-
maltreated children by utilizing more negative affect infor-
mation at the expense of less cognitive efficiency and
impaired task performance. Moreover, these biases toward
aggressive stimuli are consistent with the attentional biases
maltreated children demonstrate in response to demonstra-
tions of anger (Pine et al., 2005; Pollak et al., 1997, 2001;
Pollak & Kistler, 2002; Pollak & Sinha, 2002; Pollak &
Tolley-Schell, 2003).

Early deviations in cognitive and affective processing
may adversely affect the development of peer relationships
among maltreated children. Evidence supports that cogni-
tive control functioning partially mediates both the influ-
ence of maltreatment on later dysregulated behavior in the
peer setting and the effect of physical abuse on later rejec-
tion by peers (Rogosch, Cicchetti, & Aber, 1995). Specifi-
cally, maltreated children evidenced early deviations in
their understanding of negative affect as well as immatu-
rity in their cognitive controls. Moreover, maltreated chil-
dren showed lower social effectiveness and higher levels
of undercontrolled and aggressive behavior in school. Lev-
eling/sharpening, one aspect of cognitive control, was
identified as a salient contributor to later social effective-
ness with peers, whereas negative affect understanding
was more related to problems in behavior control and ag-
gressiveness and to peer rejection among abused children.
These findings are consistent with an organizational /
transactional model whereby early parent-child relation-
ships lead to poor organization of cognitive and affective
processes, which in turn affects peer relationships and so-
cial dysfunction.

Because maltreated children’s early histories are
marred by negative and dysfunctional relationships, the op-
portunity to develop peer relationships and friendships may
help to promote positive adaptation in maltreated children
(Cicchetti, Lynch, Shonk, & Manly, 1992). Many important
issues of children’s social and emotional development are
facilitated through relatedness with peers and exposure to
an extended social network (Parker & Herrera, 1996).
Thus, the development of peer relationships represents an
important stage-salient task for school-age children.

Unfortunately, maltreated children approach engaging
in peer interactions with the maladaptive representational
models they have developed through their early caregiving
experiences. As a result, maltreated children’s relation-
ships with their peers typically mirror their maladaptive
representational models. In general, maltreated children
interact less with their peers, exhibit more disturbed pat-
terns of engagement when they do interact, and display
fewer prosocial behaviors than nonmaltreated children

(Haskett & Kistner, 1991; Hoffman-Plotkin & Twentyman,
1984; Jacobson & Straker, 1982).

To empirically investigate whether representations of
caregivers serve an important regulatory function in the
peer relationships of at-risk children, Shields et al. (2001)
assessed children’s representation of mothers and fathers
and emotion dysregulation as predictors of children’s rejec-
tion by peers. In support of this organizational account for
the difficulties noted in maltreated children’s peer relation-
ships, maltreated children’s representations of caregivers
were more negative/constricted and less positive/coherent
than those of nonmaltreated children; such maladaptive
representations were associated with emotion dysregula-
tion, aggression, and peer rejection, whereas positive/co-
herent representations were related to prosocial behavior
and peer preference. Thus, children’s caregiver representa-
tions mediated maltreatment’s effects on peer rejection in
part by undermining emotion regulation.

Additional investigations have highlighted the role of
severity, chronicity, and age of onset of maltreatment in the
extent to which maltreated children display general malad-
justment and incompetence with their peers (Bolger et al.,
1998). Specifically, early onset of maltreatment has been
associated with greater impairments in children’s self-
esteem. For emotionally maltreated children in particular,
age at onset moderated the effect of emotional maltreat-
ment on children’s adjustment such that emotionally mal-
treated children were less likely to have a reciprocated best
friend if their maltreatment began early in life. With regard
to chronicity, Bolger and colleges revealed that children
who experience chronic maltreatment were less well-liked
by their peers. For example, maltreatment chronicity ap-
peared to exacerbate the effect of abuse on the quality of
physically abused children’s friendships such that friend-
ship quality declined as children’s experiences of physical
abuse increased in duration. In an additional prospective
longitudinal investigation, Bolger and Patterson (2001)
found further support for the notion that chronically mal-
treated children are likely to be rejected repeatedly across
multiple years from childhood to early adolescence. Mal-
treatment chronicity was also associated with higher levels
of aggressive behavior, which accounted in large part for
the association between maltreatment and rejection by
peers (Bolger & Patterson, 2001).

Maltreatment subtype has also been related to specific
aspects of children’s adjustment. For example, emotional
maltreatment is related to difficulties in peer relationships
but not to self-esteem, and the reverse pattern may be true
for sexually abused children (Bolger & Patterson, 2001).
Physically abused children are less popular with their
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peers, show less positive reciprocity in their interactions,
and have social networks that are more insular and atypical
with higher levels of negativity (Dodge, Pettit, & Bates,
1994; Haskett & Kistner, 1991; Salzinger et al., 1993).
Even more alarming is evidence that rejection of mal-
treated children by peers may increase over time (Dodge
et al., 1997).

Overall, two general developmental trajectories charac-
terize maltreated children’s peer relationships (Cicchetti
et al., 1992; Cicchetti & Lynch, 1995; Mueller & Silver-
man, 1989). One pathway leads to the development of phys-
ical and verbal aggression in maltreated children’s
interactions with their peers, such that children who have
been physically abused may be at heightened risk (Bolger
& Patterson, 2001; George & Main, 1979; R. C. Her-
renkohl & Herrenkohl, 1981; Hoffman-Plotkin & Twenty-
man, 1984; Kaufman & Cicchetti, 1989; Salzinger et al.,
1993). Even as early as preschool age, abused children are
more likely than are nonabused children to cause distress
in their peers (Klimes-Dougan & Kistner, 1990). Moreover,
maltreated children have been observed to respond with
anger and aggression even to friendly and nonthreatening
gestures from their peers (C. Howes & Eldredge, 1985).

The second developmental pathway leads to passive with-
drawal as well as active avoidance behaviors that have been
noted among maltreated children in the context of peer inter-
actions; this may be especially prevalent among those who
have been neglected (Dodge et al., 1994; George & Main,
1979; Hoffman-Plotkin & Twentyman, 1984; C. Howes &
Espinosa, 1985; Jacobson & Straker, 1982). Withdrawn be-
havior is associated with poor peer outcomes; however, it
may not account for the relationship between maltreatment
and peer rejection (Bolger & Patterson, 2001). Rather, with-
drawn behavior may be a function of maladaptive social ex-
pectations regarding peers (Salzinger, Feldman, Ng-Mak,
Mojica, & Stockhammer, 2001), which has a more direct im-
pact on children’s peer relationships. Specifically, Salzinger
and colleagues found that children’s social expectations re-
garding peers mediated the relationship between abuse and
children’s positive social status; withdrawn behavior also
mediated this relationship, but only as a function of social
expectations.

In addition to these two generally diverging pathways, a
subgroup of maltreated and nonmaltreated children has
been identified who demonstrate both aggressive and with-
drawn behaviors (Rogosch & Cicchetti, 1994). Concomi-
tant heightened aggressiveness and social withdrawal may
lead to increasing social isolation and peer rejection
(Rubin, LeMare, & Lollis, 1990; Rubin & Lollis, 1988).
Among maltreated children, those who evidence high ag-

gression and high withdrawal demonstrate lower social ef-
fectiveness than is the case for nonmaltreated youngsters
(Rogosch & Cicchetti, 1994). This unusual pattern of inter-
action with peers is consistent with the attachment history
of maltreated children, which, characterized by disorgani-
zation, may be related to disorganized representational
models and may result in disturbance in social encounters.
By revealing indications of a predisposition to both “fight”
and “flight” responses, maltreated children’s interactions
with peers lends support to the notion that these children
have internalized both sides of their relationship with their
caregiver (Troy & Sroufe, 1987). These findings are also
consistent with the increased rates of bullying and victim-
ization behaviors that have been noted among maltreated
children (Shields & Cicchetti, 2001). Thus, maltreated
children’s representational models may have elements of
both the victim and the victimizer, and these models may
be enacted in their peer relationships.

Significant difficulties in cultivating and maintaining
friendships have also been found among maltreated chil-
dren (Parker & Herrera, 1996). Preadolescent and young
adolescent physically abused children and their friends
tend to display less intimacy in their interactions than do
nonabused children and their friends. Friendships of physi-
cally abused children are more conflictual, especially dur-
ing situations where emotion regulation skills are taxed,
such as during competitive activities. However, evidence
supports that if maltreated children can develop and main-
tain a close friendship, the presence of this relationship
will be associated with improvement over time in self-
esteem (Bolger et al., 1998).

Heightened aggressiveness, avoidance of and withdrawal
from social interactions, and inappropriate responses to
nonthreatening gestures render the development of effec-
tive relationships quite challenging for maltreated chil-
dren. This maladaptive pattern of relationship histories
represents yet another risk factor for negative developmen-
tal outcomes. For example, having poor peer relationships
in childhood is associated with juvenile delinquency and
other types of behavior disorders during adolescence (e.g.,
Cowen, Pederson, Babigian, Izzo, & Trost, 1973), as well
as school dropout, criminality, delinquency, and psycholog-
ical disturbance in adolescence and adulthood (Ollendick,
Weist, Borden, & Greene, 1992; Parker & Asher, 1987;
Rubin & Mills, 1988; Rubin & Ross, 1988). Each of the de-
velopmental pathways delineated may be associated with
different maladaptive sequelae (Cicchetti et al., 1992). The
aggression pathway may lead to the development of exter-
nalizing disorders as maltreated children’s displays of hos-
tility in relationships may lead to rejection by peer groups.
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The experience of rejection may then turn children against
the group and lead to the onset of externalizing problems.
Providing support for this notion, a recent model of peer in-
teractions proposed by Dodge et al. (2003) posits that ini-
tial processing biases and deficits lead to social rejection
among children. The experience of social rejection (or lack
of experience of positive peer relationships) then exacer-
bates processing biases and deficits that lead to aggressive
behavior. The implications of this model are that social re-
jection by peers acts as a social stressor that increases the
tendency to react aggressively among children who are so
disposed, thus leading to a recursive model of antisocial
development. Such a model is consistent with the chronic
and repeated rejection by peers that has been noted among
maltreated children (Bolger & Patterson, 2001).

In contrast, the withdrawn/avoidant pathway may
lead to the development of internalizing problems. For
example, children who react to the environment through
withdrawal may also be viewed as deviant from age-
appropriate norms, contributing to peer rejection. For these
children, the experience of rejection may exacerbate social
withdrawal and potentiate the development of internalizing
problems.

ADAPTATION TO SCHOOL

Beginning in early childhood, the context of school is the
major extrafamilial environment to which children are ex-
posed. Beyond integration into peer groups, acceptable
performance in the classroom and appropriate motivational
orientations for achievement are important aspects of this
stage-salient developmental task (Cicchetti & Lynch,
1995). Unsurprisingly, maltreated children appear to be at
risk for unsuccessful resolution of these issues of develop-
ment. Given evidence that children from high-risk samples
with low socioeconomic backgrounds evidence a high per-
centage of difficulties at school (Egeland & Abery, 1991),
maltreated children appear to be at heightened risk for
maladjustment at school as a function of their socioeco-
nomic status, apart from the effects of maltreatment. Com-
pared to nonmaltreated children of similar socioeconomic
backgrounds, however, maltreated children receive more
discipline referrals and suspensions (Eckenrode & Laird,
1991; Eckenrode, Laird, & Doris, 1993) and are more de-
pendent on their teachers (Egeland et al., 1983). Mal-
treated children perform worse on standardized tests,
achieve lower grades, and are more likely to repeat a grade.
Furthermore, they score lower on tests that assess cogni-
tive maturity. However, it is unclear whether these difficul-

ties can be attributed to cognitive or motivational issues
(Barahal, Waterman, & Martin, 1981).

With regard to motivation, J. L. Aber and Allen (1987)
proposed that effectance motivation, which is the intrinsic
desire to deal competently with one’s environment, and
successful relations with novel adults are important factors
related to children’s ability to adapt to their first major out-
of-home environment. As such, they defined the concept of
“secure readiness to learn” as characterized by high ef-
fectance motivation and low dependency, as a representa-
tion for the ability to establish secure relationships with
adults while feeling free to explore and engage in the envi-
ronment in ways that promote cognitive development. Mal-
treated children score lower on secure readiness to learn
than do nonmaltreated children (J. L. Aber & Allen, 1987;
J. L. Aber at al., 1989), which is consistent with what one
might expect given the insecurity or atypicality that per-
vades maltreated children’s attachment histories (Barnett
et al., 1999).

To further assess the impact of relationships with care-
givers on children’s school functioning, Toth and Cicchetti
(1996) examined the role of children’s relationships with
their mother in school adaptation. Nonmaltreated children
who reported optimal /adequate relatedness to their mother
(conceptually comparable to secure attachment) exhibited
fewer school record risk factors as well as less externaliz-
ing symptomatology and more ego resilience than did mal-
treated children who reported nonoptimal patterns of
relatedness. Thus, in the nonmaltreated group, optimal /ad-
equate patterns of relatedness exerted a positive effect on
multiple aspects of school functioning. However, in the
maltreated group, optimal /adequate relatedness exerted a
positive effect only on school records. Moreover, according
to teacher-rated externalizing and social acceptance, mal-
treated children with nonoptimal patterns of relatedness
evidenced more positive adaptation than maltreated chil-
dren with optimal /adequate relatedness. Possible explana-
tions for these findings include the potential role of
defensive processing, in which child self-reported related-
ness may be invalid such that insecurely attached children
report being more secure, and the possible negative effect
of having a positive relationship with a maltreating care-
giver. Finally, the compulsive-compliant strategy that has
been noted among maltreated children during interactions
with their mother (Koenig et al., 2000) may be relevant
here, such that the teacher’s reports of compliant behavior
may not be adequate to capture underlying maladaptation.
The results highlight the complex role played by the child’s
representation of the primary caregiver in affecting school
adaptation.
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Nonetheless, maltreated children appear to display aca-
demic deficits, and a number of studies have suggested that
the various subtypes of maltreatment may exert specific ef-
fects on children’s academic competence. For example,
several investigations have found that neglected children
display the most severe academic deficits (Eckenrode
et al., 1993; Wodarski, Kurtz, Gaudin, & Howing, 1990) in
comparison to children who have experienced other mal-
treatment subtypes. In contrast, sexually abused children
appear to be socially passive, excessively dependent on the
teachers, and lacking autonomy in their school functioning
(M. K. Erickson, Egeland, & Pianta, 1989). Additionally,
studies specifically investigating the relation of sexual
abuse to cognitive ability have found that sexually abused
girls demonstrate poorer overall academic performance
and receive more negative ratings of classroom social com-
petence than do girls with no history of sexual abuse
(Trickett, McBride-Chang & Putnam, 1994).

In assessments of social competence, teachers consis-
tently perceive maltreated children as evidencing greater
disturbance in social functioning than nonmaltreated chil-
dren (Cicchetti & Rogosch, 1994). Specifically, maltreated
children are rated as less socially competent and less ac-
cepted by their peers and display higher levels of behav-
ioral disturbance, particularly involving externalizing
behaviors. Classroom peers also distinguish maltreated
children as more rejected or isolated by peer groups, with
physically abused children showing the greatest differenti-
ation from their nonmaltreated peers. Observations of mal-
treated children and their response to the task of school
entry (M. K. Erickson et al., 1989) have revealed that ag-
gressive, noncompliant, acting-out behaviors are common
among physically abused children. In contrast, neglected
children appeared uncooperative with teachers and insensi-
tive and unempathic with peers. Clearly, these deviations
in social functioning contribute to the maladaptive
processes that characterize maltreated children’s function-
ing in school. Research examining the mechanisms through
which maltreatment may impact children’s academic ad-
justment considered the contribution of deficits in multiple
areas of functioning (Shonk & Cicchetti, 2001). Specifi-
cally, deficits in social competencies, academic engage-
ment, ego resiliency, and ego control were hypothesized to
negatively predict children’s academic and behavioral ad-
justment. The results of this investigation highlighted the
pathways through which maltreatment affects different do-
mains of children’s adjustment by revealing that whereas
the effects of maltreatment on academic maladjustment are
mediated by academic engagement, maltreatment’s effects

on behavior problems are fully mediated by social compe-
tencies and ego resiliency (Shonk & Cicchetti, 2001).

PERSONALITY ORGANIZATION

The extent of variation in personality characteristics and
personality organization among maltreated children repre-
sents an area of investigation that has recently gained at-
tention in the maltreatment literature. Given the vast array
of developmental sequelae evidenced by maltreated chil-
dren, this domain of development is likely to contribute to
our understanding of differential vulnerability and re-
silience processes among maltreated youth (Rogosch & Ci-
cchetti, 2004).

The application of temperament models has been promi-
nent in characterizing individual differences among infants
and young children (Rothbart, Posner, & Hershey, 1995).
These models emphasized variation in behavioral character-
istics that are presumed to be biologically based (Rothbart &
Bates, 1998). As children proceed through development, the
features of these temperamental systems are elaborated and
consolidated into an individual’s personality, as they are
modified by environmental experiences (Kagan, 1994).
Given the extreme failure of the average expectable environ-
ment that is associated with child maltreatment, one might
expect maltreated children to manifest maladaptive person-
ality organization.

To address the paucity of research on the personality de-
velopment of maltreated children, Rogosch and Cicchetti
(2004) utilized the five factor model (FFM) to study the
emergent personality organization of maltreated children.
The FFM approach is well established as a synthesizing
descriptive system of personality that involves five primary
personality dimensions: extraversion, agreeableness, con-
scientiousness, neuroticism, and openness to experience
(McCrae & John, 1992). Research on children using the
FFM has taken a personality-centered approach to identify
individuals exhibiting patterns of organization among the
FFM dimensions. For example, by applying a factor-analytic
strategy, Robins, John, Caspi, Moffitt, and Stouthamer-Loe-
ber (1996) identified three personality configurations
emerging from the FFM which they named resilients, over-
controllers, and undercontrollers.

In their longitudinal assessment, Rogosch and Cicchetti
(2004) examined the personality organization of 6-year-old
maltreated and nonmaltreated children who were then fol-
lowed up at 7, 8, and 9 years of age. Results indicated that
the 6-year-old maltreated children exhibited lower agree-
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ableness, conscientiousness, and openness to experience
and higher neuroticism than nonmaltreated children. Using
a similar analytic approach to that of Robins and col-
leagues, five personality clusters emerged: overcontroller,
undercontroller, reserved, dysphoric, and gregarious. The
gregarious and reserved clusters taken together closely re-
semble the resilient organization noted in previous studies
(both are adaptive personality organizations). Maltreated
children, however, were more frequently represented in the
less adaptive personality clusters (overcontroller, under-
controller, and dysphoric). One particularly vulnerable pro-
file, dysphoric, emerged predominantly among maltreated
children who had been both abused and neglected; this or-
ganization, which represents a newly identified personality
cluster, was characterized by low conscientiousness, agree-
ableness, and openness to experience, with high neuroti-
cism. The dysphoric cluster was rarely observed among
nonmaltreated children, which may explain why it had not
previously been identified (D. Hart, Hofmann, Edelstein,
& Keller, 1997; Robins et al., 1996).

Overall, maltreatment and personality clusters were re-
lated to individual differences that were perceived by
peers. Furthermore, continuity and stability of children’s
personality organization and personality liabilities were
found such that personality clusters at age 9 were main-
tained from age 6. Thus, there is substantial vulnerability
in the personality features of maltreated children, high-
lighting the need for interventions to promote competence
and prevent the consolidation of maladaptive personality
organization.

MALADAPTATION: THE EMERGENCE
OF BEHAVIOR PROBLEMS
AND PSYCHOPATHOLOGY

In keeping with the dynamic systems concepts of equifi-
nality and multifinality (Cicchetti & Rogosch, 1996), mul-
tiple pathways to adaptation and maladaptation, as well as
varied developmental outcomes, are possible for maltreated
children. The ecological conditions associated with mal-
treatment represent a severe deviation from the average
expectable environment. Without adequate environmental
supports, the probabilistic path of ontogenesis for mal-
treated children is characterized by an increased risk for
unsuccessful resolution of many stage-salient issues of de-
velopment. Failure at any stage-salient task increases the
risk of unsuccessful resolution of subsequent developmen-
tal challenges. As reviewed, maltreated children are likely

to exhibit atypicalities or deficits in neurobiological
processes, physiological responsiveness, affect differentia-
tion and regulation, attachment relationships, self-system
processes, representational development, moral develop-
ment, social information processing, peer relationships,
adaptation to school, and personality organization. Fur-
thermore, several continuities in maltreated children’s pat-
terns of maladaptation have become apparent; for example,
disorganization in the early attachment relationship is re-
flected throughout subsequent stages of development, such
as in children’s aberrant representational models, parenti-
fied behaviors, bullying and victim internalizations, and
concomitant aggression toward and withdrawal from peers.
Other continuities include the apparent canalization of cog-
nitive milestones in the face of maltreatment (e.g., the
emergence of visual self-recognition, pretend play abili-
ties), despite clear differences in affective displays accom-
panying such behaviors. Thus, maltreated children are at
risk for developing a profile of relatively enduring vulnera-
bility factors, placing them at high risk for future maladap-
tation (Cicchetti & Lynch, 1993).

Several long-term consequences to child maltreatment
have been identified in adulthood (see Arnow, 2004, for re-
view). However, the majority of research regarding the
adverse outcomes of child maltreatment is limited by its
reliance on retrospective reports (Brewin, Andrews, &
Gotlib, 1993; A. V. Horowitz, Widom, McLaughlin, &
White, 2001). For example, a retrospective study of home-
less women found that childhood abuse has significant indi-
rect effects on depression, chronic homelessness, and drug
and alcohol problems, which are mediated through later
physical abuse and self-esteem (J. A. Stein, Leslie, & Nya-
mathi, 2002). However, due to the use of retrospective
methodology, it is difficult to determine causal links be-
tween abuse and later outcomes in adulthood. Given evi-
dence that recollections of past abusive experiences may
change over time in light of later events and changing defi-
nitions of abuse (Loftus, 1993), the reliability of findings
of the long-term mental health effects of childhood abuse
based on retrospective data has been subject to serious cri-
tique (Widom & Morris, 1997; Widom & Shepard, 1996).
Furthermore, this technique is often applied to adult popu-
lations who have been identified as expressing a specific
problem, thus bringing the generalizability of such findings
into question.

Keeping in mind the limitations of retrospective analy-
sis within specific pathological populations, the link
between abuse and aggressive and violent behavior in ado-
lescents and adults has been consistently documented in
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the literature. For example, higher rates of physical abuse
are reported among adolescents who have specified prob-
lems with violence and aggression (D. O. Lewis, Mallouh,
& Webb, 1989), among adults who are convicted of violent
offenses or who are institutionalized and have violent ten-
dencies (M. Rosenbaum & Bennett, 1986; Sack & Mason,
1980), and among adults who engage in partner violence
(Ehrensaft et al., 2003), as well as among those who expe-
rience revictimization in adulthood (A. J. Lang, Stein,
Kennedy, & Foy, 2004).

A history of physical abuse has also been linked to other
forms of psychological disturbance. For example, de-
pressed inpatients who had been physically abused have
demonstrated higher levels of impulsivity, aggression, and
lifetime suicide attempts in comparison to nonabused de-
pressed inpatients (Brodsky et al., 2001). Children who
have been physically abused are at risk for suicidal ideation
(Finzi et al., 2001; Thompson et al., 2005), and this risk
may extend into adulthood (Dube et al., 2001). Research on
suicidality among maltreated children suggests that pro-
found interpersonal difficulties during middle adolescence
may mediate the associations between child maltreatment
and suicide attempts during late adolescence and early
adulthood (J. G. Johnson et al., 2002). Providing further
support for the centrality of proximal stressors in predict-
ing maltreated children’s risk for suicide, a study with mal-
treated adolescents suggested that the link between
maltreatment and suicidality could be largely accounted for
by risk factors such as family functioning and parent
or child psychopathology (Kaplan et al., 1999). Among
younger maltreated children (age 8), witnessed violence
and child maltreatment, as well as child psychological dis-
tress, substance use, and poor social problem solving, have
each been associated with suicide. The effects of maltreat-
ment and witnessed violence on suicidal ideation, however,
were mediated by child functioning (Thompson et al.,
2005). Consistent with an organizational developmental
perspective, prior experiences of maltreatment leave chil-
dren with fewer resources to master new developmental
tasks and to protect themselves against subsequent chal-
lenges, thereby increasing their vulnerability for suicide in
the face of proximal stress.

Although the aforementioned investigations have identi-
fied a number of maladaptive long-term sequelae of child
maltreatment, studies that are prospective and longitudinal
in design are much more informative with regard to identi-
fying individual developmental pathways to adaptation or
maladaptation. For example, a prospective longitudinal
study by A. V. Horowitz and colleges (2001) indicated that

men and women who were physically abused and neglected
as children had higher rates of Dysthymia and Antisocial
Personality Disorder as adults than did matched controls.
Women who had experienced abuse and neglect as children
additionally endorsed more problems with alcohol abuse
than did controls. Moreover, the abused and neglected
groups reported not only more symptoms of psychopathol-
ogy as adults, but also a greater number of lifetime stres-
sors; these stressors accounted for much of the relationship
between childhood abuse and adult mental health outcomes
(A. V. Horowitz et al., 2001).

Among children, a longitudinal study conducted by Kim
and Cicchetti (2004) demonstrated that maltreatment and
mother-child relationship quality independently con-
tributed to the development of children’s internalizing and
externalizing problems over time, both directly and indi-
rectly through self-esteem and social competence. Specifi-
cally, maltreated children showed less socially adaptive
behaviors with peers than the nonmaltreated children. Fur-
thermore, maltreatment was related to internalizing and
externalizing symptomatology, directly as well as indi-
rectly through deficits in social competencies. Self-esteem
mediated the impact of mother-child relationship quality
on child adjustment outcomes for both maltreated and non-
maltreated children, such that secure attachment was nega-
tively related to internalizing and externalizing at Time 2
(1 year later), via its influence on self-esteem at Time 1.
Elevated internalizing and externalizing symptomatology
is consistent with several additional studies showing that
maltreated school-age children and adolescents manifest
higher levels of depressed symptomatology, behavior prob-
lems at home and at school, and juvenile delinquency than
do nonmaltreated children (Crittenden, Claussen, & Sugar-
man, 1994; Okun et al., 1994; Zingraff, Leiter, Myers, &
Johnsen, 1993). Moreover, the maladaptive trajectories of
maltreated children diverge from those of nonmaltreated
children over time such that maltreated children’s problems
become more severe as children get older, especially in the
domains of peer relationships and behavior problems such
as aggression (Crittenden et al., 1994; Dodge et al., 1994).

Beyond general adjustment problems, maltreatment is
associated with a higher prevalence of clinical-level psy-
chiatric symptomatology and diagnoses than is observed
among nonmaltreated children. For example, a signifi-
cantly higher incidence of Attention-Deficit /Hyperactivity
Disorder, Oppositional Defiant Disorder, and Posttrau-
matic Stress Disorder was found among maltreated chil-
dren than nonmaltreated children, according to both the
parent and child administrations of the Diagnostic Inter-
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view for Children and Adults (Famularo, Kinscherff, &
Fenton, 1992). The child interviews revealed higher inci-
dence of psychotic symptoms as well as personality and ad-
justment disorders, and the parent interviews indicated a
greater incidence of conduct and mood disorders among
maltreated children (Famularo et al., 1992). Physical and
sexual abuse in particular have been related to a number of
psychiatric disorders in childhood and adulthood, including
panic disorders, anxiety disorders, depression, eating dis-
orders, somatic complaints, dissociation and hysterical
symptoms, sexual dysfunction, and Borderline Personality
Disorder (A. Browne & Finklehor, 1986; Kessler, Davis, &
Kendler, 1997; Merry & Andrews, 1994; Putnam, 2003;
Weaver & Clum, 1993; Wolfe & Jaffe, 1991).

In general, research has largely focused on the role
of maltreatment in the development of depression,
Posttraumatic Stress Disorder, dissociative disorders, and
personality disorders. Elevated rates of depressive symp-
tomatology are consistently found among maltreated
children in comparison to nonmaltreated children (Kim &
Cicchetti, 2004; Sternberg et al., 1993; Toth & Cicchetti,
1996; Toth, Manly, & Cicchetti, 1992). Additionally,
many maltreated children meet diagnostic criteria for
Dysthymia (Kaufman, 1991). A variety of factors have
been posited to mediate the impact of maltreatment on de-
pression: subtype of maltreatment, children’s patterns of
relatedness to their mother, social support and stressful
life events, attributional styles, social competence and
self-esteem, and psychophysiology (Kaufman, 1991; Kim
& Cicchetti, 2004; Koverla, Pound, Heger, & Lytle, 1993;
Toth & Cicchetti, 1996; Toth et al., 1992; Toth, Maughan,
Manly, Spagnola, & Cicchetti, 2002). For example, the re-
lationship between cognitive style and subtype of mal-
treatment has been associated with the development of
both nonendogenous depression and hopelessness depres-
sion in adulthood (Gibb, Wheeler, Alloy, & Abramson,
2001). Specifically, levels of child emotional maltreat-
ment, but not physical or sexual abuse, have been related
to levels of hopelessness and episodes of nonendogenous
Major Depression and hopelessness depression. Evidence
from this retrospective analysis supports that the pres-
ence of a negative cognitive style partially mediates the
relationship between childhood emotional maltreatment
and nonendogenous Major Depression and fully mediates
the relation between emotional maltreatment and hope-
lessness depression (Gibb, Wheeler, et al., 2001). In an
investigation of the relationship between child maltreat-
ment, cognitive style, and depression, Toth, Cicchetti, and
Kim (2002) concurrently assessed cognitive styles and

behavioral internalizing and externalizing symptomatol-
ogy among maltreated and nonmaltreated school-age
children. Children’s attributional style emerged as a
significant moderator of the relationship between mal-
treatment and externalizing symptoms, suggesting that at-
tributional style may exert a protective effect against the
negative consequences of maltreatment. Moreover, results
indicated that children’s perceptions of their mother
functions as a mediator between maltreatment and the
development of internalizing and externalizing sympto-
matology. Specifically, the findings support that maltreat-
ment is related both directly and indirectly to behavioral
maladjustment. The indirect pathway suggests that mal-
treatment contributes to children’s forming less positive
perceptions of their mother, which then exacerbates inter-
nalizing and externalizing psychopathology (Toth, Cic-
chetti, & Kim, 2002).

Alternatively, the experience of sexual abuse has been
associated with an increased likelihood of impairments in a
number of interrelated areas of development, including the
development of self-esteem and self concepts; beliefs about
personal power, control, and self-efficacy; the development
of cognitive and social competencies; and emotional and
behavioral self-regulation (Putnam & Trickett, 1993). A
recent review of all published literature between 1989 and
2003 containing empirical data relevant to childhood
sexual abuse found that depression in adulthood and sexu-
alized behaviors in children are the best-documented out-
comes of child sexual abuse (Putnam, 2003). For example,
in a recent investigation among a sample of depressed
women, those with and without a history of sexual abuse
were comparable regarding the severity of depression; how-
ever, the women with child sexual abuse history were more
likely to have attempted suicide and/or engaged in deliber-
ate self-harm (Gladstone et al., 2004). Thus, depressed
women with a history of sexual abuse may constitute a sub-
group of patients who may require tailored interventions
to battle depression recurrence and harmful and self-
defeating coping strategies.

Kendler, Kuhn, and Prescott (2004) examined whether
childhood sexual abuse (CSA) in women altered sensitivity
in adulthood to the depressogenic effects of stressful life
events (SLEs). Utilizing a population-based sample of
1,404 female adult twins, Kendler and colleagues found
that previously assessed neuroticism and CSA and past-
year SLEs predicted Major Depressive Disorder. Moreover,
women with severe CSA had an increased risk for Major
Depression and an increased sensitivity to the depresso-
genic effects of SLEs. These findings illustrate that early
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environmental risk factors, just as is the case with genetic
factors, can produce long-term increases in the sensitivity
of women to depressogenic life experiences.

Posttraumatic Stress Disorder (PTSD) develops in re-
sponse to the occurrence of a major stressor and is charac-
terized by frequent reexperiencing of the traumatic event
through flashbacks, nightmares, or intrusive thoughts; a
numbing of general responsiveness to current events; and
persistent symptoms of increased arousal (American Psy-
chiatric Association, 1987, 1994). The experience of child-
hood sexual abuse has been related to the development of
immediate as well as long-term PTSD symptoms (Briere &
Runtz, 1993; McLeer, Callaghan, Henry, & Wallen, 1994).
Furthermore, children who have been sexually abused expe-
rience PTSD at rates higher than children who have experi-
enced other subtypes of maltreatment (Deblinger, McLeer,
Atkins, Ralphe, & Foa, 1989; Kendall-Tackett, Williams, &
Finkehor, 1993; Kiser, Heston, Millsap, & Pruitt, 1991;
Merry & Andrews, 1994).

Dissociation refers to a psychological phenomenon
manifest by a disruption in the normally self-integrative
processes of memory, identity, and consciousness (Ameri-
can Psychological Association, 1987, 1994). Dissociation
states range on a continuum from normal minor occur-
rences of everyday life, such as daydreaming, to pathologi-
cal manifestations such as that seen in Multiple Personality
Disorder and fugue states (Fischer & Ayoub, 1994; Putnam
& Trickett, 1993; Westen, 1994). Given the severe disrup-
tions in self system development, including dissociative
symptoms, that have been observed among maltreated chil-
dren (Macfie et al., 2001a, 2001b), it follows that these
children would be at risk for later emergence of dissocia-
tive psychopathology.

Sexual abuse in particular has been associated with dis-
sociation, conceptualized clinically as a defensive process
against overwhelming trauma (M. R. Nash, Hulsey, Sexton,
Harralson, & Lambert, 1993). Higher rates of dissociation
and splitting are seen among sexually abused children than
in any other comparison group (Calverley et al., 1994;
Kirby, Chi, & Dill, 1993; M. R. Nash et al., 1993). Further,
there seems to be a unique relationship between sexual
abuse and dissociation that is not present for physical abuse
such that dissociation has been shown to have an important
mediating role between sexual abuse and psychiatric dis-
turbance (Kisiel & Lyons, 2001).

In a recent investigation, childhood interpersonal trauma
as a whole was highly predictive of a diagnosis of Deperson-
alization Disorder and of scores denoting dissociation,
pathological dissociation, and depersonalization (Simeon,
Guralnik, Schmeidler, Sirof, & Knutelska, 2001). When an-

alyzing the effects of specific subtypes of trauma, emo-
tional abuse alone emerged as the most significant predictor
of both Depersonalization Disorder diagnosis and severity;
it did not, however, predict general scores denoting dissocia-
tion. General dissociation scores were best predicted by the
combined severity of emotional and sexual abuse. This sug-
gests that a unique relationship may exist between emotional
abuse and Depersonalization Disorder, whereas other sub-
types or combinations of abuse may contribute to more se-
vere dissociative symptoms.

Personality disorders are conceptualized as rather en-
during, character-based patterns of pathology that emerge
in adolescence or early adulthood. Etiological accounts
often point to childhood experiences as central to the de-
velopment of personality disorders (Battle et al., 2004;
J. G. Johnson et al., 1999; Laporte & Guttman, 1996). Evi-
dence supports that personality disorders are more preva-
lent among those who have a history of child abuse (Pribor
& Dinwiddie, 1992; Silverman, Reinherz, & Giaconia,
1996), suggesting that child abuse and neglect may play a
role in their etiology.

Of the personality disorders, Borderline Personality
Disorder (BPD) has been best investigated with regard to
adverse child experiences (for a full review, see Zanarini,
2000). In general, research with BPD patients indicates
higher reporting of childhood abuse (Herman, Perry, &
van der Kolk, 1989; Ogata et al., 1990; Soloff, Lynch, &
Kelly, 2002; Zanarini, Gunderson, Marino, Schwartz, &
Frenkenburg, 1989; Zanarini et al., 1997) and child neg-
lect (J. G. Johnson et al., 2000; Zanarini et al., 1989,
1997) than among patients with other personality disor-
ders (Zanarini et al., 1989) or other Axis I psychiatric dis-
orders (Ogata et al., 1990); however, these reports should
have been interpreted with caution given that they are ret-
rospective in nature.

The impact of the subtypes of maltreatment on the de-
velopment of BPD is somewhat less clear. Childhood sexual
abuse has been identified as a factor that discriminated pa-
tients with BPD from those with other personality disor-
ders (Weaver & Clum, 1993); however, it has been noted
that when childhood sexual abuse history has been identi-
fied among BPD patients, multiple forms of abuse and neg-
lect are additionally present (Ogata et al., 1990; Zanarini
et al., 1997, 2000).

The majority of research on maltreatment and personal-
ity disorders has compared BPD with an “other personality
disorder” category, with very limited research into spe-
cific disorders (for a review, see Battle et al., 2004). Al-
though there seems to be some empirical support that in
addition to BPD, other personality disorder groups report a
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high prevalence of childhood maltreatment histories (Gibb,
Wheeler, et al., 2001), much of this evidence is again based
on retrospective reports by psychiatric patients (B.
Maughan & Rutter, 1997; Paris, 1997) and should be inter-
preted with caution (Widom & Morris, 1997; Widom &
Shepard, 1996).

To address the limitation of retrospective data, a small
body of longitudinal evidence is emerging in the field to
support the hypothesis that childhood maltreatment in-
creases risk for personality disorders in adulthood (R. E.
Drake, Adler, & Vaillant, 1988; J. G. Johnson et al., 1999;
Luntz & Widom, 1994). Such investigations have revealed
that maltreatment is associated with the development of
Antisocial Personality Disorder. Further, family instability
and lack of parental affection and supervision during ado-
lescence were associated with Dependent and Passive-Ag-
gressive Personality Disorder among men. An additional
community-based, longitudinal study showed that persons
with documented child abuse were more than 4 times as
likely as those who were not abused or neglected to be di-
agnosed with a personality disorder, after age, parental ed-
ucation, and parental psychiatric disorders were controlled
statistically (J. G. Johnson et al., 1999). Specifically, phys-
ical abuse, sexual abuse, and neglect were each uniquely
associated with elevated personality disorder symptom lev-
els during early adulthood. Physical abuse was associated
with Antisocial and Depressive Personality Disorder symp-
toms; sexual abuse was associated with elevated BPD
symptoms; and neglect was associated with Antisocial,
Avoidant, Borderline, Narcissistic, and Passive-Aggressive
Personality Disorders. This investigation highlights the
particular impact of neglect on personality disorder devel-
opment (J. G. Johnson et al., 1999).

Finally, child maltreatment has been associated with
maladaptive trajectories in the development of sexuality
(i.e., Brown, Cohen, Chen, Smailes, & Johnson, 2004;
Noll, Trickett, & Putnam, 2003). A recent prospective lon-
gitudinal study revealed that a history of two or more inci-
dents of sexual abuse was associated with early puberty
and early pregnancy, after gender, race, class, paternal ab-
sence, and mother’s age at the birth of the study child were
controlled statistically (Brown et al., 2004). In addition 
o heightened sexual activity and preoccupation, a subset
of women with sexual abuse histories has been identified
who exhibit sexual ambivalence or a heightened sexual
preoccupation coupled with greater sexual aversion
(Trickett & Putnam, 2003). In particular, pathological dis-
sociation and biological father abuse may be associated
with greater sexual aversion and sexual ambivalence.
These investigations highlight the risk for premature sex-

ual behavior among maltreated adolescents; efforts to pre-
vent teenage pregnancy should pay particular attention to
sexually abused children as they enter puberty.

RESILIENT OUTCOMES

Consistent with a developmental psychopathology perspec-
tive, there is multifinality in developmental processes such
that the manner in which the individual responds to and in-
teracts with vulnerability and protective factors at each
level of ecology allows for diversity of outcomes. Just as
deviations from the average expectable environment poten-
tiate some children toward the development of maladapta-
tion, others evidence adaptation in the face of the same
challenges. Thus, it is equally informative to understand
the mechanisms that promote resilient functioning among
maltreated children as it is to investigate developmental
trajectories toward psychopathology (Masten, 1989). Mal-
treatment undisputedly represents an extremely adverse
and stressful experience, yet not all maltreated children
demonstrate maladaptive outcomes. Thus, the study of re-
silience among maltreated children seeks to understand the
dynamic processes that influence how the various aspects
of children’s ecologies eventuate in multiplicity in child
developmental outcome, adaptive or maladaptive.

Resilience has been conceptualized as the individual’s
capacity for adapting successfully and functioning compe-
tently, despite experiencing chronic stress or adversity fol-
lowing exposure to prolonged or severe trauma (Masten &
Coatsworth, 1998). It is important that the construct of re-
silience be conceptualized as a dynamic process, not a
static or trait-like condition (Cicchetti & Schneider-Rosen,
1986; Egeland, Carlson, & Sroufe, 1993; Luthar, Cicchetti,
& Becker, 2000), so that resilience research may elucidate
the mechanisms through which individuals are able to initi-
ate or maintain their self-righting tendencies when con-
fronted with adversity (cf. Cicchetti & Rizley, 1981;
Waddington, 1957). Understanding resilience will con-
tribute to our understanding of how ontogenic processes
play a critical role in determining whether adaptation or
maladaptation will manifest at each stage of development
(Cicchetti & Tucker, 1994).

Initial resilience research sought to identify correlates
of resilient outcomes in maltreated children; however,
given the nature of resilience as a dynamic process, longi-
tudinal research most adequately can address its develop-
ment. Unfortunately, there are few longitudinal studies that
track subsequent adaptive functioning among maltreated
children. The extant longitudinal investigations of resilient
functioning among young maltreated children through age
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6 have highlighted both the dynamic nature of resilient
processes and the poor developmental outcomes associated
with maltreatment (Egeland & Farber, 1987; E. C. Her-
renkohl, Herrenkohl, & Egolf, 1994). For example, Egeland
and Farber found that not a single maltreated child in-
cluded in their study consistently functioned competently
across each age period assessed, in which competence was
defined as successful resolution of a stage-salient issue at
each level of development. Moreover, Herrenkohl, Her-
renkohl, and Egolf found that fewer than 15% of children
who had been maltreated prior to age 6 were identified as
resilient, and when contacted in adolescence, nearly 50%
of these previously resilient maltreated children were no
longer demonstrating resilient functioning.

Among the protective factors that have been identified
to promote resilient functioning are average or above-aver-
age intellectual performance, absence of physical abuse,
the presence of at least one stable caregiver, and positive
parental expectations regarding their children’s academic
performance (E. C. Herrenkohl et al., 1994; Masten et al.,
1999). Highlighting the role of individual child characteris-
tics in the development of adaptation, children’s academic
engagement, social competencies, and ego resiliency have
all been positively associated with adaptation to school
(Shonk & Cicchetti, 2001). Personality characteristics such
as internal locus of control for good events and higher self-
esteem are further examples of individual characteristics
that serve a protective function for children, mitigating the
risk for maladaptive outcomes (Moran & Eckenrode, 1992).

In perhaps the most comprehensive assessments of re-
silient functioning among maltreated school-age children,
Cicchetti and Rogosch (1997) improved on their prior
cross-sectional investigation of predictors and correlates
of resilience (Cicchetti, Rogosch, Lynch, & Holt, 1993) by
assessing the longitudinal adaptation of over 200 children
over a 3-year period. For both studies, resilient adaptation
among multiple areas of functioning was evaluated within
a heterogeneous sample of economically disadvantaged
maltreated children and nonmaltreated comparison chil-
dren. In their earlier investigation, maltreated children
evinced lower overall competence across multiple indices
of functioning than the nonmaltreated children. Moreover,
maltreated children were rated as more withdrawn, with
significantly greater levels of internalizing symptomatol-
ogy, more disruptive, and more aggressive. Nonetheless,
ego resiliency, ego overcontrol, and self-esteem emerged
as predictors of resilient adaptation for maltreated chil-
dren. In contrast, only ego resiliency and positive self-
esteem were associated with resilient functioning among
nonmaltreated children (Cicchetti, Rogosch, et al., 1993).

Similarly, the longitudinal investigation revealed that a
higher percentage of nonmaltreated children evidenced re-
silient functioning than did maltreated children; further-
more, a high percentage of maltreated children were
functioning in the low-adaptive range (Cicchetti & Ro-
gosch, 1997). Notably, different predictors of resilience
emerged for the maltreated and nonmaltreated children
such that for maltreated children, positive self-esteem, ego
resilience, and ego overcontrol predicted resilient func-
tioning, whereas relationship features were more influen-
tial for nonmaltreated children. These findings suggest
that perhaps, in the face of unfulfilling relationships, the
maltreated children who demonstrate resilient functioning
have developed an adaptive coping mechanism toward less
reliance on relatedness in their everyday functioning. Con-
sidering that personality resources and self-confidence
were major predictors of resilient adaptation in maltreated
children, Cicchetti and Rogosch posit that interventions
that focus on the enhancement of self system processes
such as autonomy, mastery, and self-determination may be
effective (Ryan et al., 1995).

Highlighting additional pathways to resilient function-
ing, Flores et al. (2005) conducted a similar assessment of
multiple domains of functioning with a sample of high-risk
Latino maltreated and nonmaltreated children. Although
prior research had identified predictors of resilient adapta-
tion in maltreated children, there was a lack of knowledge
regarding whether these same factors would be applicable
to Latino children. Considering evidence that relationships
are very highly valued in Latino cultures (Harrison, Wil-
son, Pine, Chan, & Buriel, 1990), Flores and colleagues
sought to determine whether relationship features would
serve as predictors of resilient adaptation for both mal-
treated and nonmaltreated Latino children. Consistent with
prior investigations of resilience, which have been com-
posed of mainly African American and Caucasian Ameri-
can children (Cicchetti & Rogosch, 1997; Cicchetti et al.,
1993; McGloin & Widom, 2001), maltreated Latino chil-
dren demonstrated a lower level of resilient functioning
than did equally disadvantaged nonmaltreated Latino chil-
dren. For both maltreated and nonmaltreated Latino chil-
dren, higher ego resiliency and moderate ego overcontrol
were associated with higher resilient functioning. Thus,
in contrast to prior investigations (Cicchetti & Rogosch,
1997), the effects of ego resiliency and ego overcontrol did
not differentially predict resilience for maltreated and
nonmaltreated Latino children. In accord with previous
findings, however, the predictive impact of relationship
variables on resilience was more significant for nonmal-
treated than maltreated Latino children (Flores et al.,
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2005). These findings suggest that among Latino children,
personal strengths such as ego resiliency and ego overcon-
trol may be more essential than relationship features in de-
termining a pathway to resilient adaptation.

Taken together, it seems that self-reliance and self-
confidence, in concert with interpersonal reserve, may
bode well for the development of resilient adaptation in
maltreated children. This is congruent with findings among
highly stressed, disadvantaged youngsters, such that posi-
tive future expectations for the self are a predictor of re-
silient functioning (Wyman, Cowen, Work, & Kerley,
1993). Research on resilience attests to the critical role
that children play in actively constructing their outcomes
and in influencing their ultimate adaptation through mech-
anisms such as reliance on the self, confidence in the self,
and interpersonal reserve.

Currently, the field of resilience is now headed toward
an incorporation of neurobiological and physiological fac-
tors (Curtis & Cicchetti, 2003) in elucidating the biological
mechanisms of ontogenic development and self-striving
processes. According to a transactional-organizational per-
spective, which conceptualizes resilience as a dynamic
process akin to all other developmental processes, re-
silience is influenced by neural and psychological self-
organization as well as by transactions between the
ecological context and the developing organism. Neural
plasticity, in particular, may be well applied to the concept
of resilience (Cicchetti, 2002, 2003; Curtis & Nelson,
2003), and may provide a neurobiological account for the
ability of an individual to recover after exposure to trauma
or adversity. Alternatively, it is possible that certain ge-
netic predispositions may account for the variation of
the extent to which individuals are impacted by environ-
mental influences. Research from the fields of emotion
regulation, psychophysiology, neuroendocrinology, and ge-
netics are just beginning to elucidate how neurobiological
and physiological mechanisms contribute to the self-
striving tendencies of ontogenic development and through
reciprocal interactions with varying levels of ecology exert
an influence on developmental outcomes, both adaptive
and maladaptive (Caspi et al., 2002; Cicchetti & Rogosch,
1997; Curtis & Cicchetti, 2003; McEwen, 1998).

NEUROBIOLOGICAL ONTOGENIC
DEVELOPMENT AND GENE EXPRESSION:
THE DEVELOPING BRAIN AS A SELF-
ORGANIZING DYNAMIC SYSTEM

Scientific investigations on child maltreatment have fo-
cused predominantly on psychological processes and out-

comes. In recent years, the examination of the neurobiolog-
ical correlates and sequelae of child abuse and neglect have
now begun to receive more attention from researchers.
Such work holds great promise for elucidating the mecha-
nisms underlying maladaptive development in maltreated
children and for examining the impact that negative social
experiences exert on brain structure and function, as well
as on gene expression. As research on the effects of child
maltreatment on neurobiological structure and function
and on gene expression continues to burgeon, it is conceiv-
able that the examination of the multifaceted neurobiologi-
cal systems affected by child maltreatment, as well as the
investigation of the impact that maltreatment experiences
have on gene expression, will provide insight into some of
the mediators and moderators linking child maltreatment
with socioemotional and cognitive outcomes.

Although brain development is guided and controlled to
some degree by genetic information, a not insignificant
portion of postnatal brain structuration, neural patterning,
and organization are thought to occur through interactions
and transactions of the individual with the environment (J.
Black, Jones, Nelson, & Greenough, 1998; M. H. Johnson,
1998). Thus, each individual may traverse a potentially
unique and partly self-determined developmental pathway
of brain building that we believe may have important con-
sequences for the development of normal, abnormal, and re-
silient adaptation (J. Black et al., 1998; Cicchetti & Tucker,
1994; Curtis & Cicchetti, 2003).

In self-organizing brain development (Cicchetti &
Tucker, 1994; Courchesne, Townsend, & Chase, 1995),
some regions of the brain serve to stabilize and organize in-
formation for other areas, whereas other regions utilize
experience to fine-tune their anatomy for optimal function.
In this manner, individuals can use the interaction of
genetic constraints and environmental information to self-
organize their highly complex neural systems. Synaptogen-
esis appears to be generated in response to events that
provide information to be encoded in the nervous system
(Courchesne, Chisum, & Townsend, 1994). This experi-
ence-dependent synapse formation involves the brain’s
adaptation to information that is unique to the individual
(Greenough, Black, & Wallace, 1987). Because all individ-
uals encounter distinctive environments, each brain is
modified in a singular fashion. Experience-dependent
synaptogenesis is localized to the brain regions involved in
processing information arising from the event experienced
by the individual. Unlike the case with experience-expec-
tant processes, experience-dependent processes do not take
place within a stringent temporal interval because the tim-
ing or nature of experience that the individual engages or
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chooses cannot be entirely envisioned (Bruer, 1999). An
important central mechanism for experience-dependent de-
velopment is the formation of new neural connections, in
contrast to the overproduction and pruning back of
synapses often associated with experience-expectant
processes (Greenough et al., 1987; Huttenlocher, 1994).

For example, children who develop in a resilient fashion
despite having experienced significant adversity play an
active role in constructing, seeking, and receiving the ex-
periences that are developmentally appropriate for them (J.
Black et al., 1998; Cicchetti & Tucker, 1994). Through uti-
lizing experience-dependent processes, children who func-
tion resiliently likely modify and/or protect their brain
anatomy to ensure an adaptive developmental outcome
(Curtis & Cicchetti, 2003). At one level, different areas of
the brain may attempt to compensate, and, at another, the
organism may seek out new experiences in areas where it
has strength (J. Black et al., 1998). Because experience-de-
pendent plasticity is a central feature of the mammalian
brain (M. Johnson, 1999), neither early brain anomalies
nor aberrant experiences should be considered as deter-
mining the ultimate fate of the organism (Cicchetti &
Tucker, 1994).

Furthermore, because the mechanisms of neural plastic-
ity cause the brain’s anatomical differentiation to be de-
pendent on stimulation from the environment, it is now
clear that the cytoarchitecture of the cerebral cortex is
shaped by input from the social environment. Cortical de-
velopment and organization should not be viewed as passive
processes that depend exclusively on genetic and environ-
mental input. Development, both psychological and biolog-
ical, is more than nature-nurture interaction. Thus,
corticogenesis should be conceived as processes of self-
organization guided by self-regulatory mechanisms (Cic-
chetti & Tucker, 1994).

Children endowed with normal brains may encounter a
number of experiences, including child maltreatment, ex-
treme poverty, and community and domestic violence, that
can not only exert a negative impact on brain structure,
function, and organization, but also contribute to distorting
these children’s experiences of the world (Cicchetti, 2002;
Pollak, Cicchetti, & Klorman, 1998). Perturbations that
occur during brain development can potentiate a cascade of
maturational and structural changes that eventuate in the
neural system proceeding along a trajectory that deviates
from that generally taken in normal neurobiological devel-
opment (Courchesne et al., 1994; Nowakowski & Hayes,
1999). Early stresses, either physiological or emotional,
may condition young neural networks to produce cascading

effects through later development, possibly constraining
the child’s flexibility to adapt to challenging situations
with new strategies rather than with old conceptual and be-
havioral prototypes. Thus, early psychological trauma such
as that experienced by maltreated children may eventuate
not only in emotional sensitization (A. Maughan & Cic-
chetti, 2002), but also in pathological sensitization of neu-
rophysiological reactivity (Cicchetti & Tucker, 1994;
Pollak et al., 1998). Such early developmental abnormali-
ties may lead to the development of aberrant neural cir-
cuitry and often compound themselves into relatively
enduring forms of psychopathology (Cicchetti & Cannon,
1999; Nowakowski & Hayes, 1999).

Children may be especially vulnerable to the effects of
pathological experiences during periods of rapid creation
or modification of neuronal connections (J. Black et al.,
1998). Pathological experience may become part of a vi-
cious cycle, as the pathology induced in brain structure
may distort the child’s experience, with subsequent alter-
ations in cognitive or social interactions causing additional
pathological experience and added brain pathology (Cic-
chetti & Tucker, 1994; Pollak et al., 1998). Children who
incorporate pathological experience during ongoing experi-
ence-expectant and experience-dependent processes may
add neuropathological connections to their developing
brains instead of functional neuronal connections (J. Black
et al., 1998).

The Impact of Child Maltreatment on
Neurobiological Processes

Adverse life experiences, exemplified by the experience of
child maltreatment, are thought to affect neurobiological
and psychological processes. Physiological and behavioral
responses to maltreatment are expected to be interrelated
and to contribute to children’s making choices and re-
sponding to experiences in ways that generally produce
pathological development. Because maltreated children ex-
perience the extremes of “caretaking casualty” (Sameroff
& Chandler, 1975), they provide one of the clearest oppor-
tunities for scientists to discover the multiple ways in
which social and psychological stressors can affect biolog-
ical systems. Numerous interconnected neurobiological
systems are affected by the various stressors associated
with child maltreatment (Cicchetti, 2002; DeBellis, 2001).
Moreover, each of these neurobiological systems influences
and is influenced by multiple domains of psychological and
biological development. Furthermore, in keeping with the
principle of multifinality, the neurobiological development
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of maltreated children is not affected in the same way in all
individuals. Not all maltreated children exhibit anomalies
in their brain structure or functioning.

Neurobiological Structure: Neuroimaging

Magnetic resonance imaging (MRI) technology provides a
noninvasive and safe methodology for examining brain
morphology, physiology, and function in individuals who
have experienced child maltreatment. Several MRI investi-
gations have found reduced hippocampal volume in victims
of psychological trauma with PTSD. Bremner, Krystal,
Southwick, and Charney (1995) discovered that male com-
bat veterans with PTSD evidenced decreased MRI-derived
right-side hippocampal volume and that aspects of the
memory deficits exhibited by the combat veterans with
PTSD correlated with hippocampal volume. Gurvits and
colleagues (1996) replicated the finding of reduced hip-
pocampal volume in an MRI study of male combat veter-
ans. In contrast to Bremner et al., Gurvits et al. found
hippocampal reduction bilaterally. In a heterogeneous
sample of men and women who experienced abuse in their
childhood, Bremner et al. (1997) discovered a reduction in
left-side hippocampal volume compared to nonabused com-
parisons. Relatedly, M. B. Stein, Yehuda, Koverola, and
Hanna (1997) found that women who reported being sexu-
ally abused in childhood showed a reduced left-side hip-
pocampal volume compared to nonsexually traumatized
women. Vythilingam and colleagues (2002) conducted an
MRI investigation of a group of adult females who had a
current diagnosis of Major Depressive Disorder (MDD).
Two-thirds of the women with MDD had a history of child
physical or sexual abuse; the other depressed women had
no abuse histories. The two groups of women with MDD
were compared to a group of healthy women. Depressed
women who had experienced abuse in their childhood have
a significantly smaller hippocampal volume than the
nonabused depressed women and the women in the healthy
comparison group.

In a more recent investigation, Bremner and colleagues
(2003) conducted an MRI and a positron emission tomog-
raphy (PET) study with a group of women who experienced
sexual abuse and PTSD in their childhood, another group
of women who had experienced sexual abuse but who did
not have PTSD, and a comparison group of women without
sexual abuse or PTSD. Utilizing MRI, Bremner et al. found
that women who had been sexually abused had signifi-
cantly smaller hippocampi than either women who had
been sexually abused without PTSD or women who were

without sexual abuse histories or PTSD. Additionally, the
women with sexual abuse and PTSD showed a failure of
left hippocampal activation during a verbal memory task
that was measured by PET. This finding remained signifi-
cant after adjusting for hippocampal atrophy.

In a functional magnetic resonance imaging (fMRI)
study, Anderson, Teicher, Polcari, and Renshaw (2002)
performed steady-state fMRI (T2 relaxometry) to assess
resting blood flow in the cerebellar vermis. Adults who had
been sexually abused in childhood manifested higher T2
relaxation times (T2-RT) than controls. Elevated T2-RT
measures have been shown to be associated with decreased
blood volume and neuronal activity. Anderson et al. inter-
preted the elevated T2-RT found in the cerebellar vermis of
these adults who had experienced sexual abuse as indica-
tive of a possible pathway from early abuse ➝ functional
deficits in the cerebellar vermis ➝ reduced neuronal activ-
ity ➝ decreased blood volume.

Over the course of the past decade, neuroimaging stud-
ies have been conducted with maltreated children and
adolescents. DeBellis, Keshavan, and colleagues (1999)
conducted an in-depth whole-brain volumetric analysis of a
group of hospitalized maltreated children and adolescents
with PTSD and a group of medically and psychiatrically
well nonmaltreated comparison subjects. In keeping with
the literature on child maltreatment, most of the partici-
pants had experienced multiple types of maltreatment.
Moreover, in addition to PTSD, most of the children
and adolescents who were maltreated had comorbid mental
disorders. These included Major Depressive Disorder, Dys-
thymia, Oppositional Defiant Disorder, and Attention-
Deficit /Hyperactivity Disorder. Of particular importance,
given that the hippocampus is susceptible to the harmful
effects of chronic alcohol abuse, substance and alcohol
abuse were rare in the DeBellis, Keshavan, et al. study.

In contrast to the findings of the investigations of
adults who had childhood histories of abuse reviewed
above, DeBellis, Keshavan, et al. (1999) did not find a de-
crease in hippocampal volume in the group of maltreated
children and adolescents with PTSD. Moreover, DeBellis,
Hall, Boring, Frustaci, and Moritz (2001) examined hip-
pocampal volumes longitudinally to determine if a history
of childhood maltreatment and PTSD alter the growth of
the hippocampus during puberty. DeBellis and colleagues
(2001) utilized MRI to scan the brains of maltreated chil-
dren with PTSD and healthy nonmaltreated comparison
children matched on SES on two occasions, once when
they were prepubertal and then again 2 to 3 years later
during the later stages of puberty (i.e., Tanner Stages IV
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and V). MRI was used to measure the temporal lobes,
amygdala, and hippocampal volumes of the two groups of
children. There were no differences in temporal lobe,
amygdala, or hippocampal volume between the group of
maltreated children with PTSD and the matched group of
nonmaltreated children, either at baseline or across longi-
tudinal follow-up.

These apparent discrepant findings may be a function
of the increase in volume that normatively occurs in neuro-
biological development during adolescence (Spear, 2000,
2003). Specifically, subcortical gray matter structures that
include the hippocampus continue to develop, and these nor-
mative adolescent increases (i.e., the normal processes
of brain development) may mask any effects that maltreat-
ment and PTSD exert on the developing limbic system (e.g.,
amygdala, hippocampus). It is conceivable that the stress-in-
duced hippocampal damage may not become apparent until
postpubertal development has been initiated. Alternatively,
because the maltreated children with PTSD in the DeBellis
et al. (2001) sample were in ongoing individual or group
treatment, it may be the case that these interventions may
have eventuated in increases in hippocampal neurogenesis,
thereby contributing to the lack of statistically significant
differences.

After controlling for intracranial volume and SES, De-
Bellis and colleagues (DeBellis, Keshavan, et al., 1999) dis-
covered a number of other MRI-based brain structural
anomalies in their sample of maltreated children and adoles-
cents with PTSD. These included smaller intracranial vol-
umes, cerebral volumes, and midsagittal corpus callosum
areas and larger lateral ventricles than in the group of non-
maltreated comparison children and adolescents. In addi-
tion, DeBellis, Keshavan, et al. found a positive correlation
of intracranial volumes with age of onset of PTSD trauma
and a negative correlation with the duration of maltreatment
that led to a PTSD diagnosis, suggesting that there may be
sensitive periods and dose effects for stress-related alter-
ations in brain development. Furthermore, DeBellis, Kesha-
van, et al. interpret their finding that enlarged lateral
ventricles in maltreated children and adolescents were cor-
related positively with the duration of the maltreatment ex-
perienced as suggesting that there may have been neuronal
loss associated with severe stress (cf. Sapolsky, 1992).

In another investigation, DeBellis, Keshavan, Spencer,
and Hall (2000) utilized magnetic resonance spectroscopy
(MRS), a safe and novel neuroimaging methodology, to in-
vestigate the in vivo neurochemistry of neurobiological al-
terations in the brains of living children. DeBellis and
colleagues used MRS to measure the relative concentration

of N-acetyl aspartate (NAA) and creatine in the anterior
cingulate cortex of a small group (n = 11) of maltreated
children and adolescents who also had PTSD and a healthy
nonmaltreated comparison group (n = 11) matched on SES.
NAA is considered to be a marker of neural integrity;
moreover, decreased concentrations of NAA are associated
with increased metabolism and loss of neurons (Prichard,
1996). DeBellis et al. found that maltreated children and
adolescents with PTSD had lower NAA-to-creatine ratios
that are suggestive of neuronal loss in the anterior cingu-
late region of the medial prefrontal cortex compared to the
nonmaltreated SES-matched comparisons. The reduction
of NAA to creatine, in addition to DeBellis, Keshavan,
et al.’s (1999) finding of enlargement in the lateral ventri-
cles, buttress the hypothesis that maltreatment in child-
hood may alter the development of cortical neurons.

Teicher and colleagues (2004) investigated the corpus
callosum in children who had been abused or neglected to
ascertain whether there were structural abnormalities in its
regional anatomy. The corpus callosum connects the left
and right hemispheres and is the major myelinated tract in
the brain. Regional corpus callosum area was measured by
MRI in three groups of children: abused and neglected
children, children admitted for psychiatric evaluation, and
healthy controls. Teicher et al. found that the total area of
the corpus callosum of the children who had experienced
abuse and neglect was smaller than that of the children
evaluated for psychiatric problems and the healthy con-
trols. The latter two groups of children did not differ from
each other. Child neglect was associated with a 15% to
18% reduction in corpus callosum regions; in contrast, re-
duced corpus callosum size in girls was most strongly asso-
ciated with sexual abuse. These findings are congruent
with our earlier assertion that negative early experiences
can adversely affect neurobiological development.

In summary, the neuroimaging studies reviewed attest to
the harmful impact that child maltreatment can exert on
brain development and function. As important, not all mal-
treated children evidence the same neurobiological struc-
tural and functional anomalies. Moreover, some maltreated
children appear to have normal neurobiological develop-
ment and function despite experiencing great adversity.
Many important questions remain to be answered (see con-
clusion and future directions section).

Neurobiological Functioning

Startle expression in humans and in laboratory animals is
affected by emotional factors, a connection that may be
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grounded in the evolutionary value of startle for immedi-
ate protection. The disturbances of anxiety and traumati-
zation that have been found in childhood maltreatment
(Cicchetti & Lynch, 1995) and the sensitivity of the startle
reflex to these conditions suggested the utility of examin-
ing startle patterns in maltreated children for developing
objective physiological markers of the severity of trauma-
tization. Accordingly, Klorman, Cicchetti, Thatcher, and
Ison (2003) investigated acoustic startle in maltreated and
nonmaltreated comparison children to a range of auditory
intensities to describe any abnormalities in response mag-
nitude, onset latency, and habituation. Additionally, star-
tle differences among subtypes of maltreated children
were examined.

The acoustic startle reflex is an obligatory response to a
sudden and unexpected stimulus that is marked by the ces-
sation of ongoing behaviors and by a particular series of
protective behaviors (Davis, 1984). The eyeblink is the
most sensitive and consistent startle response across indi-
viduals, and this is the response that is most often mea-
sured in studies of this reflex. The startle eyeblink in
humans is measured by electromyographic activity de-
tected by electrodes overlying the obicularis oculi muscle,
located below each eye.

Klorman et al. (2003) examined acoustic startle to 24
randomly ordered 50-ms. binaural white noise burst probes
of 70, 85, 100, and 115 dB while children were watching
silent cartoons. The participants were maltreated and non-
maltreated children matched for age, sex, and socioeco-
nomic status (see Klorman et al., 2003). Maltreated boys’
startle blinks had smaller amplitude and slower onset la-
tency and were less affected by increasing probe loudness
than were those of comparison boys. Among maltreatment
subtypes, this pattern was most salient for physically
abused boys. Unfortunately, there were not enough physi-
cally abused girls to detect any potential differences from
comparison children. The results for maltreated boys also
are consistent with those of Ornitz and Pynoos (1989) for
diminished startle responses among children with PTSD.
These investigators suggested that startle diminution in
traumatized children may reflect cortically mediated at-
tentional dysfunction that affected brain stem mechanisms
for startle responses. Thus, it is conceivable that the effects
of social experiences, such as child abuse and neglect, on
brain microstructure and biochemistry may be either
pathological or adaptive.

The findings obtained with the physically abused boys
are consistent with those of Cicchetti and Rogosch (2001a).
These investigators found that physically abused children

displayed a suppression of cortisol and significantly less di-
urnal variation in hypothalamic-pituitary-adrenal (HPA)
functioning than did other subtypes of maltreated children.
Although startle responsiveness and cortisol regulation are
linked to separate, but interconnected, neurobiological sys-
tems, in both investigations physically abused children
exhibited diminished responsiveness. Physically abused
children are often exposed to threat and danger, and their
smaller responses to startle and their suppression of corti-
sol may reflect allostatic load, the cumulative long-term
effect of physiologic responses to stress (Evans, 2004;
McEwen, 2000, 2004; McEwen & Stellar, 1993). Repeti-
tive social challenges in a child’s environment, such as that
engendered by child abuse and neglect, can cause disrup-
tions in basic homeostatic and regulatory processes that are
essential to the maintenance of optimal physical and men-
tal health (Repetti, Taylor, & Seeman, 2002).

Neuroendocrine Functioning

Stress has been conceptualized as a perceived threat to an
organism’s homeostasis and as a situation that causes in-
creases in autonomic nervous system activity or hormone
secretion (Cicchetti & Walker, 2001). An overt insult or
homeostatic mechanism initiates a stress response; how-
ever, as the term “perceived stress” connotes, psychologi-
cal factors can initiate a stress response on their own. The
confluence of a number of factors, including genetic
makeup, prior experiences, and developmental history,
either sensitize or protect the organism from subsequent
stressful challenges (McEwen, 1998). In addition, more
long-term stress responsiveness is characterized by in-
terindividual variability and is related, in part, to experien-
tial influences on gene expression (Meaney et al., 1996). In
sum, then, there are multiple converging pathways—in-
cluding not only the neural circuits that are activated by
physical, psychological, and immunological stressors, but
also the influence of genetics, early experience, and ongo-
ing life events—that determine the neural response to dif-
ferent stressors (Sapolsky, 1994).

Stressful or threatening experiences such as child abuse
and neglect create adaptational challenges, and the HPA
axis is one of the physiological systems that has evolved in
mammals to help direct and sustain cognitive, emotional,
behavioral, and metabolic activity in response to threat.
Basal activity of this neuroendocrine system follows a cir-
cadian rhythm, with high levels around the time of awaken-
ing, declining to low levels around the onset of sleep
(Kirschbaum & Hellhammer, 1989). Basal levels of cortisol
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are necessary for normal brain growth and for the support
of the metabolic activity necessary to sustain general func-
tioning (McEwen, 1998).

Incidents of child maltreatment, such as sexual, physi-
cal, and emotional abuse, as well as neglect, may engender
massive stress in vulnerable children. Acute threat and
emotional distress, as is found in instances of child
maltreatment, may activate the locus coeruleus, the major
noradrenergic-containing nucleus in the brain, and the sym-
pathetic nervous system (SNS), eventuating in the biologi-
cal changes accompanying the “fight or f light” reaction.
Stressful experiences such as child maltreatment may po-
tentiate the increased production of corticotropin-releasing
hormone (CRH) in the central amygdala and in the hypo-
thalamus. CRH from the amygdala causes increased SNS
activity, thereby promoting heightened behavioral and at-
tentional arousal (Kaufman & Charney, 2001; Schulkin,
McEwen, & Gold, 1994). CRH from the paraventricular
nucleus of the hypothalamus, in concert with other hor-
mones such as vasopressin, stimulate the production of
adrenocorticotropic hormone (ACTH) in the anterior pitu-
itary. The ACTH that is secreted into circulation selec-
tively stimulates cells of the adrenal cortex to produce and
release cortisol, a potent steroid hormone that impacts
nearly all organs and tissues of the body (Lopez, Akil, &
Watson, 1999; Vazquez, 1998). Cortisol, through negative
feedback inhibition on the hypothalamus, pituitary, and
additional brain structures, such as the hippocampus, sup-
presses the HPA axis, thereby bringing about restoration of
basal levels of cortisol. Among its many influences, corti-
sol affects the central neural processes that are implicated
in cognition, memory, and emotion.

The capacity to elevate cortisol in response to acute
trauma is critical for survival. Brief elevations in corticos-
teroids following acute stressors appear to enhance the
individual’s ability to manage stressful experience compe-
tently, both physiologically and behaviorally. However,
chronic hyperactivity of the HPA axis may eventuate in the
accelerated loss or metabolism of hippocampal neurons,
the inhibition of neurogenesis, lags in the development of
myelination, abnormalities in synaptic pruning, and im-
paired affective and cognitive ability (Gould, Tanapat,
McEwen, Flugge, & Fuchs, 1998; Sapolsky, 1992; Todd,
Swarzenski, Rossi, & Visconti, 1995). Moreover, the elimi-
nation of glucocorticoids also can damage neurons (Gunnar
& Vazquez, 2001; Heim, Ehlert, & Hellhammer, 2000).
Specifically, there is a phenomenon known as hypocorti-
solism in which individuals who are experiencing chronic
stressors such as ongoing maltreatment may manifest re-
duced adrenocorticol secretion, reduced adrenocorticol re-

activity, or enhanced negative feedback inhibition of the
HPA axis (Gunnar & Vazquez, 2001; Heim et al., 2000).
Consequently, it is in an organism’s best interests to avoid
both chronic glucocorticoid hypersecretion and hyposecre-
tion (Sapolsky, 1996).

A number of investigations have been conducted that in-
dicate atypical physiological processes in maltreated chil-
dren. Noradrenergic, dopaminergic, serotonergic, and
glucocorticoid systems, which are activated by stress, all
are affected by child maltreatment (Kaufman & Charney,
2001). For example, abnormal noradrenergic activity, as ev-
idenced by lower urinary norepinephrine (NE), has been
found in children who have been abused and neglected (Ro-
geness, 1991). In addition, neglected children have been
shown to have lower levels of dopamine (DA)-beta-hydrox-
ylase (DBH), an enzyme involved in the synthesis of NE,
than do abused children or normal controls (Rogeness &
McClure, 1996). Neglected children also were found to
have lower systolic and diastolic blood pressure, both of
which are functions mediated by the NE system. These
findings from Rogeness’s laboratory suggest that the expe-
rience of child neglect modifies the genetic expression of
DBH activity and the NE system.

Sexually abused girls have been shown to excrete signif-
icantly greater amounts of the DA metabolite homovanillic
acid (DeBellis, Leffer, Trickett, & Putnam, 1994). Aug-
mented mean morning serial plasma cortisol levels have
been found in sexually abused girls, implicating altered
glucocorticoid functioning in the HPA axis (Putnam, Trick-
ett, Helmers, Dorn, & Everett, 1991). Relatedly, the
attenuated plasma ACTH response to the ovine CRH stim-
ulation test in sexually abused girls further suggests a dys-
regulatory disorder of the HPA axis, associated with
hyporesponsiveness of the pituitary to exogenous CRH and
normal overall cortisol secretion to CRH challenge (DeBel-
lis et al., 1993). Sexually abused children with PTSD have
been found to excrete significantly greater concentrations
of baseline NE and DA in comparison to nonabused anx-
ious and normal healthy controls (DeBellis, Baum, et al.,
1999). These findings suggest that the combination of sex-
ual abuse experiences and PTSD is associated with endur-
ing alterations of biological stress systems.

In two separate studies, it has been found that
maltreated school-age children with depressive disorder
fail to manifest the expected diurnal decrease in cortisol
secretion from morning to afternoon (J. Hart, Gunnar, &
Cicchetti, 1996; Kaufman, 1991). In a subsequent investi-
gation, it was shown that, when compared to depressed,
abused, and normal nonmaltreated comparison children,
maltreated prepubertal depressed children who were resid-
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ing under conditions of chronic ongoing adversity dis-
played an increased human CRH-induced ACTH response
but normal cortisol secretion. In contrast, depressed chil-
dren with prior abuse histories but who were currently liv-
ing in a stable environment did not differ in their HPA
functioning from the depressed abused or the normal non-
maltreated comparison children (Kaufman et al., 1997).
The finding that present microsystem supports can serve as
a protective factor against HPA axis dysregulation high-
lights the malleability of the neuroendocrine system. De-
Bellis, Baum, et al. (1999) examined the relationship
between psychiatric symptomatology and urinary free cor-
tisol (UFC) and catecholamine (epinephrine [EPI], NE,
and DA) excretion in prepubertal maltreated children
with PTSD. Two groups of children served as the compar-
isons: nontraumatized children with Overanxious Disorder
(OAD) and healthy nontraumatized children without any
psychiatric disorder. DeBellis, Baum, and colleagues dis-
covered that maltreated children with PTSD excreted
significantly greater concentrations of urinary DA and
NE over a 24-hour period than did the OAD and healthy
comparison children. Moreover, maltreated children with
PTSD excreted significantly greater concentrations of uri-
nary EPI than did the children with OAD. Furthermore,
childhood PTSD was related to greater comorbid psycho-
pathology, including depressive and dissociative symptoms
and increased incidents of lifetime suicide ideation and
attempts. The findings of the DeBellis, Baum, et al. inves-
tigation provide further evidence that maltreatment experi-
ences, in combination with PTSD, are associated with
alterations in biological stress systems.

Cicchetti and Rogosch (2001a, 2001b) have conducted
two investigations of cortisol regulation in school-age mal-
treated and nonmaltreated children. These studies were im-
plemented in the context of a research summer day camp
program. Because attendance at this summer camp was a
novel experience, these youngsters did not know what to ex-
pect from the adult camp counselors (who were unfamiliar
to the children). Moreover, children in the camp were unfa-
miliar with each other. Thus, the camp context constituted
a social challenge for the children in attendance, making it
a context appropriate to investigate the impact of stress on
neuroendocrine function.

Saliva samples were collected twice daily through the
week children participated in camp. One advantage of the
naturalistic camp setting was that it permitted saliva to be
collected from the children during uniform time periods
(i.e., at 9 A.M., as soon as the children arrived at camp in
a bus, and at 4 P.M., shortly before they were bused home
at the end of the day). Cortisol assays were conducted

without awareness of the maltreatment status of partici-
pating children.

In the first investigation, Cicchetti and Rogosch (2001a)
found substantial elevations in the morning cortisol levels
of maltreated children who had been both sexually abused
and physically abused, as well as neglected or emotionally
maltreated. Additionally, many of the children in this mul-
tiple abuse group also exhibited elevated cortisol concen-
trations in both the morning and afternoon assayed saliva
collections.

Unlike what was obtained in the multiple abuse group of
children, a subgroup of youngsters who had experienced
physical abuse evidenced a trend toward lower morning
cortisol concentrations relative to the nonmaltreated chil-
dren. Moreover, this physically abused subgroup of chil-
dren displayed a significantly smaller decrease in cortisol
levels from morning sample concentrations to afternoon
sample concentrations. This pattern of cortisol production
suggests relatively less diurnal variation for the physically
abused group of children.

Finally, no differences in patterns of cortisol regulation
were obtained between the neglected and the emotionally
maltreated groups of children and the comparison group of
nonmaltreated children.

The divergent patterns of cortisol regulation for the
varying subgroup configurations of maltreated children
suggest that it is highly unlikely that the brains of all chil-
dren are uniformly affected by the experience of maltreat-
ment. Not all maltreated children exhibited HPA axis
functioning dysregulation. Only those maltreated children
who experienced sexual and physical abuse in combination
with neglect or emotional maltreatment displayed patterns
akin to hypercortisolism. This group of children may be at
extremely high risk for developing compromised neurobio-
logical structure and function. Children in the physically
abused subgroup manifested reduced adrenocortical reac-
tivity, or enhanced negative feedback of the HPA axis, a
pattern suggestive of hypocortisolism and that also may
cause long-term neurobiological sequelae.

The children in the multiple abuse group had experi-
enced chronic maltreatment across a range of developmen-
tal periods. This multifaceted assault on cognitive, social,
emotional, and biological systems most likely contributes
to these children’s expectations of continued adversity.
The pervasive negative experiences that these multiply
abused children have encountered contribute significantly
to these children’s construction of their worlds as marked
by fear and a hypersensitivity to future maltreatment.

In the second investigation, Cicchetti and Rogosch
(2001b) examined the relations between neuroendocrine
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functioning and psychopathology in maltreated school-age
children. The study also was implemented in a summer re-
search day camp context. Once again, salivary samples
were collected at the beginning and the end of the camp
day. All samples were subsequently assayed for cortisol
without knowledge of the children’s maltreatment status.

Cicchetti and Rogosch (2001b) utilized the clinical cut
points from the Teacher Report Form (TRF) and the Child
Depression Inventory (CDI; Kovacs, 1985) to categorize
maltreated and nonmaltreated children into clinical case
groups. At the conclusion of the week, camp counselors
completed the TRF and the children completed the CDI.
Counselors were unaware of the children’s maltreatment
status. Children were identified as exhibiting clinical-level
internalizing-only psychopathology if they had clinical-
level scores on the TRF internalizing scale and/or the CDI
and did not exhibit clinical-level problems on the TRF ex-
ternalizing scale.

Maltreated children with clinical-level internalizing
problems exhibited increased morning and across-the-day
average levels of cortisol compared with the other groups
of maltreated and nonmaltreated children (Cicchetti & Ro-
gosch, 2001b). These results suggest that the presence of
maltreatment moderated the impact of clinical-level inter-
nalizing problems. Furthermore, maltreated children with
clinical-level internalizing problems displayed higher af-
ternoon cortisol than did nonmaltreated children with clin-
ical-level internalizing problems.

The increased levels of cortisol found in the maltreated
children with clinical levels of internalizing problems dif-
fer from those typically obtained in samples of children
and adolescents with MDD. The latter groups rarely exhibit
the increase in cortisol that is characteristic of a regulatory
dysfunction of the HPA axis (Dahl & Ryan, 1996). Consis-
tent with the scientific literature on childhood depression,
the nonmaltreated children with case-level internalizing
problems in our study did not display increased levels of
cortisol and an HPA axis dysregulation. Thus, it appears
that the experience of maltreatment intensifies the usual
effects of depressive disorder in childhood on neuroen-
docrine functioning. Accordingly, maltreated children with
significant internalizing psychopathology may be at risk
for developing the neurobiological anomalies associated
with hypercortisolism.

Interestingly, the HPA axis abnormalities of maltreated
children with clinical levels of internalizing problems bear
striking similarity to those obtained with maltreated chil-
dren with PTSD and MDD reported by DeBellis, Baum,
and colleagues (1999) and with depressed adults who were
sexually or physically abused during their childhood (Heim

& Nemeroff, 2001; Heim, Newport, Bonsall, Miler, & Ne-
meroff, 2001; Lemieux & Coe, 1995).

Notably, not all maltreated children with clinical levels
of internalizing psychopathology displayed the same pat-
tern of cortisol regulation. This finding provides further
evidence that maltreatment experiences do not uniformly
affect neurobiological functioning in all children.

Finally, a number of retrospective investigations of neu-
roendocrine functioning in adults who had been exposed to
maltreatment in childhood have been conducted. Although
a detailed review of these studies is beyond the scope of
this chapter, these studies cohere in concluding that mal-
treatment in childhood renders individuals more vulnerable
to neuroendocrine dysregulation (assessed through urinary
assessments of cortisol concentration and biological
challenge tests) and psychopathology in adulthood (Heim
et al., 2000, 2001, 2002; Lemieux & Coe, 1995; M. B.
Stein et al., 1997; for a review, see Shea, Walsh, MacMil-
lan, & Steiner, 2004).

Cognitive Brain Event-Related Potentials

Several experiments have examined maltreated children’s
processing of emotional information utilizing psychophysi-
ological paradigms. This research has focused on elucidat-
ing the possible mechanisms through which the chronic
stress experienced by children who have been maltreated
could eventuate in problems in the processing of emotion
(Pollak et al., 1998). As discussed earlier in this chapter,
attachment systems have been theorized to be constructed
to permit flexible responses to environmental circum-
stances, influence and be influenced by emotion regulatory
abilities, and function through internal working models
that children have of themselves and of their relationships
with others (Bowlby, 1969/1982; Cassidy, 1994). In the ex-
periments described next, the investigators strived to ascer-
tain whether the activation of these representations may be
reflected through physiological activity as well as behavior.

The event-related potential (ERP) is an index of central
nervous system functioning thought to reflect the underly-
ing neurological processing of discrete stimuli (Hillyard &
Picton, 1987). ERPs represent scalp-derived changes in
brain electrical activity over time, obtained by averaging
time-locked segments of an electroencephalogram (EEG)
that follow or precede the presentation of a stimulus. In
this manner, ERPs allow for monitoring of neural activity
associated with cognitive processing in real time (Donchin,
Karis, Bashore, Coles, & Gratton, 1986).

One particular ERP component, the P300, is a positive
wave that occurs approximately 300 to 600 ms after the
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presentation of a task-relevant stimulus and is maximal at
the central-parietal scalp. The amplitude of the P300 varies
as a function of task relevance and stimulus probability (R.
Johnson, 1993) and has been utilized in conjunction with
behavioral measures to classify specific cognitive opera-
tions such as the evaluation of stimulus significance. The
P300 also may reflect processes involved in the updating of
mental representations in working memory (Donchin et al.,
1986). In general, such psychological processes serve to
maintain accurate representations of one’s environment by
highlighting events that are significant.

Pollak and colleagues (1997, 2001) reasoned that the
P300 component may be useful in illuminating the cogni-
tive processes that accompany the encoding of salient emo-
tional stimuli and highlight differences in such processes
between maltreated and nonmaltreated children. The re-
quirements of the task for both experiments were to recog-
nize and respond to facial expressions of emotions. For all
conditions, children were instructed to depress a hand-held
button whenever they recognized the target facial expres-
sion. This emotional expression, the target, was only one of
three emotions that were presented to the children (happy,
angry, fearful). Across a variety of experimental condi-
tions, children were required to attend to different facial
expressions of emotion, and the probability of occurrence
(rare or frequent) and task relevance (target or nontarget)
were manipulated.

In the first experiment, Pollak and colleagues (1997)
compared the ERPs of school-age maltreated and nonmal-
treated children to a group of nonmaltreated children of
comparable socioeconomic background and cognitive
maturity. Children were instructed to respond to either a
happy or an angry face. Because the amplitude of the ERP
is influenced by the probability of occurrence of the stim-
uli, both happy and angry faces appeared infrequently (i.e.,
on 25% of the trials), whereas the nontarget neutral faces
were displayed more frequently (i.e., on 50% of the trials).
For both groups of children, there were few performance
errors; thus, no distinctions could be made between emo-
tion conditions (i.e., happy, angry, neutral) or between
maltreated and nonmaltreated children with respect to ac-
curacy or reaction time.

The ERPs of the nonmaltreated children were equivalent
in both the happy and angry target conditions. The ampli-
tude of the ERP was largest to the target stimuli, interme-
diate to the rare nontarget, and smallest to the frequent
nontarget stimuli. In contrast, the ERPs of the maltreated
children were larger in the angry than in the happy target
conditions. The differential pattern of responding to emo-
tion conditions suggests that, compared to nonmaltreated

children, different patterns of information processing were
being evoked depending on the emotion to which the mal-
treated children were attending (Pollak et al., 1997).

Pollak and colleagues (1997) interpret these results as
suggesting that angry and happy targets activated affective
representations differentially for maltreated versus non-
maltreated children. They theorized that the ERP re-
sponses of the maltreated children reflected more efficient
cognitive organization in the anger condition than in the
happy condition. Such patterns of neurophysiological acti-
vation would be adaptive for coping with the stressful and
threatening environments in which maltreated children re-
side (Cicchetti, 1991). However, biases toward negative af-
fect or diminished responsiveness toward positive affect
would place maltreated children at increased risk for en-
countering difficulties in their interactions with peers and
adults (Dodge et al., 1997; Rieder & Cicchetti, 1989; Ro-
gosch, Cicchetti, & Aber, 1995).

Emotion systems have been postulated to function as as-
sociative networks wherein input that matches significant
mental representations activates memory systems (P. J.
Lang, 1994). Pollak et al. (1997) conjectured, in this regard,
that P300 amplitude may mark the match of facial stimuli
with more complex affectively salient emotional memories.
Theorists have invoked constructs such as schemas and
working models to describe the mechanisms by which chil-
dren integrate biologically relevant information with exist-
ing knowledge structures (Bowlby, 1969/1982; Cicchetti &
Tucker, 1994). The findings of Pollak et al. provide corrobo-
rative empirical support for such hypothesized developmen-
tal processes.

Pollak and colleagues (2001) conducted a subsequent
experiment in which they examined and compared the ERP
responses of maltreated and nonmaltreated children to pro-
totypic happy, angry, and fearful facial expressions. This
investigation was conducted to determine the specificity of
the relation between the ERP responses of the maltreated
children and the nature of the eliciting stimuli. Specifi-
cally, Pollak and colleagues were interested in whether the
ERPs of maltreated children generalized to positive versus
negative emotional valence or were restricted to emotional
displays of happiness versus anger. As we discussed ear-
lier, negative emotions in addition to anger are frequently
associated with maltreatment experiences. Thus, it is im-
portant to ascertain whether each discrete emotion may
convey its own unique information and be processed in a
distinct fashion.

Pollak et al. (2001) discovered that, as was the case
in their earlier study, nonmaltreated children exhibited
equivalent ERP amplitude responses to all of the target
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facial expressions of affect. However, the ERP amplitude
responses of the maltreated children exceeded those of the
nonmaltreated comparison children only in response to the
angry target, but not to the fear or happy targets. These
results suggest that there was specificity in maltreated chil-
dren’s differential processing of the emotional information.
The fact that the maltreated children’s greater P300 ampli-
tude to angry facial expressions was obtained only when
these stimuli served as targets in a task indicates that when
maltreated children’s attention is deployed to angry facial
expressions, these youngsters are uniquely sensitive in de-
tecting this emotion expression over others (for further cor-
roboration of this interpretation, see Pollak & Kistler,
2002; Pollak & Sinha, 2002; Pollak & Tolley-Schell, 2003).

Taken together, these ERP experiments demonstrate
that the socioemotional, cognitive, and behavioral difficul-
ties observed in maltreated children affect multiple neuro-
biological systems. Specifically, the ERP findings suggest
that the nature of the experiences that maltreated children
encountered during their lives caused particular stimuli to
become personally meaningful, based, in part, on the
stored mental representations that have been associated
with the stimulus over time. As such, prior experiences of
maltreated children are reflected in these children’s psy-
chophysiological responses.

In an investigation that is congruent with this interpreta-
tion, Schiffer, Teicher, and Papanicolaou (1995) utilized
auditory ERPs to examine laterality and hemisphere integra-
tion of memory in adults who reported having been mal-
treated during their childhood. These formerly maltreated
adults all were currently well functioning and had no current
Axis I mental disorder. A group of adults without a history
of childhood trauma and no current Axis I disorder served as
comparison individuals. All participants were asked to ac-
tively recall a neutral or work-related memory and were sub-
sequently asked to recall a disturbing affective memory
from childhood.

In individuals without a history of childhood traumati-
zation, the left and right cerebral hemispheres both were
equally involved in the recall of these memories. In con-
trast, adults who recollected having been maltreated in
childhood revealed dramatic differences. Specifically, dur-
ing recall of the neutral memory, adults with traumatiza-
tion histories in childhood exhibited a marked suppression
of the ERP over the left cerebral hemisphere, characteristic
of increased processing in the left hemisphere. While re-
calling the disturbing memory, the adults who had experi-
enced childhood trauma displayed a shift in laterality, with
the ERP becoming suppressed over the right hemisphere,
an index of enhanced activation in the right hemisphere.

In sum, it is highly plausible that the stresses associated
with child abuse and neglect may enhance the memory of
emotionally salient stimuli in the environment (Howe, Cic-
chetti, Toth, & Cerrito, 2004; Howe, Toth, & Cicchetti,
Chapter 15, this Handbook, Volume 2). Relatedly, as dis-
cussed earlier in this chapter, maltreatment also appears to
affect children’s interpretation and comprehension of par-
ticular emotional displays (Pollak et al., 2000).

BEHAVIOR GENETIC AND MOLECULAR
GENETIC STUDIES

Conventional behavior genetic approaches to psychopathol-
ogy utilize “natural experiments” in genetically informa-
tive designs (e.g., twin studies) to demonstrate the
multifactorial nature of genetic and nongenetic (i.e.,
shared and nonshared environment) factors in the develop-
ment of mental disorders. These quantitative behavior ge-
netic investigations have enhanced our understanding of
the etiology of psychopathology through estimating the ge-
netic and environmental variance components of a number
of mental disorders at various points in the life span
(Rende & Plomin, 1995). In recent years, the role of child
maltreatment in the development of antisocial behavior has
been investigated in twin study designs. Jaffee, Caspi, Mof-
fitt, and Taylor (2004) utilized a classic twin study design
to examine links between child maltreatment and chil-
dren’s antisocial behavior. Participants were sampled from
the representative birth cohort Environmental Risk Longi-
tudinal Twin Study, and investigation focused on detecting
the ways genetic and environmental factors shape child de-
velopment (Trouton, Spinath, & Plomin, 2002). The inves-
tigators found that physical abuse played a causal role in the
development of antisocial behavior in childhood. Further-
more, genetic factors did not account for any significant
variation between monozygotic (MZ) and dizygotic (DZ)
twins’ experience of physical abuse, thereby discounting
the possibility that any heritable characteristics of the chil-
dren from their parents provoked physical abuse (Jaffee
et al., 2004).

In another investigation that utilized a sample from the
representative birth cohort Environmental Risk Study, Jaf-
fee and colleagues (Jaffee, Caspi, Moffitt, Polo-Tomas,
et al., 2004) sought to ascertain whether the impact of
physical abuse on risk for conduct problems was greater
among twins who had high genetic risk for these problems.
Children’s genetic risk for developing conduct problems
was computed as a function of their cotwin’s Conduct Dis-
order status and the pair’s zygosity (MZ or DZ). Jaffee,
Caspi, Moffitt, Polo-Tomas, and colleagues discovered that
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the effect of physical abuse on Conduct Disorder was
strongest for those children at highest genetic risk. Chil-
dren who were physically abused who were at low genetic
risk (i.e., DZ twins whose cotwin did not have Conduct
Disorder) had a 2% probability of developing Conduct Dis-
order. In contrast, physically abused children at high ge-
netic risk (i.e., MZ twins whose cotwin had Conduct
Disorder) evidenced an increase of 24% in the likelihood of
developing Conduct Disorder. Thus, the findings of Jaffee,
Caspi, Moffitt, Polo-Tomas, et al. underscore that the pre-
diction of psychopathology can achieve greater accuracy
when both environmental pathogenic risk and genetic lia-
bility are simultaneously considered.

In recent years, a number of investigators have con-
ducted molecular genetic studies of psychopathology with
maltreated children. A major advantage of molecular ge-
netic studies is that, in comparison to quantitative behav-
ioral genetics approaches, they can elucidate specific
genetic risk factors and the etiological mechanisms that
link these risks with psychopathological and resilient out-
comes (Cicchetti & Blender, 2004; Curtis & Cicchetti,
2003; Waldman, 2003). The confluence of several techno-
logical advances, including the ability to collect DNA using
minimally invasive procedures (Freeman et al., 1997;
Plomin & Crabb, 2000), more sophisticated genotyping
methods (Craig & McClay, 2003; Watson & Akil, 1999),
and the sequencing of the human genome (Venter et al.,
2001), have enabled researchers to conduct investigations
that only a decade earlier were possible only in our scien-
tific imagination.

Caspi et al. (2002) examined how genetic factors con-
tribute to why some maltreated children grow up to de-
velop Antisocial Personality Disorder, whereas other
maltreated children do not. In this longitudinal investiga-
tion of males who were studied from birth to adulthood, it
was discovered that a functional polymorphism in the pro-
moter of the gene encoding the neurotransmitter-metabo-
lizing enzyme monoamine oxidase A (MAOA) moderated
the effects of maltreatment. The MAOA gene is located
on the X chromosome and encodes the MAOA enzyme,
which metabolizes neurotransmitters such as norepineph-
rine, serotonin, and dopamine, rendering them inactive.
The link between child maltreatment and antisocial behav-
ior was far less pronounced among males with high MAOA
than among those with low MAOA activity. Maltreatment
groups did not differ on MAOA activity, suggesting that
genotype did not influence exposure to maltreatment.

Of relevance to research on the biological contributors
to resilience (cf. Charney, 2004; Curtis & Cicchetti, 2003),
it is conceivable that the gene for high MAOA activity may

confer a protective function against the development of
Antisocial Personality Disorder in males who have been
maltreated during their childhood. As described earlier in
this chapter, maltreated children grow up in extremely
stressful environments. The results of the Caspi et al.
(2002) investigation suggest that a gene-by-environment
(G×E) interaction helps to explain why some maltreated
children, but not others, develop antisocial behavior via the
effect that stressful experiences such as child maltreatment
exert on neurotransmitter system development. Specifi-
cally, the probability that child maltreatment will eventuate
in adult antisocial behavior is greatly increased among chil-
dren whose MAOA is not sufficient to render inactive mal-
treatment-induced changes on neurotransmitter systems.

Foley et al. (2004) conducted an investigation with 514
male twins, ages 8 to 17 years, aimed at replicating the
Caspi et al. (2002) study. The findings of this investigation
replicated the major results of the Caspi et al. study.
Specifically, low MAOA activity increased the risk for
Conduct Disorder, but only in the presence of an adverse
childhood environment, defined by interparental violence,
parental neglect, and inconsistent discipline. Although
there was a direct effect of familial adversity on risk for
Conduct Disorder, there was not a main effect of MAOA
genotype on developing Conduct Disorder. Once again, a
G×E interaction is best supported by the results of this
study. Furthermore, as with the Caspi et al. investigation,
the predictive efficiency was vastly improved by including
joint assessment of environmental risks and measured
genes in the same study.

Caspi and colleagues (2003) conducted an investigation
in which a functional polymorphism in the promoter region
of the serotonin transporter (5-HTT) gene was shown to
moderate the influence of stressful life events on depres-
sion. Specifically, individuals with one or two copies of the
short (s) allele of the 5-HTT promoter polymorphism ex-
hibited more depressive symptoms, depressive disorders,
and suicidality than individuals homozygous for the long
( l) allele when confronted with high stress. The s allele in
the polymorphic region is associated with lower transcrip-
tional efficiency of the promoter compared with the l allele
(Lesch et al., 1996).

Additionally, Caspi and colleagues (2003) found that
adult depression was predicted by the interaction between
the s allele in the 5-HTT gene-linked polymorphic region
and child maltreatment that occurred during the 1st decade
of life. The G×E interaction revealed that child maltreat-
ment predicted adult depressive disorder only among indi-
viduals carrying an s allele (i.e., s/s or s/ l) but not among
l / l homozygotes.
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Kaufman and colleagues (2004) conducted a study simi-
lar to that of Caspi et al. (2003); however, they extended
Caspi’s previous experiment by studying children. The re-
sults of Kaufman et al. that, in children, the s allele in the
5-HTT gene-linked polymorphic region confers vulnerabil-
ity to depression only in individuals with a history of sig-
nificant life stress replicates the G×E result found in Caspi
et al. with adults. Furthermore, the findings of Kaufman
et al. demonstrate that social support in concert with this
genetic factor additionally moderates the risk for depres-
sion in maltreated children. Specifically, maltreated chil-
dren who were homozygous for the s allele and who had a
dearth of positive social supports had depressive symptoms
that were nearly twice as high as maltreated children with
the s/s genotype and positive social supports. The latter
group of maltreated children had levels of depressive symp-
toms that were comparable to those of nonmaltreated chil-
dren in the comparison group with the same s/s genotype.

The risk for depression in maltreated children was mod-
erated by the interplay of genetic and environmental fac-
tors. Thus, the negative developmental sequelae associated
with child maltreatment are not inevitable. As discussed
earlier in this chapter, there are many factors that con-
tribute significantly to the ultimate developmental course
embarked on by maltreated children. Of particular impor-
tance, the quality and availability of social supports were
environmental factors that promoted resilience in mal-
treated children, even in the presence of a genotype that
might otherwise be expected to confer vulnerability to psy-
chiatric disorder.

INTERVENTION/PREVENTION

Despite the undisputed empirical evidence for the high risk
of maladaptation as a developmental consequence of child
maltreatment, there has been a paucity of theoretically in-
formed intervention and prevention programs (Reppucci,
Woolard, & Freid, 1999). Prevention efforts in the United
States emanated from the areas of public health, epidemiol-
ogy, and community psychology, initiated by the passage of
the Child Abuse Treatment and Prevention Act in 1974.
Early prevention efforts were largely geared toward in-
creasing public awareness and acceptance of the problem of
child abuse and neglect and involved tactics such as the use
of public service announcements on television and radio
(Daro & Donnelly, 2002) to disseminate information about
child maltreatment. As a result of these efforts, public
opinion surveys in the 1980s revealed that over 90% of the

public was aware of the problem of child maltreatment and
could recognize that both societal and individual factors
may contribute to its emergence (Daro & Gelles, 1992).
Perhaps reflective of increased public knowledge about
child maltreatment, concurrent epidemiological investiga-
tions revealed substantial increases in reports of suspected
child maltreatment (McCurdy & Daro, 1994).

Although the efforts that were put forth were important
from a public health perspective, little developmental in-
fluence was present in the conceptualization, implementa-
tion, or evaluation of these initiatives (Cicchetti & Toth,
1992; Toth, Maughan, et al., 2002). Early on, Zigler (1976)
called for prevention efforts to consider the ecological con-
text, predicting that single service models, which focused
exclusively on the parent-child dyad, were overly simplistic
and doomed to failure. Consequently, Zigler, among others,
influenced the research field toward the adoption of more
complex ecological transactional frameworks to guide both
developmental theory and etiological theory on child mal-
treatment and, as an extension, called for such theory to in-
form intervention and prevention efforts (Belsky, 1980;
Cicchetti & Lynch, 1995; Cicchetti & Rizley, 1981).

Intervention efforts have been slow, however, to incor-
porate theory-driven intervention and prevention pro-
grams, and even slower to apply an ecological-transactional
model to such initiatives. Instead, the majority of studies
that evaluated the effectiveness of prevention for maltreat-
ment have focused on short-term behavioral strategies. Ini-
tial empirically tested prevention investigations were
rooted in didactic instruction with parents, which have
been shown to be rather ineffective (Daro, 1988), or home
visitation programs, involving behavioral techniques such
as modeling, practice, and feedback, to provide prelimi-
nary support to mother-child dyads during the 1st year of
life (Kempe, 1976). For example, Olds and Henderson
(1989) developed a home visitation prevention for mothers
considered to be at risk for maltreating their infants.
Young, single, low SES, pregnant women were assigned to
one of two conditions: to receive home visits by nurses
from pregnancy through the child’s 2nd year or to receive
comparison services. Results indicated a 50% reduction in
child abuse and neglect among families in the treatment
condition. In a 15-year longitudinal follow-up of this inves-
tigation (Olds et al., 1997), with nearly 80% of the women
in their original study, women who had received the home
visitation during pregnancy were less likely to be identified
as perpetrators of child abuse or neglect or to be recipients
of Aid to Families with Dependent Children than were
women in the comparison group. Similar findings have
been replicated by Kitzman et al. (1997).
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Given these encouraging rates, the implementation of
home visitation was expanded by the Healthy Families
America (HFA) program, which sought to increase the
availability of high-quality home visitation services and to
create communitywide commitments to these services.
Findings from this research initiative report that HFA pro-
grams may be successful in improving parent-child interac-
tions but have more limited success in other areas, such as
the prevention of child abuse and neglect. Moreover, HFA
programs did not demonstrate significant improvements in
children’s development or social support (Daro & Harding,
1999), thus providing an impetus for researchers and prac-
titioners to move beyond a narrow focus to consider the
communitywide and national context.

Considering the impact of the family on both the onset
of maltreatment as well as preventive efforts (Hays &
Jones, 1994), recent prevention efforts have focused on the
parents, seeking to provide social support and promote
positive parenting (cf. Daro, 1990; Gaudin, Wodorski,
Arkinson, & Avery, 1990; Olds, Henderson, Chamberlin,
& Tatelbaum, 1986). For example, one recent randomized
clinical trial was conducted to test the efficacy and suffi-
ciency of parent-child interaction therapy in preventing re-
reports of physical abuse among abusive parents (Chaffin
et al., 2004). This investigation involved three intervention
conditions: parent-child interaction therapy (PCIT), PCIT
plus individualized enhanced services, and a community
standard intervention. Based on social learning theory, the
goal of using PCIT with abusive parents is to disrupt the
escalating coercive cycles that are believed to characterize
the maltreated children’s family interactions (Patterson,
1976; Patterson & Reid, 1984; Patterson, Reid, & Dishion,
1992; Urquiza & McNeil, 1996). Results indicated that
fewer parents in the PCIT groups had re-reports of abuse
at follow-up (850 days) compared to the parents in the
community standard condition; however, the additional
services did not improve the efficacy of PCIT (Chaffin
et al., 2004).

Alternatively, an investigation of a multilevel selected
primary prevention of child maltreatment (L. Peterson,
Tremblay, Ewigman, & Saldana, 2003) combined multiple
perspectives on intervention techniques by including mod-
eling, role-playing, Socratic dialogue, home practice, and
home visits. Specifically, this intervention targeted im-
provements in parenting skills, developmentally appropri-
ate interventions, developmentally appropriate beliefs,
improving negative affect, acceptance of a responsible par-
ent role, acceptance of a nurturing parent role, and self-
efficacy. Successful intervention effects were noted at each
level of the model, and effects remained at 1-year follow-

up. Although a major strength of this intervention was its
multimodal approach, it still targeted only a unidimen-
sional aspect of child maltreatment by focusing on parental
perceptions and behaviors.

In isolation, these treatments are likely to offer an in-
complete solution to the problem of child maltreatment.
Consistent with a developmental psychopathology perspec-
tive, unidimensional approaches to treatment are inade-
quate (Cicchetti & Toth, 2000; Toth & Cicchetti, 1993,
1999), whereas a comprehensive multidimensional ap-
proach to treatment would be better able to address the
multiple domains in which maltreated children face vul-
nerability factors, placing them at increased risk for later
maladaptation. The focus of interventions in child mal-
treatment, however, has largely been devoted to working
with and addressing the problems of the maltreating parent
to alleviate the risk for continued maltreatment, in isola-
tion from other factors. The recurrence rates of child mal-
treatment provide the most solid support for the inadequacy
of this approach, such that child welfare re-report rates of
40% or more within a few years are common. Notably,
many of these re-reports are among physically abusive par-
ents and are for recurrent physical abuse (DePanfilis & Zu-
ravin, 1999; Way, Chung, Jonson-Reid, & Drake, 2001).

To begin to address the limitations of parent-focused
treatments, interventions that are informed by developmen-
tal theory are being advocated for maltreated children (Ci-
cchetti & Toth, 1993; Toth & Cicchetti, 1993; Toth,
Maughan, et al., 2002). As theorized by this approach, cli-
nicians may facilitate parents’ understanding of their chil-
dren’s behavior by focusing attention on the manner in
which children are negotiating stage-salient developmental
issues. Thus, parenting interventions may be attuned to the
resolution of these stage-salient developmental tasks.

With regard to the development of early attachment re-
lationships, a number of attachment-informed interven-
tions have been developed and hold promise for treatment
in the area of abusive and neglectful parenting (M. F. Er-
ickson, Korfmacher, & Egeland, 1992; Lieberman, Weston,
& Pawl, 1991). Interventions that are informed by develop-
mental theory often conceive of the mother-child attach-
ment relationship as central to positive child outcomes
(Fraiberg, Adelson, & Shapiro, 1975; Lieberman, 1991). In
this infant-parent psychotherapy approach, mother and in-
fant are seen together in sessions with a therapist, typically
held in the client’s home. A therapeutic relationship is
formed, and through joint observation, the therapist tailors
developmental guidance to the mother’s level of function-
ing. Therapy includes exploration of the mother’s own at-
tachment organization and developmental experiences, in
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addition to her perceptions and reactions to her child, and
the manner in which mother-child relate. Through reflec-
tion, redirection, and interpretation, the therapist strives to
alter distortions in the mother-child relationship with the
goal of changing internal representational models. A
number of investigators have attempted to promote attach-
ment security in samples of low-income mothers and their
young children (see Lieberman & Zeanah, 1999, for re-
view). Recognition of the importance of fostering maternal
sensitivity and developmentally appropriate responsivity
to children were central themes across all studies. Meta-
analysis reveals, however, that the outcome data are incon-
sistent (van Ijzendoorn, Juffer, & Duyvesteyn, 1995),
leaving questions about the efficacy of such intervention
approaches.

Given the inconclusive evidence on the efficacy of inter-
ventions that are didactic versus dyadic, Cicchetti, Toth,
and Rogosch (2005) conducted a randomized preventive in-
tervention trial in which 12-month-old maltreated infants
and their mothers were assigned to one of three interven-
tion groups: (1) a psychoeducational home visitation
(PHV) that focused on enhancing maternal knowledge of
basic child development and improving parenting while re-
ducing maternal stress and increasing maternal social sup-
ports; (2) an attachment theory-informed intervention,
named infant-parent psychotherapy (IPP); and (3) the com-
munity standard (CS), which consisted of treatment typical
of what was available in the community for maltreating
families. Additionally, an equally socioeconomically dis-
advantaged nonmaltreated comparison (NC) group was
matched to the three intervention groups. At baseline, in-
fants from maltreating families exhibited a greater per-
centage of insecure attachment than did the infants from
nonmaltreating families; the majority of the insecurity was
classified as disorganized (Type D) attachment. Postinter-
vention, approximately 1 year later, the infants from the
PHV and IPP interventions both evidenced a significant
change in their attachment security from baseline such that
their attachment security no longer differed from the in-
fants from nonmaltreating families. In contrast, the infants
from the CS group demonstrated no improvement in their
attachment security. These results have far-reaching impli-
cations as they demonstrate that disorganized attachment
in maltreated infants can be modified through early inter-
vention. Moreover, the equal effectiveness of the PHV and
IPP interventions suggest that intervention efforts during
infancy do not necessarily need to directly focus on attach-
ment to improve this developmental domain.

Utilizing a similar treatment design, Toth, Maughan,
et al. (2002) compared the relative efficacy of two inter-

ventions in altering maltreated preschool children’s repre-
sentational models. By incorporating a psychoeducational
didactic treatment condition as well as a parent-child psy-
chotherapy condition, this investigation was one of the
first to allow for direct comparison between the effective-
ness of these methods within a single design. Maltreating
families were assigned to either preschooler-parent psy-
chotherapy (PPP), psychoeducational home visit (PHV), or
a CS condition, and an NC group served as an additional
control condition. Children in PPP intervention evidenced
more of a decline in maladaptive maternal representations
over time, as assessed through story stem narratives, than
did children in the PHV and CS conditions. In addition,
PPP children displayed a greater decrease in negative self-
representations than did children in the CS, PHV, and NC
groups. Mother-child relationship expectations of PPP
children became more positive over the course of inter-
vention compared to NC and PHV. In contrast to interven-
tions that target maltreated children in infancy (Cicchetti
et al., 2005), the results of this study suggest that an at-
tachment theory-informed model of intervention (PPP) is
more effective at improving representations of the self and
of caregivers than is a didactic model of intervention
(PHV) directed at parenting skills. The major limitation
of this study, however, was its exclusive focus on represen-
tations and not other outcomes such as parental knowledge
about developmentally appropriate expectations, which
may have had more substantial gains in the PHV group.
Additional outcome measures would greatly inform our
understanding of advantages and disadvantages of each ap-
proach to intervention.

Undoubtedly, more research is needed to further inform
intervention and prevention efforts. As presented in the
previous sections, maltreating parents exhibit a complex
pattern of cognitive, affective, interpersonal, and behav-
ioral processes that are in part derived from their own
childhood relational experiences. Parental resources are
further challenged by the influence of macrosystem factors
as well as by poverty, community violence, and other as-
pects of the exosystem. For example, a recent study by
Slack et al. (2004) revealed that indicators of poverty such
as perceived material hardship and infrequent employment
and parenting characteristics such as low parental warmth,
use of physical discipline, and allowing children to engage
in frequent television viewing are predictive of child neg-
lect. Moreover, parenting characteristics did not mediate
the relationship between perceived hardship and incidence
of neglect. Thus, the implication for intervention and pre-
vention is to address the material needs of families; given
its link to child neglect over and above parenting character-
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istics, interventions that address only the parenting aspect
of neglect may be ineffective.

Preventive programs in the community are also impor-
tant for promoting competent parenting and reducing mal-
treatment. These programs typically strive to promote
competence and sensitivity in parents and to improve their
coping strategies with regard to stressful living conditions
(Wolfe, 1993) by enhancing their social support system.
For example, self-help groups, crisis intervention, and in-
home services that are community agencies may reduce the
incidence of problematic parenting and maltreatment,
thereby reducing the need for more intensive intervention
services when maltreatment does emerge (Wolfe & Wek-
erle, 1993).

Reduction in the rate of maltreatment has also been
associated with participation in early school-based inter-
ventions, such as child-parent centers in the Chicago
Longitudinal Study (Reynolds & Robertson, 2003). The
child-parent centers provided child education and family
support services in high-poverty areas. Participation in the
program for 4 to 6 years was associated with significantly
lower rates of maltreatment than participation in alterna-
tive kindergarten interventions.

Finally, knowledge gained from research on resilience
among maltreated children is especially relevant to the de-
velopment of intervention and prevention efforts (Luthar &
Cicchetti, 2000). As resilience research identifies mecha-
nisms that contribute to positive adaptation in the face of
adversity, prevention and intervention programs may be
tailored to capitalize on and enhance these processes in
at-risk children. Consistent with an ecological-transac-
tional model, these adaptive processes may derive from
multiple levels of the ecology, including family, commu-
nity, and cultural features, in addition to individual charac-
teristics (Cicchetti & Rogosch, 2002). Moreover, Luthar
and Cicchetti argue that because resilience is an ongoing
dynamic process, preventions that are designed to promote
resilience will likely be most effective as long-term pro-
grams that support children through successive periods of
development.

Undeniably, there is a need for sufficient breadth in in-
tervention and prevention programs that can address the
complex developmental consequences of maltreated chil-
dren as well as the parenting practices, relationship distur-
bances, and extensive needs of these families (Cicchetti &
Toth, 1993, 2000; Olsen & Widom, 1993). The wide vari-
ety of techniques that have been applied to intervention ef-
forts, ranging from nondirective play therapy to behavior
modification, speaks to the multifinality of experience of
maltreated children (Cicchetti & Rogosch, 1996) and to the

notion that no one treatment paradigm will be equally ap-
propriate for all maltreated children.

CONCLUSION AND FUTURE DIRECTIONS

In this chapter, we argued that the experience of child mal-
treatment, and the concomitant poor-quality parental care
received by these children, exert a deleterious impact on
psychological, genetic, and biological processes. Moreover,
studies suggest that genetic and neurobiological factors
may mediate or moderate the relationship between mal-
treatment and behavior.

A number of developmental processes have been postu-
lated to exert an impact on the nature of brain-behavior re-
lations: (1) aspects of the external environment that are
atypical for most members of a species, (2) the specific
type and amount of input received, and (3) the existence of
biases for orienting toward particular classes of stimuli in
the external environment (J. Black et al., 1998; Cicchetti,
2002; Dodge et al., 1997; R. Johnson, 1993).

In addition, the literature reviewed in this chapter has
revealed that multiple psychological and neurobiological
systems appear to be affected by the experience of child
maltreatment. Clearly, multiple methods and approaches
are necessary to explain the complex interplay between de-
veloping individuals and their maltreating environments.
However, to date, most investigations of the neurobiological
consequences of child abuse and neglect have examined one
neural system. Similarly, many studies of the psychological
sequelae of child maltreatment have focused on one do-
main. In the future, it will be essential to undertake investi-
gations of maltreated children that examine multiple levels
of psychological and neurobiological functioning and that
employ multiple methods (cf. Cicchetti & Dawson, 2002).

The present maltreated versus comparison group differ-
ences approach needs to be augmented by an equal focus on
individuals. Although groups of maltreated children differ
from groups of nonmaltreated children on most of the psy-
chological and neurobiological structures and functions in-
vestigated thus far, not all maltreated children are affected
by their experiences in the same manner. Moreover, the
neurobiological and psychological functioning of some mal-
treated children appears not to be negatively affected (Cic-
chetti & Rogosch, 2001a, 2001b), or it may be reflective of
an enhanced neural plasticity in resilient individuals (Cic-
chetti & Rogosch, 1997; Curtis & Cicchetti, 2003). We do
not know if the neurobiological structural and/or functional
difficulties displayed by some maltreated children are per-
manent or irreversible, or, if reversible, when and to what
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degree. Additionally, we do not possess the knowledge
regarding whether some to-be-identified neural systems
may be more plastic than other neural systems that may be
more refractory to change or have a more time-limited win-
dow when neural plasticity can occur. Thus, a person-ori-
ented approach (Bergman & Magnusson, 1997; von Eye &
Bergman, 2003), in which multiple neurobiological and
psychological systems are studied within individuals over
developmental time, should also be implemented in future
research on the effects of maltreatment on biological, ge-
netic, and psychological processes. In this manner, we can
acquire vital information on how the neurobiological sys-
tems of maltreated children develop at different periods, as
well as when such developing neural systems may be most
vulnerable in different profiles of individuals who share
similar aspects of neurobiological and psychological func-
tioning and who may range from none or minimal damage
to major neurobiological and psychological dysfunction.

Even in instances of long-term damage, the neurobiolog-
ical and psychological consequences of maltreatment may
not prove to be irreversible. Because postnatal brain struc-
turation and neural patterning are thought to occur, in part,
through interactions and transactions of the child with his
or her environment, changes in the internal and external en-
vironment may lead to improvement in the ability of the in-
dividual to grapple with developmental challenges. Thus,
although genetic and historical developmental factors
canalize and constrain the adaptive process to some degree,
it is conceivable that behavioral and neural plasticity are
possible throughout the life course as a result of adaptive
neural and psychological self-organization (Cicchetti,
2002; Cicchetti & Tucker, 1994; Curtis & Cicchetti, 2003).
Additionally, pharmacological and behavioral /psychologi-
cal interventions can be implemented to modify the struc-
ture and function of the brain and to ascertain how the
structural and functional changes that are produced will
change the ability of the brain to process the information it
confronts during stressful situations. Successful interven-
tions should alter behavior and physiology by producing
changes in gene expression (transcription) that produce
new structural and functional changes in the brain (Cic-
chetti & Blender, 2004; Kandel, 1999).

To achieve these goals, a number of additional advances
in research on the neurobiological and psychological conse-
quences of child maltreatment must be implemented in the
future. First, sample sizes must increase in order for there
to be sufficient statistical power to detect differences in
multiple-level-of-analysis, multimethod, cross-sectional,
and longitudinal investigations. Second, much of the scien-

tific literature published to date on the neurobiology of
child maltreatment has focused on hospitalized samples.
Many of these maltreated individuals also have comorbid
mental disorders and/or use or abuse substances and alco-
hol (cf. DeBellis, Keshavan, et al., 1999). Moreover, mal-
treated children in hospitalized samples also are receiving
pharmacological and/or psychotherapeutic interventions.
Although one can attempt to control for these factors sta-
tistically, their presence makes it difficult to disentangle
the effects of maltreatment on brain structure and function
from other competing conditions (e.g., mental illness, drug
abuse, intervention) on the neurodevelopmental anomalies
(or lack thereof ) found in hospitalized maltreated children.
It also will be essential for future research utilizing neu-
roimaging technologies to examine brain structure and
function in community samples of maltreated children.

To comprehend neuropsychological development, it is
essential to recognize that the brain is a mutable organ and
that its structural organization reflects both what is impor-
tant to the individual (i.e., the history of the organism) and
what the individual is capable of at that particular time in
development (Luu & Tucker, 1996). Thus, neuroscientists
utilizing neuroimaging techniques to examine neurobiolog-
ical structures in maltreated children must move beyond
the descriptive anatomical level of structural MRI and
begin to incorporate fMRI technology into their research
armamentaria. Because the brain is a dynamic, self-
organizing system that is mutable, future neuroimaging re-
search should ascertain whether the brain structures and
brain functioning of maltreated children designated as re-
silient through psychological criteria (see, e.g., Cicchetti &
Rogosch, 1997) differ from those of nonresilient mal-
treated children. Increasingly, research on the correlates of
and contributors to resilient functioning should incorporate
multiple biological levels of analysis (e.g., HPA axis func-
tioning, including stress-reactivity paradigms and diurnal
regulation assessments; EEG coherence; EEG hemispheric
activation asymmetries; acoustic and emotion-potentiated
startle; ERPs); and neuroimaging methods, including MRI,
MRS, diffusion tensor imaging, magnetoencephalography,
and fMRI, and not merely focus on psychological processes
(see Curtis & Cicchetti, 2003, for an elaboration).

Finally, because research with rodents and nonhuman
primates has revealed that social experiences, such as ma-
ternal caregiving behaviors, maternal deprivation, and ma-
ternal separation, affect gene expression as well as brain
structure and function (Kaufman & Charney, 2001;
Levine, 1994; Meaney et al., 1996; Sanchez, Ladd, & Plot-
sky, 2001), it is quite likely that child maltreatment affects
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the expression of genes that impact brain structure and
function as well as basic regulatory processes.

IMPLICATIONS FOR INTERVENTION

As knowledge on the psychological and biological sequelae
of maltreatment, as well as their interrelation, continues to
accrue, it is critically important to implement scientifically
rigorous randomized clinical trial preventive interventions
with maltreated children and their caregivers. The time has
come to conduct interventions that not only assess behav-
ioral changes but also ascertain whether neurobiological
structures and functioning are modifiable or refractory to
intervention. There is growing evidence that successful in-
tervention modifies not only maladaptive behavior but also
the cellular and physiological correlates of behavior (Cic-
chetti & Posner, 2005; Kandel, 1998, 1999). The fact that
interventions are able to bring about beneficial effects be-
yond the early years of life suggests that there is a psy-
chobiology and a neuropsychology of hope and optimism
for maltreated children that can minimize or eradicate the
adverse effects of their histories. Furthermore, just as
knowledge of genetic predisposition to medical illness can
result in the modification of behavior so as to minimize the
expression of genes associated with medical illness, so, too,
might knowledge of the effect of maltreatment on gene ex-
pression and a related genetic vulnerability to mental ill-
ness serve to help individuals alter their life course so as to
inhibit the expression of genes that are associated with
maladaptation and psychopathology. Moreover, it is con-
ceivable that successful interventions may activate genes
that protect maltreated individuals from pathological out-
comes and promote resilient functioning.

Research that has found increased cortisol concentra-
tions in children who have experienced multiple subtypes
of maltreatment also underscores the critical need to pro-
vide intervention for these children given their risk for the
emergence of impairments in cognitive, memory, and af-
fective functioning (Cicchetti & Rogosch, 2001a; see also
Sapolsky, 1992). Because of increasing economic pressures
and resultant treatment availability to only the most im-
paired individuals, findings on HPA axis functioning in
maltreated children could be used to help lobby for service
availability. Increased cortisol levels in maltreated de-
pressed children also indicates that interventions targeted
at reducing depressive symptoms are especially important
for children who have experienced abuse and neglect.

Work that suggests there may be neuronal loss in in-
stances of prolonged maltreatment (DeBellis et al., 2000)

has both treatment and policy implications. Given the se-
vere biological and psychological consequences of chronic
maltreatment, there must be intensified efforts to either
treat the maltreating family system effectively within a
specified period of time, or to move toward placing the
child in a safer environment.

The fact that child maltreatment exerts its influence on
developmental processes at various levels of the ecology
(Cicchetti & Lynch, 1993) highlights the importance of in-
tervening in all components of the ecologies of children
who have been abused and neglected. For example, because
child maltreatment and community violence influence
and transact with individual functioning to result in sus-
tained adversity and disturbances in development (Lynch
& Cicchetti, 1998), interventions must be directed at the
contextual adversity that children from impoverished
neighborhoods are likely to encounter. Ideally, the entire
exosystem (e.g., schools, churches, neighborhood centers)
should be marshaled to adequately deal with the pervasive
influences that may compromise the development of mal-
treated children.

A crucial issue that can be informed by research on neu-
ropsychological and psychophysiological functioning in
maltreated children is determining whether the timing of
interventions matters. A major implication of a dynamic
developmental systems approach is that the implementation
of intervention following the experience of trauma should
ameliorate the intensity and severity of the response to
the trauma, as well as the developmental course (Toth &
Cicchetti, 1993, 1999). Such interventions that are closely
timed to trauma, maladaptation, and disorder onset also
should decrease the probability of developing, in a use-
dependent fashion, sensitized neural systems that may cas-
cade across development (Cicchetti, 2002). This is not to
suggest that if intervention is not time-tied to the trauma, it
will ultimately fail. Rather, one may need to ascertain al-
ternative treatment methods that will address the sequelae
of the maltreatment experience. Moreover, if a long-term
course of trauma has occurred and a significant period of
time has passed, it may be counterproductive to continue to
revisit the trauma.

Although we possess more knowledge regarding the eti-
ology and sequelae of child maltreatment than at any other
point in history, it is crucial that researchers continue to
design and conduct the scientific investigations that are
necessary to provide definitive answers to the complex
questions that remain concerning the effects of child mal-
treatment on psychological and neurobiological functioning
and on gene expression. The knowledge gleaned from these



184 An Ecological-Transactional Perspective on Child Maltreatment

studies will enable maltreated children to receive interven-
tions that are based on sound scientific research. Further-
more, the translation of basic behavioral and neuroscience
investigations into the development of preventive interven-
tions will be inordinately helpful in reducing the burden of
mental illness associated with this grave societal ill.
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Questions about whether and by what mechanisms early
exposures and experiences may have lasting effects on the
organism are fundamental to the field of developmental
psychopathology and constitute a substantial focus for re-
search in the neuroscience fields. The history of this de-
bate from the previous century through today illustrates
how dramatically concepts concerning psychological devel-
opment may be supplanted, updated, or reissued. Indeed, in
the course of addressing this topic, a full range of opinion
has been expressed, with extreme nativism on one hand and
extreme environmentalism on the other.

Several themes are evident in contemporary research on
the effects of early experience on later psychological de-
velopment. The first is the amount of research dedicated to
the issue. Recent interest is not so noteworthy in the animal
research, which for decades has considered this question;
rather, it is the attention directed toward this topic in

human research that is most notable. A second major theme
is the weight placed on the possibility that there may be
lasting effects of early experiences or exposures on psy-
chological outcomes. That shift in emphasis reflects a
growing trend toward translational research, greater so-
phistication in understanding the putative biological mech-
anisms that may be at work, and improved technology to
detect potential effects. A third theme is the growing sig-
nificance of the early experiences debate for policy and
practice. That is seen in popular and academic books as
well as in clinical settings, such as the adjustment of chil-
dren who experienced early deprivation. These themes
resurface throughout this chapter.

This chapter has several aims: (1) to examine key con-
ceptual models that have been proposed to account
for why, or why not, early experiences and exposure would
have persisting effects on psychological development;
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(2) to review some of the conceptual and methodological
lessons that have been learned from existing studies of
early experience; (3) to review several major lines of
research that offer some of the strongest evidence of a per-
sisting effect of early experience on psychological devel-
opment; and (4) to evaluate what implications the study of
early experience has for intervention and prevention. A
concluding section considers some of the future directions
for research in this area.

For the purposes of this chapter, “psychological devel-
opment” is restricted to behavioral and other outcomes
with a prominent cognitive-affective component; it is not
meant to include all outcomes associated with brain
processes. Thus, there are many lines of investigation that
have a prominent place in research on early experience that
are not covered (e.g., vision). Reference to these later out-
comes and other health outcomes is considered only spo-
radically throughout the chapter.

CONCEPTUAL MODELS OF
EARLY EXPERIENCE

Several conceptual models underlie research on early ex-
periences. Three broad classes of models are considered
here: sensitive period models, adaptive or programming
models, and life course models. Inevitably, given space
limitations and the broader aims of this chapter, it is nec-
essary to simplify the definition and description of these
models. These models are chosen as exemplars of develop-
mental hypotheses about the role of early environmental
experiences and exposures because they have generated
and attracted considerable research in the animal and/or
human literature, there are well-established paradigms to
test their predictions, and there is ample available data to
evaluate their claims.

Other models in the developmental neurosciences have
been proposed but are not covered here. For example, the
diathesis-stress model is not included because it is not in-
herently developmental; that is, in its basic form, the gen-
eral diathesis-stress model is not fundamentally concerned
with the proposition that some features of development
may, per se, constitute a diathesis or that the effects of
stress on a preexisting vulnerability are moderated by psy-
chological or biological development. For somewhat paral-
lel reasons, the experience-dependent model (Greenough,
Black, & Wallace, 1987) is not included here insofar as it is
primarily concerned with showing that there is a biological
change following experience rather than how the develop-
mental stage of the organism influences the type of envi-

ronmental input needed, the immediacy of the input, or the
effects on subsequent development if inadequate environ-
mental input is provided. Last, because the concern in this
chapter is with hypotheses about if and how early experi-
ences shape development, all the models covered here
propose that environmental input is important in shaping
individual differences and species-typical development.
Extreme nativist models that presume that healthy matura-
tion occurs without regard to environmental input or mod-
els that make no particular predictions about transactions
between the organism and the environment are not covered
in any detail. These latter models provide a sort of null hy-
pothesis against which are set the sensitive period, pro-
gramming, and life course models discussed in detail.

This review contrasts multiple models for understanding
the effects of early experiences on psychological develop-
ment according to four dimensions:

1. Individual differences versus species-typical development;

2. The nature of the environmental input, that is, how read-
ily identified the input is and what magnitude of effect
is presumed;

3. The putative role of psychological and/or biological
mechanisms and the prominence of human versus ani-
mal studies; and

4. resilience and the likelihood of recovery following inter-
vention. These dimensions were chosen because they de-
scribe an important element and implication of each
model and provide a basis for distinguishing these mod-
els empirically. These four dimensions are not meant to
completely characterize each model, but to provide a
conceptual and methodological framework that will
need to be kept open for revision.

Sensitive Period Models

Sensitive period models hypothesize that there is a period
in the ontogeny of the organism in which environmental
input is needed for normal development to proceed. A
sensitive period may exist for each of several types of de-
velopment within the same organism, from visual acuity to
attachment; also, different species might be expected to
show different sensitive periods—in terms of onset and
length—for the same behavior. These latter two positions
follow from the proposal that the sensitive period is deter-
mined by the active period of brain development linked
with a particular behavioral or biological outcome.

How rigidly defined the period of sensitivity is remains
uncertain, at least in most instances. Recent work in this
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area has, in fact, sought to extend the boundaries of the
sensitive period, thereby rejecting the rigid boundaries
governing sensitive periods that were often initially pre-
sumed. The net effect of these efforts has been to retain the
sensitive period concept while also removing the condition
that the sensitive period is necessarily rigidly defined.

Different terms have been used to express the hypothe-
sis that there is a period in ontogeny at which certain envi-
ronmental input is essential to ensure normal development;
these terms include critical period (e.g., Bornstein, 1989),
sensitive period, and experience-expectant (Greenough
et al., 1987) models. There may be important differences
among these terms, but they are considered in the same
class of models here because they have been used inter-
changeably in the literature (particularly sensitive period
and critical period), and, fundamentally, each sets up an
expectation for the association between normal develop-
ment and environmental experience.

Also, although sensitive periods are most frequently
associated with early development, they may be found
throughout the life course, such as a parent bonding with
an offspring, as has been shown in the animal literature
(Fleming, O’Day, & Kraemer, 1999).

There is growing evidence that sensitive or critical peri-
ods are under genetic control (Hensch, 2004). In one exam-
ple (Huang et al., 1999), mice genetically manipulated to
overexpress brain-derived neurotrophic factor (BDNF)
showed accelerated development and early closure of the
critical period in the visual cortex. These data suggest that
genetically mediated processes regulate critical periods for
species-typical development. A complementary proposal,
that environmental exposure in a sensitive period in devel-
opment may alter gene expression, has also been reported
(Kinnunen, Koenig, & Bilbe, 2003). Thus, a picture is
emerging of a dynamic interplay between environmental
experience and genetics, and there is little doubt that this
line of investigation will yield additional important in-
sights into how sensitive periods are best conceptualized.

A final consideration for defining sensitive period mod-
els is their evolutionary basis. Most would assume that
there is evolutionary significance to the existence of sensi-
tive periods; for example, it might not be adaptive for the
organism to be equally and endlessly mutable. In addition,
as Berardi, Pizzorusso, and Maffei (2000) showed for the
effects of monocular deprivation across several species,
there is a very tight positive connection between the length
of the critical period and the age span of the species. So, at
least for visual acuity, the message is not that there is not a
critical /sensitive period in humans as there is for animals,
but rather that it is longer. Whether or not that lesson ap-

plies to other areas of development, such as attachment, re-
mains to be seen and is considered later.

Individual Differences versus Species
Typical Development

Sensitive period models are concerned with species-typical
development, that is, the presence versus the absence of
some essential behavior; the distinction in outcome is be-
tween normality and gross pathology that might seriously
undermine species survival and adaptation. Thus, in re-
search examples of sensitive periods, such as birdsong
(Thorpe, 1963), vision (Hubel & Wiesel, 1970), imprint-
ing, and social attachments (Harlow & Suomi, 1970; Insel,
1997), the animals that did not receive the normal or ex-
pected input were not merely disordered but showed funda-
mental deviations. Research of this sort, because of its
emphasis on species-typical versus clearly aberrant devel-
opment, is targeted to elucidate core principles about the
organism; in contrast, there is much less (if any) interest in
accounting for differences among individuals in behavior
within the normal range.

Nature of the Environmental Input

Sensitive period models assume a major impact of the envi-
ronment. The focus in research has tended to identify what
dose of environmental input is required, what specific type
of environmental input or experience is necessary for nor-
mal development to proceed, and when in development that
input is most necessary. A major tactic in answering these
questions is to expose animals to pathogenic environments
(e.g., deprivation) rather than to gradients of environmental
quality across the spectrum, although that is now changing
somewhat. The tendency to study the effects of obviously
pathogenic environments that manipulate dose, type, or
timing of exposure may be partly explained by the early
interest in assessing the extent to which putatively “in-
stinctual behavior” required any environmental input. Con-
sequently, a major aim in studying the organism’s early
experience was to identify the minimum threshold of envi-
ronmental effect—the point at which the organism would
acquire or develop species-typical behavior. The environ-
mental dose of interest was the minimum necessary for the
organism to develop apparently normally.

A second, related reason research adopting a sensitive
period model focuses on the minimum threshold for normal
development is that the outcomes of interest would be ex-
pected to be protected or canalized (Gottlieb, 1991). If that
is the case, then it might follow that there may be compara-
tively modest demands on the environment for normal de-
velopment to proceed. That is, if a particular function were
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so important to the normal development of the organism
(e.g., reproductive fitness), then it might make little evolu-
tionary sense for these outcomes to hinge on highly partic-
ular demands on the environment in terms of quality or
quantity. Therefore, although sensitive period models
place great importance on environmental input, they set a
low demand threshold on what kind of input is needed or
“good enough.”

The Role of Psychological Mechanisms and the
Prominence of Human versus Animal Studies

With few exceptions (e.g., vision and language; Itard,
1962; Johnson & Newport, 1989; Maurer, Lewis, Brent, &
Levin, 1999), sensitive period models have not had a major
influence on the study of human development. For those as-
pects of human research that have considered sensitive pe-
riod models, the focus is on biological rather than
psychological mechanisms. Claims that there may be a sen-
sitive period for psychological (especially behavioral) out-
comes are exceedingly rare and, to date, without solid
foundation. Instead, studies testing sensitive period hy-
potheses are based almost exclusively on animal experi-
mentation (e.g., Bornstein, 1989) and invoke a variety of
alternative biological mechanisms.

Notwithstanding the lack of evidence for psychologi-
cally sensitive periods, there is ample evidence that biolog-
ically mediated sensitive periods exist for psychological
or psychiatric phenotypes. For example, there is a link
between exposure to rubella infection during the first
trimester and an increased incidence of Autism Spectrum
Disorders (Chess, 1977); also, nutritional deprivation
in utero has been linked with major mental illness in adult-
hood (Brown, van Os, Driessens, Hoek, & Susser, 2000).
These examples suggest that the search for sensitive
periods for psychological development may benefit from
adopting a broader biological model that may underlie psy-
chological outcomes.

Likelihood of Recovery or Resilience

Just as there may be periods of ontogenetic vulnerability
(Schneider, Roughton, Koehler, & Lubach, 1999), there
may be periods of ontogenetic opportunity for intervention.
That is, if a sensitive period for a particular outcome did
exist, then interventions would need to be delivered during
that sensitive period. Interventions delivered outside the
sensitive period would have much less, if any, effect on the
outcome of interest. Alternatively, a particular intervention
might have a dif ferent effect depending on when in devel-
opment it was delivered. Thus, the timing of the interven-
tion is the key factor, according to a sensitive period

model. Also, according to a sensitive period model, the or-
ganism expects only “adequate” rather than “enriched”
input for normal development to proceed. Enriched envi-
ronments may have an effect if provided during a sensitive
period, but are not portrayed as necessary for the acquisi-
tion of normal function. Indeed, given the lack of interest
in individual differences, it is not surprising that little in-
terest has been shown in resilient or supercompetent levels
of functioning.

Lorenz’s (1982) experiments on imprinting provide one
of the better-known examples of how “treatment-resistant”
an organism may be to interventions delivered after a sen-
sitive period. He showed that those animals that imprinted
(notably, on Lorenz himself ) did not exhibit signs of subse-
quent imprinting on a member of the same species when it
was introduced after the sensitive period; neither did the
animals show any reduction in imprinting on Lorenz. Pri-
mate research also shows that timing of treatment is impor-
tant and that degree of recovery is limited. For example, the
effects of early deprivation on social behavior (e.g., Har-
low & Harlow, 1969) are at best modestly remediable, with
the likelihood of success depending on the timing of the in-
tervention (Cameron, 2004; Martin, Spicer, Lewis, Gluck,
& Cork, 1991; S. L. Ramey & Sackett, 2000). Other pri-
mate research demonstrates that the effects of early mater-
nal deprivation persist into adulthood and are transmitted
intergenerationally (although, interestingly, improvements
in mothering were observed with second-born offspring
without any intervention other than [poorly] mothering the
first born; Ruppenthal, Arling, Harlow, Sackett, & Suomi,
1976). It is not known if there are comparable examples of
treatment timing in humans. This possibility is gaining at-
tention, particularly in the context of children who experi-
enced severe and profound early deprivation.

Experience-Adaptive or
Developmental Programming

There is now substantial evidence that the biology of the
fetus and child adapts to its environment (Amiel-Tison
et al., 2004a, 2004b; Bateson & Martin, 1999; Hales &
Barker, 1992, 2001; Matthews, 2002). These adaptations
are referred to as programming because they are thought to
“set” the biological system of the organism in a manner
that persists into adulthood. This adaptation occurs during
a particular period in development, and in that way, the
model has some similarities with the sensitive period mod-
els. However, programming models hypothesize a connec-
tion between the organism and its (early) experiences that
differs from the connection in a sensitive period model.
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Programming models predict variation among individuals
within a species according to early exposure; therefore, in-
dividuals may vary from one another according to their
early environmental experiences. In other words, the pro-
gramming models attend not only to the nature of the or-
ganism (e.g., that the stress-response system is sensitive to
experience in early development), but also to the variation
in quality of early environmental experiences. Variation in
early environmental exposure will determine an individ-
ual’s “set point” and therefore influence how individuals
might differ from one another in, for example, their re-
sponse to a subsequent stress.

The notion that the fetus/infant adapts to the early envi-
ronment is critical for what it says about organism-environ-
ment transactions (i.e., they are active from early in
ontogeny) and for what it implies about an evolutionary in-
fluence (e.g., Crespi & Denver, 2005). The concept of
adaptation reflects the view that this model is not so con-
cerned with normal versus deviant development, but rather
with the fit between the organism and its environment. So,
for example, rather than view the programming of the hy-
pothalamic-pituitary-adrenal (HPA) axis in the fetus or in-
fant as a sign of vulnerability or pathology, it may be more
appropriate to view the adaptation that is made as a signal
of the organism’s preparedness for its ( later) environment.
Thus, mothers who experience increased stress in preg-
nancy may be signaling to the offspring that a more respon-
sive stress response may be adaptive for its particular
environment. The possibility that there may be costs asso-
ciated with certain kinds of adaptations is inherently con-
text-dependent; that is, these adaptations can be judged
only in relation to the organism’s subsequent environment.
This concern for the organism’s environment later in devel-
opment, after the “ontogenetic vulnerability,” provides a
further conceptual contrast between the sensitive period
and programming models. Thus, adaptation or program-
ming can be conceptually distinguished from sensitive
period models—although the two may be difficult to dis-
tinguish empirically.

The concept of programming has been applied to several
contexts. One widely replicated example is prenatal stress
in animals. Many research teams have shown that exposing
pregnant animals to uncontrollable mild stress programs
the fetus’s HPA axis to be stress-(over)responsive, and that
this disposition is carried into adulthood and leads to a
range of biobehavioral outcomes (Henry, Kabbaj, Simon,
LeMoal, & Maccari, 1994). This exemplar of developmen-
tal programming is discussed in more detail later. Epidemi-
ological investigations in humans suggest that there may be

fetal programming with respect to nutrition in pregnancy,
fetal growth, and reduced glucose tolerance and cardiovas-
cular fitness in adulthood (Barker, 1998; Erikkson et al.,
1999; Hales & Barker, 1992, 2001; Lucas, 1998; Ravelli
et al., 1998). That is, poor nutrition in fetal life leads to
permanent alterations—adaptations—in the fetus and
child; the thrifty phenotype that results may then be ill-pre-
pared if the postnatal environment is not nutritionally poor.

Individual Differences versus Species
Typical Development

Studies on developmental programming are typically con-
cerned with differences in outcomes among a sample of in-
dividuals. Further, there is interest in linking differences
among individual outcomes with variation in gradients of
environmental exposure. That is shown in recent animal
studies (Francis & Meaney, 2002) and human studies link-
ing birthweight to adult risk for cardiovascular disease.
Thus, in contrast to the sensitive period models, program-
ming models tend to focus on variation within the normal
and pathological range and not merely on species-atypical
or grossly aberrant behaviors.

Nature of the Environmental Input

The programming model assumes a substantial role for the
early environment on long-term development; indeed, it is
the early environment that determines the set point for the
organism—presumably within a range of species-bound set
points. Thus, the impact of the early environment is sub-
stantial and lasting, and the timing of this input is essen-
tial. On the other hand, the identity of the particular
environmental experience that programs the set point for
the organism is not always precisely defined or determi-
nate. So, for example, in the case of prenatal stress pro-
gramming the fetal HPA axis, any of several types of
environmental adversity that increase stress in the pregnant
mother could serve the same programming effect.

The Role of Psychological Mechanisms and the
Prominence of Human versus Animal Studies

Whereas research on sensitive periods is dominated by an-
imal investigations, research on humans has played a key
role in the popularization of the programming hypothesis.
Nevertheless, the mechanism implied by the programming
model is wholly biological. Several examples have been dis-
cussed involving a wide array of biological systems, such as
the HPA axis, pancreatic function, and the cardiovascular
system. There is no evidence yet of a psychological mecha-
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nism being programmed by early experience, although
there have been few attempts at this sort of research. One
of the few human studies to explicitly program effects for
psychological outcomes (Rutter & O’Connor & the English
and Romanian Adoptees Study Team, 2004) found evi-
dence of persisting disturbances but no clear evidence of
underlying psychological mediating factors (such as cogni-
tive development). In fact, most psychological processes
are described as open to change rather than set by early ex-
perience (Bowlby, 1988; Toth, Maughan, Manly, Spagnola,
& Cicchetti, 2002).

Likelihood of Recovery or Resilience

The degree of recovery (or, more broadly, change of any
sort) that can be expected following early programming is
not yet clear. In the case of programming of the HPA axis,
research findings lead to two important and complemen-
tary conclusions. The first is that the effects of prenatal
stress are evident in adult offspring; the second is that the
effect of prenatal stress may be eliminated by manipulating
the early postnatal environment, through adoption or
pharmacologically (Francis, Diorio, Liu, & Meaney, 1999;
Ladd et al., 2000; Maccari et al., 1995). It can be asserted
that an intervention delivered during the programming pe-
riod would have a strong and persisting effect (e.g., to
“reset” the set point). What has received far less attention
is whether or not there is a point after which interventions
would not effect change in the organism’s set point. There
is evidence that such a point does exist, such as the peri-
adolescent period, but data are limited (Barbazanges et al.,
1996; Darnaudery et al., 2004).

The implications of the programming hypothesis for in-
terventions with humans are not known. To date, human in-
vestigations have simply demonstrated that such processes
may exist. Whether or not response to intervention (e.g.,
for cardiovascular disease) differs according to the pres-
ence of a programming origin of the disease requires fur-
ther research.

Life Course or Cumulative Effects Models

Life course developmental models propose that individual
differences in psychological development arise from the in-
dividual’s particular profile of risk and protective experi-
ences as accumulated through development. The model is
developmental because there is concern for when in devel-
opment the individual was exposed to risk or protective fac-
tors and how they shape the trajectory or pathway that the

individual follows. The metaphor of developmental path-
ways (Bowlby, 1988) is helpful in illustrating, first, that the
link between early adversity and later outcome is proba-
bilistic rather than deterministic and, second, that there is
a developmental order or logic in connecting early experi-
ence through to later outcomes. Several implications follow
from this, including the hypothesis that early experiences
predict longer-term outcomes only insofar as the effects of
the early risk exposure is reinforced or maintained by sub-
sequent events. Early risk, in the absence of concurrent
risk, would be expected to have little or no effect. Thus,
in contrast to the previous two models, life span develop-
mental models view the significance of early experience
in terms of subsequent exposures and experiences. Life
course models seek to explain and quantify what is carried
forward in development. This perspective emphasizes that
early experiences are not directly causally linked with
long-term outcomes, but are instead mediated by the risk
and protective factors that follow. To a considerable extent,
life span developmental models are central to much of the
research on risk and resilience in psychological develop-
ment (A. M. Clarke & Clarke, 2000; Schaffer, 2000).

Normative and nonnormative transitions such as the
transition to early adolescence and adjustment to parental
divorce attract particular attention in life course models
because these are points in the developmental pathway at
which a turn for the better or for the worse might be most
likely and most easily assessed. It is also noteworthy, for
heuristic purposes, to place the developmental stage theo-
ries of Piaget, Freud (Anna and Sigmund), Erik Erikson,
among others in this category of models. Stage theories are
quintessentially developmental because they propose some-
thing specific about the organism at one stage in develop-
ment that is distinct from another stage (e.g., the need to
resolve autonomy conflicts) and further suggest that there
is a carrying forward of the effects of successes and fail-
ures of resolving these developmental tasks into the next
stage. So, for instance, as Sroufe (1996) proposed, an inse-
cure attachment in infancy may be viewed as a risk because
it increases the likelihood of failure at subsequent stage-
salient tasks, such as emotion regulation and the formation
of positive peer relationships.

Individual Differences versus
Species-Typical Development

Life course developmental models seek to explain variation
among individuals in the developmental pathways followed
and how these different developmental pathways predict in-
dividual differences in adjustment. Thus, the focus is on
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variation within the normal-abnormal range. However, al-
though the extremes on the continuum, such as serious
psychopathology, are considered in research using this
model, there is no presumption that the outcomes of inter-
est are anything but species-typical behaviors. Moreover,
for the most part, the kinds of environments under investi-
gation are also within the normal range, although again, ex-
tremes of the continuum are considered, such as extreme
poverty and parental maltreatment.

Nature of the Environmental Input

A focus in life span developmental research is to identify
the kinds of risk experiences that are associated with indi-
vidual differences in adjustment across the life span. A
guiding hypothesis is that exposure to environmental risk is
directly or indirectly linked with individual differences in
adjustment. However, compared with previous models, life
span developmental models assume a more complex, dy-
namic, and transactional connection between the organism
and its environment. So, for example, if the goal is to pre-
dict depression in adulthood, life span developmental mod-
els would presume that any of a number of risks might play
an important role, that no one risk experience is necessary
or sufficient, and that, most likely, there is a complex of
factors that, collectively and cumulatively (over time), pre-
dict adult depression. Related to this last point is the pro-
posal that there is multifinality (exposure to a certain risk
may lead to diverse outcomes among individuals) and equi-
finality (individuals may end up at the same [mal]adapted
outcome by traversing different pathways or patterns of risk
exposure; Cicchetti & Cohen, 1995). No such degree of
flexibility between exposure and outcome is assumed in the
sensitive period or programming models discussed earlier.

The Role of Psychological Mechanisms and the
Prominence of Human versus Animal Studies

Whereas animal studies have been fundamental to testing
sensitive period and programming hypotheses, animal
studies are rarely designed to test life span developmental
models. In other words, the favored model in research de-
signs is different in animal and human research. There are
a number of good and practical reasons for this. Neverthe-
less, an implication is that much of the research on early
experience in animal studies may be difficult to translate to
humans because research designs in the animal and human
contexts make different presumptions about how early ex-
perience might confer risk for long-term development.

Life span models favor psychological mechanisms to ex-
plain links between early experience and longer-term out-

comes, and due consideration is also made of the larger so-
cial and historical context (e.g., Schoon et al., 2002). Com-
paratively few examples exist to show that psychological
mechanisms mediate connections between early experi-
ence and long-term outcome. This is not so much because
there is no evidence for important psychological processes
in the infant and child (Fonagy, Gergely, Jurist, & Target,
2002; Jaffee, Beebe, Feldstein, Crown, & Jasnow, 2001),
but rather because there are not sufficient data to show that
early experiences that led to certain psychological adapta-
tions mediate long-term adjustment. Child-parent attach-
ment may be one possibility (Waters, Merrick, Treboux,
Crowell, & Albersheim, 2000), but available data do not
demonstrate that it is attachment in infancy per se that pre-
dicts long-term adjustment. On the other hand, there is
ample evidence starting from around midchildhood that
comparatively stable and robust psychological mecha-
nisms, such as attributional style and cognitive-behavioral
style, may mediate long-term well-being. These character-
istics are not readily recognizable in the infant or young
child, however. Partly for this reason and based on their
finding that behavioral continuity into adulthood was ro-
bust only from the early school years, Kagan and Moss
(1962/1983) suggested that the early schools years may be
a critical period of behavioral organization that may have
lasting effects. Behavioral organization and psychological
processes prior to middle school may have less persisting
influence, although this question requires further direct
and rigorous testing.

Likelihood of Recovery or Resilience

Life span developmental models are easily distinguished
from the other models by emphasizing that there is sub-
stantial potential for recovery following early experiences
or exposure to adversity. Indeed, the expectation from the
risk/resilience literature, which is most amenable to the
life course model, is that the individual is highly malleable,
and there are comparatively few (if any) limits on whether
an intervention may be applied to improve psychological
well-being. In fact, the limits of resilience as it relates to
when in development an intervention may be effective re-
main to be specified—because they are rarely made ex-
plicit. So, for example, major life events that occur later in
development may be as important, and perhaps more im-
portant, as those in early life in shaping later adjustment.
Empirical examples from naturalistic longitudinal studies
that show dramatic change in life course pathways are pro-
vided by research on enrollment in the military (Elder,
1986) and marriage (Quinton & Rutter, 1988). Thus, life
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span developmental models (implicitly) propose that the
timing of the intervention is not as important as the type or
intensity of the intervention.

Discredited Models

Finally, it is worth noting some proposals about develop-
ment and early experience that have been discredited. First
among these is the idea that development can be “arrested”
or “frozen,” with the corollary that a goal of treatment is to
“unfreeze” development. Currently, the application of this
mistaken notion is seen in the case of children with an at-
tachment disorder. It has been shown that children who ex-
perience extreme caregiving deprivation develop marked
disturbances in attachment and social relations character-
ized by an apparent inability to develop selective or dis-
criminating relationships with subsequent caregivers (see
later discussion). Several authors (e.g., Howe & Fearnley,
1999; Keck & Kupecky, 1995) have proposed that because
the children did not experience adequate early caregiving,
including appropriate response to distress but also basic
contact, features of the child’s development were arrested
or frozen. Radical forms of therapy, in which the child is
forced into contact with a therapist, have been proposed as
a solution. The holding that is incorporated into the treat-
ment is thought to satisfy the needs of the older child-as-in-
fant and “bring forward” the child’s development into
normality. Not surprisingly, that form of treatment has not
been shown to be effective and may, in fact, exacerbate the
child’s disturbances. A problem here is that the concept of
regression was taken literally to mean that the 8-year-old
child is, in terms of attachment development, an infant and
needs to be treated as such. Such a conceptualization of re-
gression or developmental arrest is also out of step with
contemporary psychoanalytic thinking (Eagle, 1984; Gedo,
1980), on which it was very loosely based. In fact, current
psychoanalytic views of disturbance brought about by fail-
ure to resolve age-salient tasks (which may nevertheless
differ according to schools of thought; e.g., Eagle, 1984)
are more akin to standard models that guide developmental
psychopathology research (Cicchetti & Cohen, 1995).

Summary

Evidence supporting the persisting effects of early experi-
ence was previously only robustly demonstrated in experi-
mental animal studies. That is changing, as several lines of
research demonstrate surprisingly strong and persisting ef-
fects of early experience in humans. Data of that sort have
become available because of the opportunities afforded by

“natural experiments” and the increasing technological so-
phistication available to study neuroscience phenomena.
Recent reviews of ideas and data on early experience in an-
imals and humans (Bruer, 1999; Cacioppo et al., 2002;
A. M. Clarke & Clarke, 2000; Nelson & Luciana, 2001;
Schaffer, 2000) suggest that no conceptual consensus has
yet emerged and that there are important conceptual con-
troversies that need clarification. It may be that each of the
models just discussed have strengths and weaknesses in ac-
counting for the accumulation of data on early experiences
and long-term outcomes.

This section considered and contrasted several of the
leading models of how, and if, early experience may have
lasting psychological effects on the organism. This review
was illustrative rather than exhaustive, both in terms of
identifying models and articulating dimensions on which
the models may be differentiated. Highlighting sources of
conceptual and methodological leverage for testing these
models is the focus of the next section.

CONCEPTUAL AND METHODOLOGICAL
CONSIDERATIONS

This section examines the particular conceptual and
methodological issues learned in the course of conducting
research into the effects of early experiences, particularly
with reference to applications in humans.

Design Strategies

Progress in understanding if and how early experiences
may have persisting effects in humans is hampered by
the fact that, in most circumstances, risk exposure is not
precisely timed or restricted to a particular period in devel-
opment. On the contrary, most environmental risks of con-
ceptual or public health interest are continuous. Therefore,
whether the risk is poverty, child maltreatment, or parental
mental illness, children are exposed to persisting psychoso-
cial risk, and so it is difficult to disentangle the effects of
early experiences per se from the cumulative effects of
continuous adversity. Complicating this situation further is
the fact that the most important risks do not exist in isola-
tion, and exposure to one kind of risk may increase the like-
lihood of exposure to additional and subsequent risks. For
instance, poor parenting in infancy and early childhood is
likely to be stable from childhood to adulthood, covary
with social and economic risks (marital conflict, economic
strain), and lead to poor peer relationships and exposure
to deviant peers. Analytic strategies may be employed to
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account for these co-occurring risks, but demonstrating
that there is an independent effect of one particular risk on
outcome when others are covaried may not carry much
weight if the nature of the risks is to covary in development.
Thus, even in multivariate analyses, there may be dangers
in drawing direct causal connections between any particu-
lar risk experienced at a particular point in development
and psychological disturbance. Evidence of the complex in-
terdependence of risks for compromised psychological de-
velopment is one of the more important practical lessons
from naturalistic studies of child development.

In contrast to naturalistic studies that dominate human
research, animal studies make good use of experimental
designs in which a particular early experience is randomly
assigned to animals in different groups and the outcomes of
the two groups are later compared. Experimental designs
naturally afford greater security against undetected or un-
measured bias, although the generalizability and ecological
validity of the findings may be threatened to the extent that
excessive experimental control is introduced.

Experimentally introducing early stress in human
studies in a way that resembles the experimental animal lit-
erature would not, of course, be ethical. However, “experi-
ments in nature” (Bronfenbrenner, 1979) exist that might
provide some leverage in testing hypotheses about early ex-
periences in humans. Natural experiments are naturally
arising conditions in which there is a possibility of separat-
ing otherwise confounded processes, or they provide oppor-
tunities to test developmental hypotheses that would not be
possible because of ethical or practical reasons. Several nat-
ural experiments exist in the literature on early experiences,
including studies of children who were rescued from institu-
tional deprivation (Chisholm, 1998; Gunnar, Morison,
Chisholm, & Schuder, 2001; O’Connor, Rutter, & the En-
glish and Romanian Adoptees Study Team, 2000), follow-up
studies of adults whose mother experienced prenatal famine
induced by war (Brown et al., 2000; Ravelli et al., 1998), and
studies that examined the effects of specific stresses that
were outside of the control of the subjects, such as an ice
storm (Laplante et al., 2004) and an earthquake (Glynn,
Wadhwa, Dunkel-Schletter, Chicz-Demet, & Sandman,
2001). Findings from these experiments in nature have pro-
vided critical data for documenting the persisting effects of
early experiences in humans.

To the extent that “ typical” experimental control is pos-
sible in human studies, it comes in the form of intervention
or prevention trials. Many experimental intervention stud-
ies have targeted early experience, although comparatively
few directly test the timing hypotheses that underlie the
conceptual models reviewed earlier. Because of the impor-

tance of these studies they are considered separately in the
final section.

Timing, Frequency, and Severity of Exposure and
Ontogenetic Patterns

For most psychological outcomes of interest we do not have
enough information to determine what the window of sen-
sitivity is—if one exists at all. One strategy for identifying
such periods is to base developmental investigation on what
is known about the sharp periods of discontinuity in brain
development. This has been shown most clearly in the area
of cognitive development (Herschkowitz, Kagan, & Zilles,
1997; Huttenlocher, 1994); on the other hand, application
to social outcomes is elusive. This is a strategy borrowed
from the sensitive period model: Environmental input may
be most important during periods of dramatic biological
change, notably brain development. In other words, knowl-
edge of ontogeny should shape the study of environmental
experience and exposure.

Teicher et al.’s (2003; see also, Anderson, 2003) sum-
mary of the preclinical data suggested that there may be
specific features of those brain regions that may be partic-
ularly vulnerable to early stressful experience. Character-
istic features are thought to include a protracted postnatal
development, including postnatal neurogenesis and a high
density of glucocorticoid receptors. So, for example, re-
search into the brain bases of persisting early effects might
profitably target brain areas with these features. Additional
strategic insight is being generated by genetic research on
ontogenetic development. One recent example concerns the
ontogeny of the glucocorticoid receptor gene and its expres-
sion in brain development (Speirs, Seckl, & Brown, 2004).
Results from this type of investigation suggest which areas
of the brain at which points in development may be most
relevant to study the effects of early stress.

Translating ontogenetic findings into practical results
will, by design, depend on the type of environmental expe-
rience and the mechanism involved. A strong example of an
environmental effect (albeit in utero) being informed by
ontogenetic development was reported by Hansen and col-
leagues (Hansen, Lou, & Olsen, 2000). They found that
severe life events experienced in the first trimester of preg-
nancy increased the risk of congenital abnormalities in
neural crest-derived organs in the fetus/child. The finding
that the effect for this outcome was for the first trimester
only is significant given that this is when gross organ for-
mation would be most vulnerable. Somewhat comparable
findings were reported by other investigators (e.g., Nimby,
Lundberg, Sveger, & McNeil, 1999). On the other hand, re-
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search on prenatal stress/anxiety in relation to behav-
ioral /emotional outcomes has produced inconsistencies as
regards timing of stress in pregnancy. Thus, whereas some
studies suggest that stress/anxiety in midpregnancy may be
most predictive (Van den Bergh & Marcoen, 2004), others
emphasize late pregnancy (O’Connor, Heron, Golding,
Beveridge, & Glover, 2002). There may be methodological
and practical reasons for these inconsistencies, such as the
difficulty in timing anxiety or stress precisely; there may
be biological explanations as well, as several kinds of ef-
fects on the developing brain at different points in develop-
ment may yield similar-looking effects on, for example,
attention and broad behavioral phenotypes. In any event, it
is not clear how to reconcile these contrasting findings and
synthesize them with experimental data suggesting that
midgestation is the point after which the human fetus can
mount its own (independent) stress response (Gitau, Fisk,
Teixeira, Cameron, & Glover, 2001). In this case, knowl-
edge of ontogenetic development is no guarantee that the
nature of the environmental effect or the putative mecha-
nism will be revealed.

Child-parent attachment is another area of study in
which an ontogenetic model of the formation of discrimi-
nating attachments has been tested (Bowlby, 1982). Given
the conceptual and empirical work in this area, it might be
expected that the timing of the onset of caregiving depriva-
tion may result in differential disturbances, and there is
some evidence for this (Vorria, Rutter, Pickles, Wolkind, &
Hobsbaum, 1998; Wolkind, 1974). For example, Wolkind
found that disinhibition toward strangers was uniquely as-
sociated with early institutional care but not institutional
care that occurred postinfancy, that is, past the point that
the child formed a selective or discriminating attachment
relationship with the caregiver. On the other hand, studies
of child-parent attachment following early caregiving dep-
rivation that started at or immediately following birth and
continued into the early months and years of life find
less distinct or qualitative differences in outcomes accord-
ing to age at adoption (e.g., O’Connor et al., 2003). In
fact, the finding that both early-placed children as well as
later-placed children exhibit the same form of severe dis-
turbance has raised some important ontogenetic and etio-
logical questions.

There are different timing of measurement implications
for testing life span models of early risk on later develop-
ment. Specifically, each junction hypothesized along the
risk trajectory (Quinton, Pickles, Maughan, & Rutter,
1993) requires assessment. Complementing the need to
time assessments according to stage-salient issues and
competencies is the view that the order of major life transi-

tions (e.g., educational attainment, marriage, childbearing)
should be considered. In support of this proposal are data
suggesting that off-time transitions or transitions that do
not follow a normative course may increase the risk for
compromised long-term development (Rindfuss, Swice-
good, & Rosenfeld, 1987). Whether it is the timing or the
order of major events (or both), life course developmental
models require a measurement-intensive approach to deter-
mine if the effects of early experience are mediated by
later experience.

Questions about measurement intensity also arise in dis-
cussions of the so-called sleeper effect model, which is
usually defined as the existence of a time lag between ex-
posure to adversity and the detection of a putative effect.
The possibility of sleeper effects has been raised in several
developmental studies (e.g., Kagan & Moss, 1962/1983).
Wallerstein (1985) proposed a similar process in suggest-
ing that divorce in childhood may have not only immediate
effects, but also effects at a later point in development,
such as adolescence, when there is a rekindling of the early
developmental struggle or vulnerability. The major problem
with this model is largely one of measurement, as it can be
supported only if it can be shown that there was no inter-
vening effect mediating the link between exposure to early
adversity and some later-detected outcome.

Individual Differences

The existence of individual differences in response to ad-
verse environments, even gross deprivation, is often unac-
counted for. This is so in the animal literature (S. L. Ramey
& Sackett, 2000), notwithstanding the generally small
samples included in research. Individual differences have
proved to be substantial in studies following up children
who experienced severe early deprivation. For example, de-
spite more than 2 years in extreme institutional depriva-
tion, children adopted following institutional deprivation
had cognitive abilities ranging from severe delay to well
above average by age 6 years of age (O’Connor et al., 2000),
a pattern that continued in further follow-up assessments at
age 11 years (O’Connor, 2003).

Human studies also show that there are differences
among individuals in the kinds of disturbances that may re-
sult from early deprivation. Thus, whereas some children
exhibit largely cognitive difficulties, others show primarily
social deficits; a minority show a combination of deficits
(Rutter, Kreppner, O’Connor, & the English and Romanian
Adoptees [ERA] Study Team, 2001). In the ERA study, it
could not be determined why institutional deprivation led
to some children exhibiting quasi-autistic behavior but to
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others exhibiting inattention/overactivity or attachment
disturbances. It cannot be ruled out that differences in the
type of disturbance exhibited are accounted for by unmea-
sured differences in experiences in the institution or to un-
measured biological vulnerabilities that may or may not be
partly genetic in nature. Modest differences among institu-
tions in the level of deprivation did exist. This has been
shown to account for only modest variation in cognitive
ability at earlier assessments (Castle et al., 1999), but
leaves unexplained most of the variability observed.

Further research into the sources of individual differ-
ences associated with early exposure to stress/adversity
therefore needs to consider multiple outcomes to evaluate
whether some children who seem resilient on some out-
comes are nevertheless vulnerable on other indices of
adjustment. Furthermore, subsequent research needs to ac-
count for the near certainty that there will be domain-spe-
cific patterns across outcomes; models developed to account
for language acquisition may be irrelevant for understand-
ing variation in, for example, attachment relationships.

Sex Differences

Sex differences in response to stress, sometimes com-
pounded by age, are well documented and are observed at
several levels of analysis, from stress reactivity (Gallucci
et al., 1993; Kirschbaum, Wust, & Hallhammer, 1992), to
response to early adversity and potentially genetically me-
diated responses (Barr, Newman, Schwandt, et al., 2004),
to bona fide psychological disorder (Kessler, 2003). In-
deed, human studies routinely consider and find evidence
for sex differences in outcomes associated with risks such
as parental divorce and remarriage (Hetherington, Bridges,
& Insabella, 1998) trauma (Breslau, Peterson, Poisson,
Schultz, & Lucia, 2004), and broader psychosocial risks
(Werner, 1989). Given the robust sex differences across
species on outcomes and mechanisms that are relevant to
the development of psychopathology, it is no wonder that
sex is a common moderator in studies of early experience.

Finding sex differences does not lead directly or neces-
sarily to a mechanism. The reason is that sex (i.e., biologi-
cally based differences) and gender (i.e., socially based
differences) are proxies for a range of hormonal, social,
and cognitive differences that are often difficult to disen-
tangle. Each of several aspects of sex or gender could un-
derlie mean differences in rates of disturbance following
exposure to early risk or more qualitative differences in the
types of effects that are observed.

On the other hand, there are noteworthy failures to find
sex differences in studies of early stress exposure. Studies

of children adopted following institutional deprivation have
found no or inconsistent sex differences, including on those
outcomes for which there are strong sex differences, such as
inattention and hyperactivity (Kreppner, O’Connor, Rutter,
& the English and Romanian Adoptees Study Team et al.,
2001). Indeed, in Kreppner et al.’s study, early institutional
deprivation was associated with the absence of the expected
sex difference. It seems unlikely that any sweeping proposal
concerning sex differences in response to early stress expo-
sure will fit the data. To the extent that sex differences are
hypothesized, they need to be bound by age of assessment,
outcome investigated, and proposed mechanism.

Animal and Human Models

A further obstacle to the synthesis of a model to account
for early experience concerns generalizability across
species. Berardi et al. (2000) and S. L. Ramey and Sackett
(2000), among others, point out that demonstrations of sen-
sitive periods are not as clear in primates as they are in
birds and other species. S. L. Ramey and Sackett further
note that differences between nonprimates and primates is
clearly evident for socialization outcomes.

Several reasons exist for why there may not be generaliz-
ability across species. The task of translating findings from
animal studies to the human context is complicated by sev-
eral specific challenges, and these challenges may vary ac-
cording to the risk being assessed. For example, in the
particular area of prenatal stress, the threats to generaliz-
ability include (1) the varying maturity of the offspring at
birth (e.g., between rats, sheep, and primates; Matthews,
2001); (2) the possible role of litter size on outcomes (Huot,
Gonzalez, Ladd, Thrivikraman, & Plotsky, 2004); (3) the
ease with which corticosterone crosses the placenta in the
rodent compared with the protection provided against corti-
sol transfer in human and nonhuman primates associated
with 11b-hydroxysteriod dehydrogenase (11b-HSD; Chal-
lis, Matthews, Van Meir, & Ramirez, 1995; Kajentie et al.,
2003; Petraglia et al., 1990); (4) the differential distribu-
tion and likely differential functional significance of recep-
tors involved in regulating stress in rodents and primates
(Sanchez, Ladd, & Plotsky, 2001); and (5) differences in
brain size at birth between monkeys and humans (60% of
adult versus 24%, respectively; Coe et al., 2003), which
confound comparisons between nonhuman primates and hu-
mans concerning the degree of resilience in brain develop-
ment following early stress exposure.

Compounding these problems in generalizing across
species are clear demonstrations of nongeneralizability
within species. One such difference is found in attachment
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behavior in Old and New World monkeys (Suomi, 1999).
But perhaps the most well-known example of this sort in-
volves monogamous prairie voles and nonmonogamous
montane voles whose behavioral differences in social and
attachment behavior have been linked with differences in
oxytocin and vasopressin receptor function in the brain
(Insel, 1997; Young, Wang, & Insel, 1998).

Additionally, experimental animal research is based on
precisely timed stressful manipulations that can be con-
trolled in terms of duration, frequency, and intensity. Ex-
posure to well-defined, precisely timed stressors is not
representative of the kinds of even severe stresses that con-
stitute the most significant risk phenotypes in humans. Ac-
cordingly, improving the applicability of animal findings to
humans may depend on revising experimental paradigms to
rely less on studies that induce extreme conditions such as
deprivation and instead examine risks that are more obvi-
ously within the range of species-typical experiences.
Several examples of this sort have been proposed. One par-
adigm used in several nonhuman primate studies is referred
to as variable foraging demand (VFD; Rosenblum &
Paully, 1984). In contrast to low foraging demand condi-
tions, in which food is made available, and high foraging
demand, in which the animal needs to search and dig for
food, animals in the VFD condition do not have a pre-
dictable regimen. Several studies show that offspring of
mothers in the VFD condition exhibit a range of behavioral
problems that may be analogous to anxiety (Coplan et al.,
1996); infants whose mothers were exposed to the VFD
show a wide range of neurochemical abnormalities, includ-
ing elevations in corticotropin-releasing factor, somato-
statin, and metabolites of serotonin and dopamine (Coplan
et al., 1998). Also in primates, Maestripieri (1999) has ex-
amined another naturally occurring adverse experience,
maltreatment. The fact that this exists in nature and does
not require experimental manipulation or contrived cir-
cumstances has presumed benefits for generalization, both
for primates and potentially for humans. Similar efforts
to examine the long-term effects of naturally occurring
variation are also found in rat models (Caldji, Diorio, &
Meaney, 2000). It will be important to establish if findings
from these more naturalistic paradigms contrast with or
confirm findings using less ecologically valid paradigms.
Whether or not these efforts signal a move away from ex-
treme experimental manipulations remains to be seen.

Candidate Mechanisms

A short list of candidate mechanisms emerged to account
for the persisting effects of early experience and exposure

on psychological development. In the areas of prenatal
stress and caregiving deprivation there is considerable in-
terest in an HPA-mediated mechanism (Gunnar, 2003).
There are several reasons the study of early experience in
humans, such as prenatal and early stresses, has focused on
the HPA axis. These include the considerable animal data
suggesting a programming mechanism, the documented
role of HPA axis dysfunction in a range of psychological
disturbances in children and adults, and emerging data
from several laboratories that the effects of stress exposure
can be seen in HPA axis activity. In addition, assessing
HPA axis activity from salivary cortisol is comparatively
easy and inexpensive. Accordingly, although basic ques-
tions remain about cortisol collection and analysis, it is one
of the leading candidate mechanisms in human studies of
early experience. Prospective longitudinal data on suffi-
ciently large samples supporting the role of the HPA axis in
mediating the persisting effect of early adverse exposure
are still rare. However, several kinds of follow-back studies
and other designs have been done (e.g., Heim et al., 2000),
and this remains an active area of research.

More recent research considered genetic mechanisms,
particularly those associated with neurotransmitters
thought to underlie major mental illness. One study in mice
(Ansorge, Zhou, Lira, Hen, & Gingrich, 2004) found that
pharmacologically inhibiting serotonin transporter expres-
sion in early development with fluoxetine was associated
with abnormal behavior that resembles animal models of
anxiety and depression. The pharmacological intervention
effect, which was found only in those animals that did not
have the genetic variant of the serotonin transporter associ-
ated with reduced activity, demonstrated that altering
serotonin expression for a restricted period in early devel-
opment has long-term effects. The implications for use of
selective serotonin reuptake inhibitors in pregnancy (for
the fetus) and with young children are substantial and re-
quire follow up. Extant studies in humans are too limited in
scope and length of follow-up to determine if a similar pro-
cess may be operating.

Other research examined genetic moderation of the ef-
fects of early stress or deprivation. Barr, Newman, Lindell,
and colleagues (2004) considered how the effects of depri-
vation on alcohol consumption in a nonhuman primate
model would be moderated by genetic risk. They found that
the effects of early deprivation were limited to those
animals at genetic risk (in this case, also involving the
serotonin transporter). Gene-environment interactions in-
volving the serotonin transporter for aggressive outcomes
have been reported in both nonhuman primates (Suomi,
2003) and humans (Caspi et al., 2002). In the Dunedin



214 The Persisting Effects of Early Experiences on Psychological Development

study reported by Caspi and colleagues, the environmental
risk was maltreatment. Given the apparent consistency of
the genetic moderation effect, whereby the environmental
risk exposure is observed for those at genetic risk but not
for those not at genetic risk, it might well be anticipated
that future research into early experiences will include ge-
netic factors as possible modifiers of effects.

The move toward multivariate models of candidate mech-
anisms, such as genotype-environment interactions, may
prove more directly valuable to updating conceptual models
and informing clinical and preclinical human studies be-
cause they more closely resemble the context in which
human research is necessarily conducted, namely, a risk con-
text in which there are multiple competing risks operating.

Summary

Recent reports illustrate several lines of evidence of in-
creasing conceptual and methodological leverage for test-
ing hypotheses concerning the persisting effects of early
experiences on psychological outcomes, including diversity
of research designs (especially those with ecological valid-
ity) and increasing sophistication in identifying and meas-
uring potential mechanisms. Research into the effects of
how early environments shape long-term psychological de-
velopment has increased dramatically in recent years, and
will likely continue, as the relevance of the animal data be-
comes greater and more widely appreciated and the techno-
logical sophistication for studying mechanisms in humans
is advanced.

EMPIRICAL ILLUSTRATIONS

Two of the most widely used paradigms for studying the
persisting effects of early experience in animals are pre-
natal stress and deprivation in the early postnatal period.
Findings from experiments of this sort provide some of the
most important and compelling findings to suggest that
early experiences/exposures do have robust causal and
lasting effects on cognitive, social, and behavioral devel-
opment, as well as on a variety of other physical and
health outcomes. Research using these paradigms is com-
paratively rare in humans. In the case of prenatal
stress/anxiety, several human studies have emerged in re-
cent years and, although these studies vary widely in
terms of sample size, length of follow-up, and measure-
ment strategy, they offer a reliable check on the relevance
of the animal studies to humans. In the case of depriva-
tion, there are obvious ethical reasons such research can-

not be planned; however, the increase in international
adoption, often involving children who experienced se-
vere deprivation prior to placement, provides a natural ex-
periment to examine if there are persisting effects of early
adversity in the absence of current adversity. This section
donates considerable attention to research using the pre-
natal stress and early deprivation paradigms because
these are dominant paradigms in animal studies and be-
cause of the availability of human data.

Prenatal Stress/Anxiety and Fetal and
Child Development

Over 60 years ago, Sontag (1941) suggested that a mother’s
psychological well-being in pregnancy was important for
the healthy development of the fetus. That proposal was not
based on available empirical data, but it did reflect a wide-
spread belief found in many cultures dating back many cen-
turies. It was not until many decades later that adequate
empirical data were available in humans to evaluate Son-
tag’s hypothesis.

A biological-conceptual model explaining why prenatal
exposure to anxiety/stress might lead to lasting disturbances
in offspring has been discussed by many authors (Glover &
O’Connor, in press; Huizink, Mulder, & Buitlaar, 2004;
Maccari et al., 2003; Matthews, 2002; Schneider & Moore,
2000; Wadhwa, Dunkel-Schetter, Chicz-DeMet, Porto, &
Sandman, 1996; Weinstock, 2001). In brief, the model states
that an increase in anxiety/stress in pregnancy accentuates
activation of the maternal HPA axis, leading ultimately to a
release of cortisol (corticosterone in rodents); furthermore,
the maternal cortisol released is not fully metabolized by the
placenta and crosses to the fetus, where it influences the de-
veloping fetal HPA axis and, more broadly, fetal brain devel-
opment. There are many other important features of this
model. One is that the placenta has a major but not yet fully
understood role in this process. For example, the placenta
acts as a protective barrier against the transfer of maternal
cortisol to the fetus via the enzyme 11b-HSD. Significantly,
however, although estimates vary about the extent to which
maternal cortisol may be metabolized, available data indi-
cate that there is significant maternal-fetal cortisol transfer,
with a correlation in one study of r = .58 (Gitau, Cameron,
Fisk, & Glover, 1998). There is also evidence for a substan-
tial correlation between maternal and fetal plasma levels
of corticotropin-releasing hormone (Gitau, Fisk, & Glover,
2004) and testosterone (Gitau, Adams, Fisk, & Glover,
2004); on the other hand, no evidence of maternal-fetal
transfer was observed for noradrenaline (Giannakoulopou-
los, Teixeira, Fisk, & Glover, 1999). These data suggest that
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there is maternal-fetal transfer, at least for several impor-
tant substances, and therefore provide a useful basis for hy-
pothesizing how maternal psychological states and their
hormonal accompaniments may influence fetal and child
development.

Another aspect of the model, yet to be adequately tested
in humans, is that the developing fetal HPA axis is espe-
cially vulnerable to input during this period, although the
boundaries that define this period of sensitivity are not
certain and may include postnatal development. An addi-
tional component of the model is that this process operates
in the context of the dramatic normative increase in mater-
nal cortisol from mid- to late pregnancy, the causes and
implications of which are not fully understood. Thus, ele-
vated levels of glucocorticoids are regarded as a potential
risk for child and obstetric outcomes, not least of which is
premature birth (Wadhwa, Sandman, & Garite, 2001).
However, even if there are adverse effects in some situa-
tions, it is equally clear that glucocorticoids serve impor-
tant biological functions, such as preventing/reducing
respiratory distress syndrome in children at risk of being
born premature (e.g., MacArthur, Howie, Dezoete, &
Elkins, 1981). The trick has been to find meaningful indi-
vidual differences in maternal cortisol during pregnancy, a
time of considerable normative increase, and relate this to
fetal /child outcomes. That is the missing piece of the re-
search puzzle, at least in humans.

As a result of this increased sensitivity or vulnerability
to environmental input in early development, the HPA axis
in the offspring may be set or programmed in early life.
That, at least, is the conclusion of several authors based on
the animal research reviewed next. Furthermore, an essen-
tial application of the model is that, because cortisol is in-
volved in numerous biological systems, the effects of
increased cortisol would have nonspecific effects on the
offspring. These nonspecific effects arise from the puta-
tively direct involvement of HPA axis activity in, for exam-
ple, cognitive function (Lemaire, Koehl, LeMoal, &
Abrous, 2000), stress response to threat (Griffin, Skinner,
Salm, & Birkle, 2003; Ward, Johnson, Salm, & Birkle,
2000), and immune function (Coe, Kramer, Kirschbaum,
Netter, & Fuchs, 2002; Coe & Lubach, 2001; Kay, Tarcic,
Poltyrev, & Weinstock, 1998; Sobrian, Vaughn, Bloch, &
Burton, 1992), as well as from the indirect involvement of
the HPA system in the opioid and catecholamine systems
(Insel, Kinsley, Mann, & Bridges, 1990; Peters, 1988).

Animal Findings

The model just described is based on, and is the basis for,
extensive experimental animal research. Convergent find-

ings from animal studies link stress experienced by the
mother during pregnancy with impaired adjustment in the
offspring. This is a remarkably robust finding that has been
reported in many labs in several countries and dates back
decades (Ader & Belfer, 1962; Thompson, 1957). Behav-
ioral /emotional disturbances most likely to be affected in-
clude attentional problems, anxiety/withdrawal, motor
impairments, sleep dysregulation, and increased behavioral
response to stress (Alonso, Navarro, Santana, & Rodriguez,
1997; Lehmann, Stohr, & Feldon, 2000; Schneider, Coe, &
Lubach, 1992; Williams, Hennessy, & Davis, 1995). As
noted earlier, neurodevelopmental and biological levels of
analysis provide an equally compelling set of adverse out-
comes, with the primary disturbances being an enhanced
physiological reactivity to stress paradigms, impairments in
immune functioning, compromised neurogenesis particu-
larly in the hippocampus, and poor cardiovascular out-
comes, among others (Baum, Ortiz, & Quan, 2003; Biagini
& Pich, 2002; A. S. Clarke, Wittwer, Abbott, & Schneider,
1994; Dodic, Abouantoun, O’Connor, Wintour, & Moritz,
2002; Edwards, Dortok, Tam, Won, & Burnham, 2002;
Henry et al., 1994; Schneider et al., 1998; Szurman, Pliska,
Pokorby, & Welzl, 2000).

Much of this work implicates changes in the HPA axis as
one of several potential mechanisms mediating this link
(Maccari et al., 2003; Schneider & Moore, 2000; Wein-
stock, 2001). This is supported by the finding that mimick-
ing the physiological effects of stress by injection of
adrenocorticotropin hormone (in nonstressed pregnant ani-
mals) has the same effect as exposing pregnant mothers to
uncontrollable environmental stress (Schneider et al., 1992).

Collectively, evidence from experimental manipulations
in these studies implies that prenatal stress causes adverse
outcomes. Given the strength of these findings, it is sur-
prising that large-scale systematic research in this area has
been conducted only in the past 5 years.

Human Studies of Prenatal Stress/Anxiety

In humans, there is strong evidence that prenatal maternal
anxiety/stress is associated with fetal behavior (DiPietro,
Costigan, & Gurewitsch, 2003; DiPietro, Hilton, Hawkins,
Costigan, & Pressman, 2002; Monk et al., 2000; Monk,
Myers, Sloan, Ellman, & Fifer, 2003; Sandman et al.,
2003). These studies show that, for example, fetal behavior
(e.g., activity level) and heart rate are associated with ma-
ternal anxiety/stress, measured either as a state or trait
characteristic or when induced experimentally. Specifi-
cally, DiPietro, Hodgson, Costigan, and Johnson (1996) re-
ported that greater perceived stress in pregnant women was
associated with reduced fetal heart rate variability; that
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may be significant insofar as heart rate variability may in-
crease the likelihood for or be a marker of temperamental
behavioral inhibition.

There is also extensive support for a link between prena-
tal maternal stress/anxiety and obstetric outcome (Copper
et al., 1996; Hedegaard, Henriksen, Sabroe, & Secher, 1993;
Wadhwa, Sandman, Porto, Dunkel-Schetter, & Garite,
1993), possibly via an HPA-mediated mechanism (Wadhwa,
Porto, Garite, Chicz-DeMet, & Sandman, 1998). In the
large (N = 8,719) Danish study reported by Hedegaard
et al., maternal self-reported general distress at 30 weeks
gestation predicted an increased risk of preterm delivery,
defined as less than 37 weeks. A conclusion from these
studies is that maternal life stress or anxiety is associated
with a clinically significant reduction in birthweight and/or
gestational age at delivery. What is not clear from these
studies is whether the increased risk of poor obstetric out-
come is associated with longer-term effects on the child.

Evidence supporting a direct link between prenatal ma-
ternal anxiety/stress and child development is limited but
growing. Perhaps the earliest study to examine the issue in
humans was reported by Stott (1973). In a sample of ap-
proximately 200 women, Stott found that maternal stresses
reported during pregnancy predicted offspring poor health
and behavioral development in early childhood. Other stud-
ies also addressed this issue, but suffered from one or other
important methodological limitation, such as failure to dis-
tinguish pre- from postnatal stress or reliance on retro-
spective report. Nevertheless, some of the results deserve
attention. For example, in a subsample of approximately
700 children in the Oregon Adolescent Development Proj-
ect, Allen and colleagues (Allen, Lewinsohn, & Seeley,
1998) found an association (odds ratios of 2 or more) be-
tween retrospectively reported maternal emotional health
and diagnosed anxiety, depression, disruptive behavior,
and substance use disorder in the child at midadolescence;
the link with disruptive behavior persisted after multiple
covariates were included, such as numerous indicators of
current risk.

Several prospective, longitudinal studies of prenatal ma-
ternal anxiety or stress that have been reported in recent
years suggest (1) that there is a dose-response association
between maternal prenatal distress and child outcomes; (2)
that the effects pertain to behavioral /emotional develop-
ment and problems, cognitive development, and neurologi-
cal development; (3) and that the effects persist into
childhood and perhaps early adolescence. To a considerable
extent, then, these findings paint a surprisingly similar pic-
ture to the one drawn from animal findings.

Results from the Avon Longitudinal Study of Parents
and Children (ALSPAC), a prospective longitudinal study
of women living in southwest England, provide some of
the strongest evidence to date that maternal prenatal
stress/anxiety predicts behavioral /emotional problems in
the child. Specifically, mothers who reported high levels of
anxiety in late pregnancy had an approximately twofold in-
creased risk of children with significantly elevated behav-
ioral /emotional problems at 47 months, even after other
prenatal, obstetric, and psychosocial risks and postnatal
anxiety and depression were statistically accounted for
(O’Connor et al., 2002). Follow-up of the children to 81
months indicated that the effect of prenatal anxiety not
only remained significant, but was of comparable magni-
tude to what was found earlier (O’Connor, Heron, Golding,
Glover, & the ALSPAC Study Team, 2003). More recent
data, based on a subsample of approximately 70 children at
age 101⁄2 years, indicated that prenatal maternal anxiety
predicted children’s diurnal salivary cortisol, with signifi-
cant effects obtained from morning and afternoon levels
(O’Connor et al., 2005). Data of this kind are needed to es-
tablish the HPA axis as a mediating mechanism in humans.

In their longitudinal study of 72 families in Belgium,
Van den Bergh and Marcoen (2004) reported modest to
moderate links between prenatal maternal anxiety assessed
between 12 and 22 weeks gestation and cross-informant
composite measures of attention and externalizing and
self-reported anxiety in 8- to 9-year-old children; these ef-
fects were obtained after accounting for key covariates,
such as smoking in pregnancy and socioeconomic status,
and postnatal anxiety. Results from these studies have been
replicated, to a surprising degree, in large-scale studies
(e.g., Rodriguez & Bohlin, 2005). In younger children, sev-
eral groups (Buitelaar, 2003; Huizink, de Medina, Mulder,
Visser, & Buitelaar, 2002; Susman, Schmeelk, Ponirakis,
& Gariepy, 2001) reported links between prenatal maternal
anxiety and temperament in the child, thus carrying on the
research predicting fetal behavior and likely anticipating
the behavioral /emotional problem outcomes reported in the
longer-term follow-up studies. Although the data so far re-
ported suggest that prenatal maternal anxiety or stress is
associated with a broad range of behavioral /emotional
problems in children, there is a consistent tendency among
studies to find that predictions of attentional problems are
particularly strong. What that means is not yet clear, and
there may be a number of explanations involving attention,
memory, and other brain regions and systems. Longer-term
follow-up periods into adolescence are necessary to ascer-
tain if the effect carries over to bona fide depression,
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which is rare prior to adolescence but is the phenotype
most closely linked with HPA axis dysregulation. In this
regard, a recently reported finding from Murray and col-
leagues (Halligan, Herbert, Goodyer, & Murray, 2004) on
their follow-up study of children of mothers who experi-
enced postnatal depression may be significant. They found
that 13-year-olds exposed to postnatal maternal depression
exhibited elevated levels of morning cortisol, a pattern also
found in depressed adolescents. The risk involved (at least)
postnatal depression, but the study is suggestive in showing
that early experience may confer long-term risk by altering
HPA axis functioning.

Complementing the data on behavioral /emotional out-
comes are several studies that assess cognitive and lan-
guage outcomes in children. A Montreal study found that
prenatal maternal stress associated with a severe ice storm
accounted for modest but significant variation in children’s
mental and language development scores in infancy (La-
plante et al., 2004). Comparable associations, although
based on different measures of stress/anxiety and outcome,
were reported in other studies (Brouwers, van Baar, & Pop,
2001; Huizink et al., 2002). Field and colleagues (2003)
found that maternal anxiety in pregnancy was associated
with children’s greater relative right frontal EEG activa-
tion and lower vagal tone; associations were also reported
with sleep and scores on the Brazelton neonatal scale.

Still other research shows that an important aspect of
neurodevelopment, atypical laterality, is linked with ma-
ternal prenatal anxiety. In the ALSPAC sample, Glover,
O’Connor, Heron, and Golding (2004) reported that mater-
nal prenatal anxiety at 18 weeks gestation was associated
with a 23% increase in the child showing mixed handed-
ness, independent of parental handedness and obstetric and
other antenatal risks. Remarkably consistent with those
findings were results reported by Obel, Hedegaard, Hen-
riksen, Secher, and Olsen (2003) in a Danish study of 824
women who were assessed prospectively from pregnancy.
Data from the Glover et al. and Obel et al. analyses are
similar in several respects, including the prediction to
mixed handedness (rather than, e.g., left handedness) and
the link with anxiety rather than depression (despite dif-
ferent measures used in each study), although they differed
on when in pregnancy anxiety was most strongly linked
with outcome.

Multiple mechanisms may account for a link between
maternal anxiety/stress in pregnancy and poorer obstetric
and child behavioral and cognitive outcomes. Hypothesized
mechanisms involving HPA axis activity are dominant, but
alternative or complementary mechanisms may be at work.

Among the more likely candidates is testosterone. Experi-
mental animal research demonstrates that fetal testos-
terone programs the male fetal brain for its masculine role
(Goy & McEwen, 1980). Human data also suggest that
testosterone exposure in utero may have lasting effects. So,
for example, girls with congenital adrenal hyperplasia, who
have a deficiency of cortisol but an excess of testosterone,
exhibit a higher level of rough-and-tumble play, greater
likelihood of choosing masculine toys in play (Berenbaum
& Hines, 1992; Hines, Golombok, Rust, Johnston, & Gold-
ing, 2002), and altered laterality (Nass et al., 1987). It is
interesting to note that treatment for congenital adrenal hy-
perplasia is prenatal dexamethasone, a glucocorticoid
(Meyer-Bahlburg et al., 2004). Prenatal maternal stress,
which may raise fetal cortisol level, may also cause an
increase in testosterone level, a mechanism that may ex-
plain a link with several outcomes associated with prenatal
stress, such as mixed handedness, Attention-Deficit /
Hyperactivity Disorder, and learning disabilities. Still
other mechanisms may be at play, including the opioid sys-
tem (Insel, 1990). Furthermore, in a normal population
Sjostrom, Valentin, Thelin, and Marsal (1997) found that
in the third trimester, fetuses of women with high trait anx-
iety scores had reduced blood flow in the umbilical artery
and in the fetal middle cerebral artery. Comparable find-
ings were reported by Teixeira, Fisk, and Glover (1999).
The implication of this research is that, although involve-
ment of the HPA axis seems very likely, there are a range of
alternative and complementary mechanisms that also re-
quire further study.

Early Maternal Deprivation and Subsequent Child
Attachment and Social Relationships

Maternal or caregiving deprivation is the second paradigm
to study early experiences and their persisting effects. As
in the case of prenatal stress, much of the information de-
rives from animal experiments, such as the work of Harlow
and colleagues (1969, 1970), although in this case, the im-
petus for much of the animal work was the early clinical
observations of humans by Bowlby (1951), Spitz (1946),
and others.

Animal Studies

It has been appreciated in the animal research literature for
many years that the quality of early caregiving has immedi-
ate and lasting effects on the offspring (Harlow & Suomi,
1970; S. L. Ramey & Sackett, 2000; Sackett, 1965; Suomi,
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1999). Recent animal studies have made considerable prog-
ress in understanding the neurophysiological basis of these
early experiences on brain development, including the pos-
sibility that these alterations may serve to transmit risk to
subsequent generations (Caldji et al., 2000; Champagne &
Meaney, 2001; Francis, Champagne, & Meaney, 2000;
Kraemer & Clarke, 1996; Weaver et al., 2004).

The elegant work of Cameron (2004) shows a clear tim-
ing effect of caregiving deprivation. In her studies, rhesus
monkeys were placed in a social group with other monkeys.
Baby monkeys were then separated from their mother: One
group experienced separation at 1 week, another group at 1
month, a third group at 3 months, and a final group experi-
enced separation at 6 months of age. Monkeys were pro-
vided adequate nutrition and received adequate physical
care, and so it could be inferred that subsequent group dif-
ferences that were observed were due to the timing of ma-
ternal separation. Behavioral observations of the monkeys
in the four distinct groups were recorded in several set-
tings, and accounts were made of several types of behavior,
including affective and affiliative behaviors and response
to threat. Findings indicated that, across a range of behav-
iors and settings, consistent differences emerged, with
monkeys who experienced early separation showing gener-
ally less competent, more distressed behavior. Biological
differences were also observed that may underlie these be-
havioral differences, including neuronal development in the
prefrontal cortex and gene expression in the amygdala.

Particularly interesting from Cameron’s (2004) studies
was the finding that monkeys separated at 1 week were dif-
ferent in kind from other monkeys, including those sepa-
rated at 1 month. Whereas monkeys who experienced
separation at 1 month showed modest behavioral abnormal-
ities (e.g., excessive clinging) compared with the monkeys
in the later-separated groups, monkeys experiencing sepa-
ration at 1 week exhibited flagrantly more disturbed and
abnormal behavior that was not observed in any other
group. Monkeys separated at 1 week were especially dis-
tinguishable from monkeys in all other groups on several
indicators, particularly involving seeking comfort. For ex-
ample, only those monkeys who experienced maternal sep-
aration at 1 week showed little interest in seeking out
others for comfort or protection. The meaning of and moti-
vation for attachment and social behavior in these 1-week
separated monkeys, when such opportunities were later ob-
served, was clearly different from that in monkeys who ex-
perienced separation later in development. Arguably, these
monkeys did not develop a selective attachment relation-
ship with the mother, which is the foundation for attach-

ment. This is an intriguing explanation for the divergent
behavioral effects because a strikingly similar pattern
has been noted in a minority of children who experienced
early severe and prolonged institutional deprivation and
did not form early selective or discriminating attachments
(O’Connor, Marvin, et al., 2003; Zeanah, Smyke, &
Dumitrescu, 2002).

Human Studies

In addition to Bowlby (1982), one of the major contributors
to research on the effects of early caregiving deprivation
on psychological development is Rene Spitz (e.g., 1965),
whose work is notable for its use of observational methods,
interest in individual differences in normal and abnormal
development, emphasis on experience over fantasy, and in-
terest in stepping away from psychoanalytic structure and
dynamics in the infant that were out of line with what is
known about cognitive development (Peterfreund, 1978).

Among children whom he described as showing
anaclitic depression, Spitz (1965) noted that all children
affected (19 of 123 studied in the nursery setting) experi-
enced a prolonged (defined as 3 months) separation from
mother between the 6th and 8th month of life. He further
noted that, when mothers were able to return to the chil-
dren, most of the children recovered. Nevertheless, he
wrote, “It is doubtful if the recovery is complete; I would
assume that the disturbance will leave scars which will
show in later years; conclusive evidence of this is still lack-
ing” (p. 272). Spitz provided further follow-up data on the
children and, from these data, concluded that reunion with
the mother was associated with a substantial gain in devel-
opmental quotient points that were lost during the separa-
tion period; infants who experienced a separation lasting
longer than 5 months did not show recovery in the follow-
up period. Progress and disturbance were perhaps most
easily quantified in terms of developmental quotient, but
disturbance and recovery in emotional and social behavior
were parallel.

The early human studies on the effects of deprivation by
Spitz, Bowlby, and others suffered from methodological
shortcomings of several types and were justifiably criti-
cized (A. M. Clarke & Clarke, 2000; Rutter, 1981). Yet,
several of the methodological limitations of these earlier
studies have proved difficult to resolve (e.g., for ethical
reasons). Nevertheless, early clinical investigators were
sensitive to many of these limitations. So, for example,
Spitz (1965) noted that the child’s relationship with the
mother prior to separation was a strong determinant of the
child’s adjustment to the separation.
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More recent data from human studies have provided a
second major wave of findings on the effects of caregiving
deprivation, as several groups in the United States,
Canada, the United Kingdom, Greece, and elsewhere have
tracked the development of children who experienced early
institutional deprivation. These studies provide the sort of
natural experiment to examine the effects of early caregiv-
ing deprivation on children’s development because expo-
sure to deprivation was relatively precisely timed and
restricted to the early months or years of life, after which
the children were adopted into low- to normal-risk fami-
lies. Thus, these studies are positioned to examine whether
the effects of early deprivation persist in the absence of
ongoing and concurrent deprivation. None of these studies
is immune from methodological shortcomings, which is to
say that whatever their benefits, natural experiments can-
not provide the methodological control found in planned ex-
perimental studies.

Research on the effects of caregiving deprivation on at-
tachment and social behavior includes studies of institu-
tional settings that vary widely in terms of the degree and
severity of deprivation; however, lack of opportunities to
form selective or discriminating attachment relationships
is a major commonality, and likely a causal factor (Bowlby,
1951; Chisholm, 1998; Freud & Burlingham, 1973; O’Con-
nor et al., 2000; Provence & Lipton, 1962; Roy, Rutter, &
Pickles, 2004; Spitz, 1965; Tizard & Rees, 1975; Vorria
et al., 2003; Wolkind, 1974). There is remarkable consis-
tency among studies in describing a behavioral disturbance
that is referred to in the Diagnostic and Statistical Manual
of Mental Disorders, fourth edition, as the inhibited form
of a Reactive Attachment Disorder. Children exhibiting
this disturbance show a marked indiscriminate social ap-
proach to strangers, an apparent willingness to wander off,
and a failure to check back with caregivers in situations
that would be expected to curtail exploration, increase
wariness, and increase proximity to a caregiver. Questions
remain about basic features of the phenotype, but at least in
early childhood, there is growing evidence that this distur-
bance can be differentiated from forms of insecure attach-
ment found in children who had the opportunity to form
selective or discriminating attachments to caregivers, how-
ever insensitive those caregivers were (O’Connor, Marvin,
et al., 2003).

Findings from the English and Romanian Adoptee Study
has provided some of the strongest evidence to date that
early institutional deprivation is associated with persisting
disturbances in attachment and social relations in the ab-
sence of ongoing deprivation. That study followed up a

sample of 165 children adopted into the United Kingdom
after experiencing institutional deprivation that ranged
from the first few months of life to 31⁄2 years; these chil-
dren were studied alongside 52 early-placed, within-U.K.
adoptees who did not experience institutional deprivation.
Children were extensively assessed at ages 4, 6, and 11
years (O’Connor et al., 2000; O’Connor, Marvin, et al.,
2003; Rutter, O’Connor, & the English and Romanian
Adoptee Study Team, 2004).

Several findings stand out from the longitudinal follow-
up. First, at each assessment, the effect of duration of in-
stitutionalization was strongly associated with attachment
disorder-related behavior in a dose-response manner. The
absence of a threshold effect is an important observation
insofar as it contrasts with the pattern from the animal
data, including data for nonhuman primates. Second, early
institutional deprivation predicted persisting deficits. For
example, analyses of data collected at ages 4 and 6 years
found considerable stability of individual differences (r =
.59, p < .001) and no mean decrease in disturbances over
time. This pattern of persisting problems is in contrast to
other outcomes for which considerable improvement was
observed in the same time period, notably quasi-autistic
behavior (Rutter et al., 1999). Data on attachment relation-
ships at age 11 years suggested a mixed picture of persist-
ence and improvement (O’Connor, 2003). On the one hand,
there was still a robust dose-response connection between
duration of deprivation and disinhibited behavior at age 11
years. The magnitude of association between duration of
deprivation and total score on the disinhibited attachment
disorder behavior scale was nearly identical at ages 6 and
11 years (r = .31 and r = .38, respectively) for the 150 chil-
dren on whom data were available. On the other hand,
fewer children at age 11 years exhibited symptoms; for ex-
ample, in those children adopted after 2 years of age, the
rate of severe attachment disturbance decreased from 33%
at age 6 years to 24% at age 11 years. Of particular impor-
tance, however, the overall decrease in symptoms was com-
parable across all children regardless of the age at entry
into the United Kingdom. Thus, we can reject the possibil-
ity that the overall decrease in severe attachment distur-
bance in the Romanian sample was attributed to the
children who were older at adoption (and who therefore
had spent less time in a normal caregiving environment at
the earlier assessment) “catching up” to the earlier placed
children. Also, because the definition of attachment disor-
der symptoms was constructed for preschool-age children,
it is possible that the disturbances seen at age 11 years did
not carry the same meaning as at the earlier assessments (in
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fact, basic research is still needed to define the phenotype
of attachment disorder past preschool age). If that is the
case, some of the decrease found may reflect a decreased
age sensitivity in defining the disturbance.

A second key finding was that there was substantial indi-
vidual variation in attachment outcomes. Whereas some
children showed severe impairment according to multiple
indicators of attachment disturbance, other children showed
no such disturbances and were classified as exhibiting a se-
cure attachment according to the modified separation-re-
union procedures (O’Connor, Marvin, et al., 2003). A
comparable degree of variation was even observed among
the sample of later-placed children who experienced at least
2 years and up to 31⁄2 years of institutional deprivation. In-
deed, it is striking how much variation there was given the
duration and severity of deprivation.

A third finding of note was that individual differences in
attachment outcomes and the degree of persistence were
not apparently related to characteristics in the adoptive
home environment (e.g., parent-child interaction quality
observed in the home). The persistence of effect in a mi-
nority of children, despite many years in a low- to normal-
risk family environment, is incompatible with the life span
or cumulative effects hypotheses: In the absence of con-
current adversity, the effects of institutionalization on
child-parent attachment disturbances persisted in a sizable
minority of children.

The biological bases of these disturbances in attachment
and social relationships have not yet been identified, but
several candidates exist. Oxytocin is an obvious candidate
because it has been linked in animal studies with parenting,
affiliation, pair bonding, and other forms of social rela-
tionships (Carter, 1998; Fleming & Corter, 1988; Francis,
Young, Meaney, & Insel, 2002; Insel, 2003; Lovic, Gonza-
lez, & Fleming, 2001). Progress in this area in humans may
be limited, however, because the meaning of peripheral
oxytocin (i.e., outside the central nervous system) is un-
known and may not be closely connected with oxytocin in
the brain. A second line of research might pick up on the
observation that a minority of children who experience
deprivation do not seem to find social relationships espe-
cially rewarding or pleasurable. That is, not only are there
clear deficits in social connections, but there is an addi-
tional difficulty of these children not seeming to want to
engage with others. That, at least, is a finding from clinical
and anecdotal reports. Interestingly, a similar observation
is made of monkeys who experienced early deprivation
(Cameron, 2004). A search for reward systems in the brain
might yield insights into the motivational aspects of attach-
ment and how they may be undermined by early deprivation

(Insel, 2003). Involvement of dopaminergic pathways might
be relevant here and might explain not only disturbances in
attachment behavior, but also disturbances in attention that
are commonly reported in children with attachment disor-
der behavior (O’Connor et al., 2000). A separate line of in-
vestigation, using a genetic knock-out mice model, has
shown that animals lacking the µ-opioid receptors show
deficits in several types of attachment behavior (Moles, Ki-
effer, & D’Amato, 2004). The authors suggested that their
observations may provide a basis for severe attachment dis-
turbances found in children with Autism or Reactive At-
tachment Disorder. By showing that severe disruption in the
opioid system can result in severe attachment and social be-
havior abnormalities, these findings offer a further focus
for biologically based human research.

In addition to these neurochemical alterations induced
by early experiences, imaging studies are beginning to
piece together how deprivation might affect brain develop-
ment. Chugani and colleagues (2001) found reduced glu-
cose metabolism in children adopted into the United States
from institutions in Romania compared with adult and
child epileptic comparisons. Several brain regions were af-
fected, including orbital frontal cortex, prefrontal cortex,
and medial temporal structures that include the amygdala
and hippocampus. The findings are of interest because they
support previous animal work and are consistent with prior
neuropsychological research on brain regions involved in
social and cognitive deficits. Lesion studies in animals
have also shown that damage to the hippocampal formation
is associated with a range of behavioral disturbances, such
as stereotypies and reductions in social interactions
(Bachevalier, Alvarado, & Malkova, 1999). More imaging
studies are needed to support these findings on the struc-
tural and functional consequences on the brain of early
deprivation; this area will likely gain greater attention in
the near future. The implication from these studies is that a
multitude of biological mechanisms may be at play and
may interact with one another in producing vulnerability.

Given the complex nature of the behavioral effects that
have been reported in most studies, it is probably unrealis-
tic to expect to find disturbance in a single brain region to
account for these observations.

Additional Illustrations

The focus on prenatal maternal stress/anxiety and caregiv-
ing deprivation is not meant to imply that these are the only
paradigms considered in research testing early effects hy-
potheses. Many other examples of environmental experi-
ence have been studied, and, indeed, not all have concluded
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that early experience is in some way essential. For example,
Klaus and Kennell’s (1976) hypothesis of a sensitive pe-
riod after birth during which the mother needs to bond
with the child to ensure healthy normal development was
ultimately rejected, notwithstanding the animal data that
continue to show evidence for this effect.

Another example of environmental adversity that is
being increasingly incorporated into research to assess the
persisting effects of the early environment is maltreatment
(Nemeroff, 2004). It is now established that child maltreat-
ment is associated with a range of adverse biobehavioral
outcomes via a number of mediating mechanisms (Cic-
chetti, 2004). Several studies have sought to examine if
these adverse outcomes can be linked specifically to early
maltreatment (e.g., Bolger & Patterson, 2001). In general,
available data do not allow firm conclusions to be drawn
about the effects of early maltreatment per se because of
the continuity in adverse caregiving environments experi-
enced by children who experience early maltreatment. On
the other hand, data from cross-sectional, prospective, and
follow-back studies all suggest that there is at least correla-
tional evidence that early maltreatment is linked with a
number of early-appearing psychological vulnerabilities,
including perception, decoding and response to facial ex-
pression of emotion (Pollak & Kistler, 2002; Pollak, Klor-
man, Thatcher, & Cicchetti, 2001), neurohormonal changes
(Cicchetti & Rogosch, 2001; Teicher et al., 2003), stress re-
activity (Heim et al., 2000), structural changes in the brain
(Teicher et al., 2003), and many behavioral disturbances
(Kim & Cicchetti, 2004; Rogosch & Cicchetti, 2004; Toth,
Cicchetti, Macfie, Maughan, & VanMeenen, 2000). These
findings provide compelling evidence of the types of ef-
fects associated with maltreatment and identify plausible
mechanisms that might mediate long-term links between
early maltreatment and long-term outcomes. If there are
lasting biobehavioral effects of maltreatment on health and
disease, the high prevalence of maltreatment means that
this particular risk carries very substantial implications for
public health.

Summary

Available data from human studies of prenatal maternal
stress and postnatal deprivation are consistent with some
of the key findings from animal studies in many ways. Most
important, there is now evidence for lasting effects of these
two types of early experiences. However, whereas sensitive
period and programming models can readily account for
the animal data, these models are less able to account for
the extant human data. That is seen in the case of the severe

attachment disturbances associated with institutional dep-
rivation. Findings from these studies challenge the existing
models of early experience, as none is able to handle the
combination of wide individual differences, a dose-re-
sponse pattern of association, and, in only a minority of
cases, persisting disturbance in the absence of contempora-
neous risk. Thus, simple versions of many models of early
experience can be rejected. Developing alternative models
to explain how and under what circumstances early experi-
ences may have lasting effects may benefit from consider-
ing studies that make greater use of experimental designs,
notably the prevention and intervention research reviewed
in the next section.

IMPLICATIONS FOR PREVENTION
AND INTERVENTION

This section examines how findings from prevention and
intervention studies can contribute to the debate on the
persisting effects of early experiences. Several themes are
emphasized. First, although many prevention and interven-
tion studies are predicated on the view that early experi-
ences can have persisting effects, few are specifically
designed to test this premise. A second theme is that pre-
vention and intervention studies can provide particularly
strong leverage in resolving questions of early experience
because of the experimental control they afford. The third
theme is that public and policy debates in this area are well
under way, and there are examples of good but also bad
clinical practice linked to notions of how early experiences
shape psychological development.

Targets of Treatment and Expected Gains

Developmental frameworks for preventive interventions
now in place (Coie et al., 1993; Conduct Problems Preven-
tion Research Group, 1992, 2002; Hinshaw, 2002; Reiss &
Price, 1996) emphasize child development and the devel-
opmental challenges facing the child. Almost without ex-
ception, existing frameworks adopt a life span perspective
on how early experiences—whether it is adversity or treat-
ment—shape long-term development. Within this perspec-
tive, the question of whether or not the individual returns
to normal development following intervention is attributa-
ble to receiving an adequate and sufficiently targeted
dose of intervention for the range of problems exhibited,
and not because the intervention was provided “ too late” in
development. To the extent that timing is important, it is
not because of assumptions of sensitive periods. Rather,
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interventions applied earlier in development may be more
effective because it is easier to bring back to a “normal”
developmental trajectory an individual who has only re-
cently strayed onto a deviant course. Later interventions
can be just as effective as early ones, but need to be far
more extensive than earlier interventions and, at the ex-
treme, might involve inpatient care. In other words, age of
the child predicts the intensity of the intervention rather
than possible intervention effectiveness (Cowen & Durlak,
2000; Olds, 2002; C. T. Ramey & Ramey, 1998).

The notion that an intervention may be especially effec-
tive in preventing disturbance if it is delivered at a sensi-
tive period has been rejected in some quarters; in others, it
is held up as a distinct possibility. This debate has not ad-
vanced, however, because there remain questions about the
meaning of timing, as implied earlier, and there are consid-
erable practical difficulties of delivering “comparable” in-
terventions to children of very different ages. In the area of
parent-child relationship quality, for example, effective in-
terventions exist for children of all ages, from infants to
adolescents. However, the kinds of interventions developed
for these different age groups take different forms and are
typically based on different theoretical models. Whereas
parent-child interventions for infants and toddlers tend to
adopt an attachment theory focus, interventions for school-
age and older children tend to adopt a social learning the-
ory model. Thus, at present, it is difficult to see how timing
could be injected into a study design, at least in the area of
parent-child relationship and child adjustment, one of the
most active areas of intervention research: Timing would
be confounded with treatment type.

Intervention timing is thought to be important in a vari-
ety of other contexts, including those involving psychologi-
cal mechanisms. In the area of cognitive-behavioral therapy
for children, there is some evidence that older children re-
spond more positively and that this may be accounted for
by the greater sophistication to access cognitive processes
that mediate treatment (Durlak, Fuhrman, & Lampman,
1991). Another example concerns intervention for sub-
stance use, for which there is a suggestion that programs
are most effective if delivered prior to the initiation of or
experimentation with substance use; interventions deliv-
ered after that period may be ineffective (Dishion, Ka-
vanagh, Schneiger, Nelson, & Kaufman, 2002). Thus, in
this case, timing may need to be defined in terms of stage
of disturbance or exposure level or opportunities.

Research on mood disorders suggests that timing of the
disorder may be important for intervention and recovery.
For example, several studies show that first episodes of de-

pressive illness may be linked with psychosocial factors,
but subsequent episodes are more autonomous from psy-
chosocial risk, and that may be increasingly so with re-
peated episodes (Post, 1992). The implication is that the
initial episode may make the individual more vulnerable to
subsequent episodes because of neurobiological changes
brought on by the illness (Post, Weiss, & Leverich, 1994;
see also, Clarke & O’Callaghan, 2003). If that is so, the
treatment implication is that the earlier treatment is admin-
istered, the less likely the individual will be neurobiologi-
cally sensitized and vulnerable to recurrent episodes. In
this case, timing is not tied to development, but to the pre-
sumed progression of the disease and its effect on the brain.

As some of these examples illustrate, the suggestion that
timing is important is not the same as suggesting that early
intervention is essential. Adolescence is characterized by
considerable biological changes, such as neuronal overpro-
duction to alterations in neurotransmitter levels and ge-
netic expression. This has led several researchers to
question whether the periadolescent period might consti-
tute an opportune time to intervene to reduce previously in-
duced biological vulnerabilities. Evidence of success has
been shown in a rat model, in which adolescent-onset treat-
ment was effective for reducing the social behavioral ef-
fects of prenatal maternal stress (Morley-Fletcher, Rea,
Maccari, & Laviola, 2003). At a minimum, these data sug-
gest that the window of opportunity to alter biological
mechanisms may extend beyond early developmental peri-
ods, or that windows of opportunity reopen (possibly in-
volving different mechanisms from those involved at earlier
developmental stages). What is not clear is if that window
of opportunity is continuously open or, like brain develop-
ment, shows marked discontinuity in development. Further
research along these lines will likely yield important clini-
cal insights and basic information on the malleability of
central mechanisms involved in mediating the effects of
early stress exposure.

Finally, there is growing evidence of a connection be-
tween the mechanism thought to account for persisting ef-
fects and the focus of (biologically based) treatments.
Because HPA axis disregulation is an established risk for
and correlate of psychiatric disturbance, and because con-
ventional pharmacological agents are also known to affect
HPA axis functioning, it is currently a focus for treatment
(Arborelius, Owens, Plotsky, & Nemeroff, 1999; Kaufman,
Plotsky, Nemeroff, & Charney, 2000). If treatments of this
sort prove effective, then the benefits can be measured in
terms of greater clinical options and in terms of scientific
evidence of the correctability of HPA axis disregulation—
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an issue about which there is little available information in
humans. Treatment failures would also offer important les-
sons. Thus, resistance of the HPA axis to pharmacological
intervention in adulthood might signal a degree of pro-
grammability that may match what has been found in the
animal literature.

Model, Illustrative, and Sample
Intervention Programs

As noted, very few examples of a timing effect on interven-
tion are available. Nevertheless, examples do exist of early
interventions having robust and lasting effects, with most
focusing on some aspect of academic success/school readi-
ness (Barnett, 1995; Campbell & Ramey, 1994; Reynolds,
1994; Reynolds & Robertson, 2003). One such example is
the Abecedarian Project, a longitudinal study of the effec-
tiveness of an intervention with high-risk children who
were randomly assigned to treatment or control conditions
(Campbell, Pungello, Johnson, Burchinal, & Ramey, 2002;
Campbell & Ramey, 1994). Three treatment groups were
compared with the control group. One group of children
were given the intervention from infancy through 3 years of
schooling; a second group received the preschool treatment
only; a third group received only the school-based treat-
ment. Each group consisted of approximately 25 children.
Findings at age 12 years (Campbell & Ramey, 1994) indi-
cated that the children who received the continuous inter-
vention from infancy scored highest on intellectual and
achievement tests; children who received only the pre-
school intervention performed lower, and lower still were
children who received the intervention only from school-
age. Each of these intervention groups performed better
than the control children, but all groups performed worse
than a nonrisk comparison sample. Interestingly, what was
important for predicting age 12 outcomes was whether or
not the child received the intervention in the preschool pe-
riod. A further follow-up at age 21 years revealed that the
early intervention continued to have long-term effects on
cognitive and academic outcomes. However, the role of
early experience in this study remains unproven because
the children who received the early intervention received
more years of intervention than those who received the in-
tervention starting in school.

Reports of findings from the Chicago Child-Parent Cen-
ter (CPC; Reynolds, Temple, Robertson, & Mann, 2001)
program are important for additional reasons. The CPC
provided comprehensive educational, family, and health
services to children living in 25 sites in Chicago character-

ized by dense areas of poverty. Long-term follow-up analy-
ses of the children in the study contrasted those in the
index group of 989 children who received preschool and
school-age services with a comparison group of 550 chil-
dren who received alternative early intervention programs
(these comparison children were entitled to services given
their level of poverty, and so no child could be refused
treatment). The CPC has advantages of an effectiveness
rather than efficacy design, but also has some attendant
methodological disadvantages, such as a comparison group
that received uncertain treatment and variation in the
amount and duration of treatment in the index group.

Analyses of outcomes at ages 18 to 20 indicate that chil-
dren in the CPC preschool program had higher rates of high
school completion by age 20 than comparison children
(49.7% versus 38.5%) and a lower rate of school dropout
than comparison children (46.7% versus 55%). Program ef-
fects were also detected in official arrest data; for exam-
ple, 16.9% of children in the CPC program were arrested
by age 18, compared with 25.1% in the comparison group.
Program effects also carried over to need for remedial ser-
vices; for example, 14.4% of the index children required
special education placement, compared with 24.6% in the
comparison group. These findings attest to significant and
clinically meaningful differences and the persistence of ef-
fect into late adolescence/early adulthood despite the pro-
gram’s officially terminating in third grade.

One other feature of the study is that not all children re-
ceived the intervention from preschool through school-age.
Therefore, as with the Abecedarian Project, it is possible to
contrast the outcomes of children who received early inter-
vention only—in the CPC case, through preschool—with
children who received more protracted intervention—in
the CPC case, into third grade. It may not be possible to
make any strong deductions from these comparisons be-
cause the opportunity to compare these subgroups of chil-
dren arose serendipitously rather than through design.
Nevertheless, the results are of interest. In particular, find-
ings showed that school-age participation was not associ-
ated with a significant gain over the preschool intervention
for the educational attainment or delinquency outcomes,
but did confer additional benefit for the use of school reme-
dial services. Specifically, participation in the school pro-
gram (for at least 1 additional year) predicted modestly
lower rates of special education, grade retention, and years
of special education services compared with children
whose receipt of the intervention stopped after preschool
(Reynolds et al., 2001). That finding suggests that we might
expect some but not other outcomes to show an effect in
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direct proportion to the length of intervention, whereas
other outcomes may show effects particular to early inter-
vention per se. What cannot be easily predicted from exist-
ing data from the CPC or any other study is which outcomes
might benefit from ongoing, cumulative impact and which
outcomes seem more sensitive to early intervention effects.

Another model program of early intervention comes from
the well-known work of Olds, Kitzman, and colleagues
(Kitzman et al., 1997; Olds et al., 1997, 2004). Their nurse
home visiting program, now replicated in diverse urban,
rural, and minority samples, has shown that interventions
starting in pregnancy have effects that may last into adult-
hood and affect a range of outcomes that were not initially
targeted. That means that the cost-effectiveness is substan-
tial (as well as complex to calculate) and that program effects
probably come about via broad-ranging and interconnected
psychosocial processes.

These studies may not have been designed to demon-
strate that it is early experience per se that matters, but
they do demonstrate the positive cumulative or even multi-
plicative effects of influencing the developmental trajec-
tory at an early age.

An additional set of intervention studies deserving at-
tention targets children who experienced extreme depriva-
tion. Zeanah and colleagues (2002) reported that improving
the child�staff ratio and increasing consistency of staff led
to sizable decreases in severely disturbed or disordered at-
tachment behavior associated with institutional rearing.
This is one of the few instances of how an enriched envi-
ronment, or, more accurately, a reduced deprivation envi-
ronment, can lead to positive improvements in humans
(A. D. B. Clarke, Clarke, & Reiman, 1958; S. L. Ramey &
Sackett, 2000; see also, Duyme, Dumaret, & Tomkiewicz,
1999). Given the unfortunate and inevitable commonplace
nature of institutions to care for children because of war
and parental death by AIDS and other factors, further re-
search of this type is needed to show how institutional care
may be organized to reduce the likelihood of those distur-
bances most closely linked with institutional rearing.

Studies that follow children who were adopted following
institutional rearing provide an important and complex
footnote to the findings on intervention. Although none of
these studies was designed as an experimental intervention,
each examines the effect of probably the most extreme type
of intervention: adoption. For some outcomes, notably
physical development, catch-up may be swift, dramatic,
and, in many cases, essentially complete. However, these
same longitudinal follow-up studies also show limited evi-
dence for complete catch-up in other areas, most notably
social outcomes. In the specific case of attachment, for ex-

ample (O’Connor et al., 2000), the amount of improvement
observed in children following adoption was modest or
even undetectable between 4 and 6 years, and what positive
change that was observed could not be explained by the
later-placed children catching up to their earlier-placed
peers’ level of functioning.

Not all early interventions are effective, or may be ef-
fective only for subsamples of those individuals treated.
For example, the 8-year follow-up of a large sample of chil-
dren who received an early intervention to compensate for
low birthweight found no lasting overall effects. Interven-
tion effects were detected, but only in the heavier low
birthweight premature children (McCarton et al., 1997).
That may well have been expected and may have a com-
pelling biosocial explanation. Findings from the Infant
Health and Development Project noted earlier illustrate
that intervention studies may need to target vulnerable in-
dividuals, even in already carefully targeted samples. In
other words, as our models of biopsychosocial risk become
more sophisticated, so, too, must our expectations of for
whom interventions would be most effective.

Finally, it is worth noting that there are many naturally
occurring examples of interventions that can test timing ef-
fects. The most common is age at starting school and, more
broadly, the recognition that schooling per se (i.e., without
any form of additional enrichment) is a type of intervention
that has beneficial effects (Gorman & Pollitt, 1996).

Results from many projects, including the ones already
reviewed, demonstrate that early intervention projects can
alter life course trajectories and that the gains in important
public health outcomes may more than offset costs of ser-
vice delivery. On the other hand, many of these same stud-
ies show that the outcomes of the treated group are still
poor relative to those in the nonrisk comparison group, in-
dicating that even the most effective preventive interven-
tions delivered early in development may not eliminate the
effects of the preexisting risk.

Public and Policy Debating Points

Several books (e.g., Bruer, 1999) have taken on the ques-
tion of whether the 1st months or years of life represent a
critical or sensitive period in human development, with
the corollary that it is essential that interventions are de-
livered  during this period if the effects of early adversity
are to be eliminated and optimal development is to be
achieved. A key thesis of Bruer’s book is that the case for
early intervention has not yet been proven, and that the
neuroscientific evidence collated to support such claims is
preliminary or, in some cases, overextended. That view has
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generated controversy but is consistent with the available
evidence. His thesis was premised on the fact that there
are comparatively few interventions that are designed to
test the early (versus later) experience hypothesis. This is
not to say that we do not have evidence that early interven-
tions are not effective or do not have lasting effect. As
described above, there are many such demonstrations. In-
stead, the point is that most of the interventions showing
substantial clinical effect cannot rule out the hypothesis
that similar interventions delivered later in development
would not have comparable effects. That is an issue that
may not be at the forefront of social policy (offered an
option of a proven intervention, most clinicians and poli-
cymakers would be happy to advocate for it, whether or
not it supports a particular early experience hypothesis),
but it is an important scientific issue that has gone under-
researched.

Whatever the state of the debate of the role of early ex-
periences, there is general recognition that, ultimately,
understanding the effects of early experience on later
development is not a purely scientific matter, but one with
public health implications (e.g., Dawson, Ashman, &
Carver, 2000). There are, in fact, many examples in clini-
cal practice that are based on judgments about the effects
of early experience and the mechanisms by which early
adversity has persisting effect, including bad practice. It
is worth describing one example to illustrate that there are
important costs associated with wrong theory and dis-
torted notions of early experience.

As discussed earlier, there is considerable evidence in
humans that early caregiving deprivation is associated with
severe and persisting disturbances in attachment and social
relations in a minority of children. Parents’ concerns about
these children, many of whom were adopted from overseas
institutions, were often met with uncertain and inadequate
responses from child mental health professionals. Many
parents then turned to alternative treatments that were ag-
gressively promoted for children with a real or suspected
Reactive Attachment Disorder. The treatment promoted for
these children in select circles is broadly referred to as
holding therapy. This treatment approach is based on “rage
reduction” techniques, which presumed that the disordered
child put up defenses against the outside world because of
past experiences of trauma. There was the further proposal
that radical forms of intervention were necessary to
“break through” the child’s defenses to access the child’s
hurt /trauma. Once accessed, that early trauma could then
be resolved and normal development would proceed. These
interventions also borrowed and distorted features of at-
tachment theory to justify the holding treatments. So, for

example, it was proposed that the child’s lack of sensitive
care and touch in infancy could be redressed by intensive
holding in childhood; some practitioners even coerced
holding to stimulate the regression to infancy that was
thought to be necessary for successful treatment. Underly-
ing this treatment were proposals that the effect of early
caregiving deprivation could be permanent, had a pre-
sumed (but not confirmed) neuroscientific foundation, and
required radical intensive intervention to resume normal
development.

It is hardly surprising that there is no evidence that
these methods are effective in treating attachment prob-
lems; that could have been predicted from their mistaken
conceptual foundation. Nevertheless, these treatments
continue to be aggressively promoted on the Internet and
elsewhere. This is despite the fact that several profes-
sional organizations have made statements exposing the
coercive form of holding therapy as dangerous and the ex-
istence of legislation specifically prohibiting coercive
forms of holding therapy in several states. The case of
holding therapy for attachment disorder is perhaps the
most striking example of how misapplication and misun-
derstanding of theory and research on early experience
have had dangerous consequences for children and their
families.

One likely reason this form of inadequate and dangerous
treatment has persisted is the slow and muted style in
which evidence-based clinical investigators have engaged
in the debate on this treatment. Fortunately, that is now
changing, but evidence-based practitioners have an uphill
battle to inform the public and correct widely dispersed
mistaken notions concerning early experience and psycho-
logical development.

Summary

A thesis of this chapter is that intervention studies will
likely play an important role in differentiating alternative
hypotheses concerning the role of early experience on
long-term adjustment. This view derives, in large part,
from the difficulty of naturalistic studies to disentangle
early effects from cumulative or concurrent experiences.
However, such studies are rare, and what little data do exist
are insufficient to test alternative predictions concerning
the mechanisms by which early experiences confer risk for
long-term adaptation. To date, the role of timing of the in-
tervention as a predictor of program success is less certain
because there are very few interventions comparing the ef-
fectiveness of interventions delivered early versus later in
development.
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CONCLUSIONS AND FUTURE DIRECTIONS

This concluding section focuses on some of the promising
future directions for research on early experiences. This
discussion is organized by three overarching themes: the
notion and strategy of translational research, individual
differences, and the use of research designs and paradigms.

Translational Research

The concept of translational research is now firmly rooted
as a mission or a strategy for research. It is a concept that
needs some unpacking. Several kinds of translations are im-
plied by the term, including preclinical to clinical research
and the move from basic biological processes to behavioral
phenotypes that attract clinical attention. Regardless of
which sort of translation is implied, however, the underlying
general notion is that there is substantial basic knowledge
that, for one reason or another, has not yet filtered into prac-
tice, whether the level of practice is the individual clinician
or a community-level initiative.

Future research on the role of early experiences needs
to heed this call to translational research. That can be in-
terpreted and accomplished in a number of ways. One is by
focusing on the concept of timing in development. Basic
research findings from animal experiments have made a
strong case for timing, based on a growing database of on-
togenetic periods and processes. On the other hand, this
information has not been widely incorporated into human
research using observational or intervention designs. That
may reflect the only recent shift in considering the hypoth-
esis that there may be persisting effects of early experi-
ence or genuine difficulties in mapping the boundaries of
potentially sensitive or vulnerable periods in human devel-
opment. Nevertheless, research of this sort may yield valu-
able basic and applied information. Intervention studies
are now moving to a point of asking for whom interven-
tions are effective. A somewhat parallel question can be
added to that list: Intervention studies are now justified in
asking when in development the intervention is likely to
have the strongest effect.

A second form of translation needing additional atten-
tion is that linking brain, biology, and behavior. One of the
potentially more promising avenues for this sort of inte-
grative research is to incorporate biological mechanisms
within experimental intervention designs. The benefits of
such a study are clear enough: We need to understand not
only that the intervention effects a behavioral change, but
also what the underlying and sustaining mechanisms are.

The early intervention/prevention studies may be espe-
cially well suited to this sort of translational research.
To date, many of these studies do not include measures of
brain development, but they do point to a pattern of
behavioral development and change whose biological basis
may be very amenable to current assessment techniques
(Bachevalier et al., 1999; Goldman-Rakic, Isseroff,
Schwartz, & Bugbee, 1983). The conceptual case for mul-
tivariate, multilevel, biopsychosocial models of applied
research is compelling. Promoting further progress in this
area is not merely a matter of a conceptual imperative,
however, but will require additional training and, likely,
creative funding mechanisms.

Individual Differences

One of the most striking observations from human research
that has followed children who experienced severe early
adversity is the wide array of individual differences in
long-term adjustment. There are numerous examples for
each of many major serious risk factors. Findings of chil-
dren who experienced early institutional deprivation are
perhaps most telling about the importance of individual
differences. These children have experienced arguably the
most severe form of adversity—far in excess of high-risk
samples in most studies—and for a prolonged period of
time. In the course of their deprivation experience, the
children completely missed out on sensitive parenting and
attachment experiences, affect attunement, opportunities
for emotion regulation, cognitive stimulation such as scaf-
folding, and many other psychological processes that have
been linked with healthy development in diverse samples of
children. Yet, although there are clear difficulties in the
long-term social and cognitive development of some chil-
dren, many children have shown remarkable resilience and
appear to be functioning well within normal limits; other
children are thriving. Given that at least some of these
studies used systematic ascertainment and stratified sam-
pling strategies, we can rule out the possibility that there is
a major selection bias in those who participate in this sort
of research (in any event, the degree of individual differ-
ences is substantial regardless of how the sample was ob-
tained). Arguably, then, one of the most important lessons
from contemporary studies of children adopted from insti-
tutions is that individual differences are retained under
even the most severe forms of environmental deprivation. It
is interesting that there is not such an obviously wide de-
gree of individual differences and outcome diversity in the
animal research.
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What are the implications of the strength of individual
differences for future research? Two are suggested. One is
that research hypotheses need to be tailored more to indi-
vidual differences and the certainty of outcome diversity,
whether the exposure is adversity or, just as important, in-
tervention. Predicting an overall group change is obviously
important in showing that an intervention may have import
value in serving a wide and diverse community. Alerna-
tively, variation within the group that received the inter-
vention is likely to be as large and as important as the
variation between the treated and nontreated groups. Ac-
counting for this within-group variation is important both
for refining the interventions and for informing develop-
mental theory.

The second implication is that individual differences
are a natural conceptual framework for incorporating and
integrating research on genetics, early life experiences,
and life course experiences in predicting well-being. In-
evitably, however, there are statistical power considera-
tions that will limit how broad the research models can be,
and that may prove especially problematic for specific
risks (be they genetic or environmental) that are expected
to have important but small effect sizes.

Research Paradigms

The third area of future study concerns the paradigms used
in animal and human research, particularly their compati-
bility and ecological validity. The basic underlying ques-
tion here is one of generalizability: Can findings from one
type of study of early adversity project general lessons for
early experience, or are the implications likely to be lim-
ited in scope and the type of outcome assessed? This has
emerged as an important recent issue in the animal re-
search, as several studies have begun to document that spe-
cific stresses (auditory versus shock, for instance) may
have differential effects. That may not be wholly surpris-
ing, but it does raise questions about how specific the fit is
between risk exposure and outcome.

The degree of generalizability of findings across diverse
risk exposures in humans also requires additional research
attention. The study of children adopted from institutions
again provides a useful illustration. Studies of formerly in-
stitutionalized children show perhaps better than any other
study that there is tremendous resilience in human develop-
ment and that the limits of this resilience are limited. Once
we move beyond that broad fact to consider more specific
outcomes and mechanisms, however, the issue of generaliz-
ability emerges. On the one hand, the kinds of behavioral

and emotional disturbances found in formerly institution-
alized children differ from those in “ordinary” high-risk
settings, notably the sort of Reactive Attachment Disorder-
like behaviors. Even where similar problems emerge (e.g.,
inattention/hyperactivity), they may take on a slightly dif-
ferent form and/or have different sets of co-occurring
problems from what is typically found. Collectively, these
findings suggest that the differences between formerly in-
stitutionalized and ordinary high-risk samples may be dif-
ferent not only in degree, but also in kind. Does the latter
finding imply different brain regions? Perhaps not, but
these findings do underscore the need for a firmer biologi-
cal basis of how early adverse experiences get translated in
brain processes, and how these processes are then carried
forward to continue to shape development.

In addition to strengthening the biological background
to research paradigms, a key implication is that future ef-
forts to assess the role of early experiences need to empha-
size comparative approaches, comparing across species and
across research paradigms within species.

Given the central significance of understanding the
effects of early experience on the development of psycho-
pathology, it is surprising that comparatively few studies
are designed to assess this issue directly. The difficulty
in addressing this issue is not simply a matter of conduct-
ing long-term longitudinal studies, but rather in providing
the kind of data that would differentiate alternative mod-
els of early experience that now guide animal and human
studies.

Extant human databases from naturalistic and interven-
tion studies may be adequate for guiding major clinical and
policy decisions, but they are inadequate for resolving core
debates concerning the long-term effects of early experi-
ences and the mechanisms that underlie these effects. This
important limitation of existing research has kindled con-
troversy and will continue to spur further creative and rig-
orous research efforts.
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Fields, like children, develop at uneven rates. For any indi-
vidual child, some time periods feature only slow and
steady development, whereas other periods show rapid, al-
most overwhelming, advances. Such rapid advances best
characterize the past 10 to 15 years of research in mental
retardation. During this period, totally new topics ap-
peared and researchers endeavored to tie historically
prominent areas to new issues and concerns. Overall, the
period from about 1990 can be characterized as a time of
renewed interest, excitement, and rapid scientific advance.

One way to appreciate these advances is to compare the
current chapter to the mental retardation chapter in Devel-
opmental Psychopathology’s first edition, published in
1995. In that first chapter, Hodapp and Zigler (1995) de-
scribed the history of developmentally oriented work in
mental retardation; the two-group approach; similar se-
quences, structures, rates, and transitions; and personality-
motivational variables, mother-child interaction, and
families. Although we revisit several of these topics in this
chapter, virtually every topic features new findings that

changed the way we had previously thought. Indeed, the
amount of new work in each area is staggering.

But even more remarkable is what was not included in
that earlier chapter: issues that were either never or only
slightly discussed in the early to mid-1990s. These many
topics pertain to research groups in mental retardation re-
search, the age groups studied, and the family and other
contexts in which these individuals develop. In terms of
populations, the 1995 chapter included only short discus-
sions of the effects of genetic etiology on children’s devel-
opment because the many findings concerning Down
syndrome, Prader-Willi syndrome, Williams syndrome,
and other genetic disorders were still mostly on the hori-
zon. Even more fundamentally, how one should consider
different research groups, how one should compare or con-
trast such groups, how behavioral profiles change with age
(and why) were all unknown and, for the most part, not yet
even actively discussed. Similarly unknown were ties of
behavioral profiles to specific brain structures, develop-
ment, and functioning.
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Beyond development of children themselves, a decade
ago we as a field were also much less clear about a host of
issues relating to the contexts of development. For example,
researchers have only recently examined how behaviors
commonly seen in a particular genetic disorder might indi-
rectly affect parents, siblings, teachers, friends, and others
in the child’s surrounding environment. So, too, has the en-
tire issue of life span developmental approaches become
prominent in developmentally oriented mental retardation
studies during the past few years (e.g., Heller, 2004). Such
work, though it has a long way to go, now encompasses both
the life span development of persons with mental retarda-
tion themselves and of their families, a notion almost to-
tally unexplored a decade or two ago.

Finally, we must appreciate that all of these advances
have occurred against a background of both scientific and
societal changes. Scientifically, advances in genetics have
allowed for the discovery and specification of many ge-
netic disorders. To give a few examples, Ewart et al. (1993)
discovered in the early 1990s that a microdeletion on chro-
mosome 7 was the cause of Williams syndrome; and in
2004, M. G. Butler, Bittel, Kibiryeva, Talebizadeh, and
Thompson found that there are two behaviorally distinct
deletion forms of Prader-Willi syndrome. In the same way,
the technological advances behind structural and func-
tional brain imaging have only recently come online, allow-
ing for the specification of brain areas responsible for
particular high-level behaviors.

Changes in society also constitute an important back-
drop. Consider the entire topic of life span development.
Until the past few decades, individuals with such genetic
disorders as Prader-Willi syndrome or Down syndrome did
not live into middle age or old age. Today they do. It has be-
come imperative to determine how these individuals func-
tion throughout the adult years, and how certain disorders
(e.g., Down syndrome) relate to other aging-related dis-
eases (Alzheimer’s). Moreover, such changes will intensify
in the future. At present, 526,000 individuals 60 years and
older with disabilities live in the United States; that num-
ber is expected to triple—to 1.5 million—by the year 2030
(National Center for Family Support, 2000). Advances in
developmental approaches to mental retardation cannot be
considered apart from changes in other scientific areas and
in society at large.

In the early years of the twenty-first century, then, ex-
amining developmental approaches to mental retardation
involves more than updating per se. We seem on the cusp of
a new, even revolutionary, era, a time in which a develop-
mental psychopathological view toward mental retardation
seems more important and timely than ever.

To provide a flavor of the newest perspectives and ad-
vances in this area, we begin with a short description of
the role of mental retardation from the perspective of devel-
opmental psychopathology before providing a brief sum-
mary of historical forays into this area. We then devote a
section to the population itself, beginning with Zigler’s
(1967, 1969) two-group approach and then describing
children with various genetic etiologies. Throughout these
discussions, we also tackle the question of behavioral phe-
notypes and briefly hint at several methodological issues.
We update several aspects of organismic development, par-
ticularly sequences and cross-domain relations. We then
provide more extensive discussions of families, parents, sib-
lings, and other contextual issues before concluding this
chapter with a section discussing directions for the decades
to come.

TIES OF MENTAL RETARDATION TO
DEVELOPMENTAL PSYCHOPATHOLOGY

In the field of developmental psychopathology, mental re-
tardation is unique. On one hand, mental retardation is es-
sentially defined by a single developmental criterion: a
significant delay in general cognitive development (along
with adaptive impairments that generally accompany such
cognitive deficits). Paradoxically, 1,000 different disorders
can cause mental retardation.

To some extent, mental retardation is not a tangible dis-
order, like Autism or Obsessive-Compulsive Disorder, but
a designation based on the construct of intelligence. Al-
though failure at school, in the home, or in everyday life
generally brings a child to the attention of professionals
(MacMillan, Gresham, Siperstein, & Bocian, 1996), the
formal diagnosis of mental retardation is made using per-
formance on behavioral tasks to infer underlying levels of
reasoning processes. In addition, deficits in intelligence, at
least during the childhood years, are defined by discrepan-
cies between the child’s rate of intellectual development
compared to typical, nonretarded children. Indeed, prior to
the mid-1970s, IQ was defined in terms of developmental
rates, as indicated by the historical formula “MA (mental
age) divided by CA (chronological age) multiplied by 100.”

Two other issues pertaining to mental retardation are
noteworthy. First, the pattern of IQ subtest scores is irrele-
vant to the mental retardation diagnosis. As long as the
final score falls below the IQ cutoff, the child or adult is
considered to have mental retardation. Despite advances in
understanding the genetic contributions to intellectual de-
velopment (Iarocci, in press; Spinath, Harlaar, Ronald, &
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Plomin, 2004), mental retardation reflects an arbitrarily
chosen cutoff score of a gross behavioral measure of intel-
lectual processes.

Second, the precise IQ cutoff has changed over time. Al-
though an IQ of 70 or below has usually constituted the IQ
cutoff, such has not always been the case. In Heber’s (1961)
manual of the American Association on Mental Deficiency
(now American Association on Mental Retardation, the
field’s main professional group), an IQ cutoff of 85 and
below was proposed. Later, Grossman (1973) moved the
cutoff to IQ 70 or below. In 1992, the American Associa-
tion on Mental Retardation (AAMR; 1992) proposed a cut-
off of IQ 70 or 75 and below, before the IQ 70 and below
cutoff was reestablished in the AAMR’s 2002 manual.

Ironically, this single, arbitrarily designated measure of
cognitive delay can arise from more than 1,000 different
etiologies. These etiologies represent a smorgasbord of ge-
netic, chromosomal, viral, and other physiological disor-
ders. In addition, the developmental differences among
these various disorders extend well beyond the degree of
delay to unique cognitive-developmental characteristics
that are sometimes so pervasive that they are clearly identi-
fiable even when considering individual differences within
a group (Burack, 1990; Burack, Hodapp, & Zigler, 1988,
1990; Dykens, Hodapp, & Finucane, 2000). Rates and tra-
jectories of development, as well as profiles of relative
strengths and weaknesses, are all highlighted in the more
precise differentiation of various etiological groups.

Etiological differences also allow for unique insights
into general developmental theory (for earlier reviews, see
Cicchetti & Pogge-Hesse, 1982; Hodapp & Burack, 1990).
To borrow a phrase from Urie Bronfenbrenner (1979), by
studying different etiological groups, we begin to examine
“experiments of nature.” Such experiments of nature allow
us to identify aspects of development that are universal,
that occur in spite of vast differences across etiological
groups, as opposed to aspects that might differ in different
groups. Investigations of such issues are enhanced by re-
searchers’ ability to uniquely observe development in slow
motion, thereby observing specific aspects of development
that might not be observable when development progresses
at a typical rate (Wagner, Ganiban, & Cicchetti, 1990).

Finally, behavioral differences across different etiologi-
cal groups also relate to the very meaning of the term “de-
velopment.” In addition to sequences, stages, and other
within-the-child developments, the reactions and behaviors
of others to the developing child are part of developmental
analyses. Just as the wider field of developmental psychol-
ogy now includes more contextual and outside-of-the-child
ideas within developmental frameworks, so, too, can con-

textual factors be included in developmental approaches
applied to different etiologies.

We now turn to a brief historical background, highlight-
ing questions of both what development is and how one
should classify children with mental retardation.

HISTORICAL BACKGROUND

In addition to paying respect to the developmental forerun-
ners of today’s mental retardation field, this brief historical
survey highlights the long-running tensions surrounding the
contents of developmental approaches, the nature of the pop-
ulation to which these approaches are or should be applied,
and the interplay between the two. As we hope to demon-
strate, some of developmental psychology’s most distin-
guished early theorists sensed these tensions and provided
the groundwork for today’s more detailed, more sophisti-
cated analyses.

Heinz Werner

The first major early developmentalist to consider children
with mental retardation is Heinz Werner. Although today
Werner has been forgotten by many, he is historically best
known for his grand theory of development. This theory is
embodied in his orthogenetic principle, the view that devel-
opment “proceeds from a state of relative globality and
lack of differentiation to a state of differentiation, articu-
lation, and hierarchic integration” (Werner, 1957, p. 126).
This overarching theoretical principle was to be applied to
such seemingly different phenomena as children, dream
states, psychopathology, primitive societies, and “micro-
genesis” (or development “in the moment”), all issues stud-
ied by Werner and his students at Clark University.

Before his more well-known Clark University days,
however, Werner worked from 1937 to 1943 as a research
psychologist at the MacGregor Laboratories of the Wayne
County Training School outside of Detroit. There, along
with his colleague Alfred Strauss, Werner published ap-
proximately 30 studies on children with mental retardation
(Witkin, 1964).

Several themes characterize this work. First, Werner
(1937) originated the distinction between “process and
achievement,” the idea that the child’s underlying mental
processes were not necessarily equivalent to the child’s
achievement, or behavior. This realization amply demon-
strated itself in children with mental retardation. In one
study, children were asked to put together a multipiece
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puzzle. Werner and Strauss (1939, p. 39) noted that, in
contrast to nonretarded children, the children with mental
retardation “merely put the parts together quite mechani-
cally, taking care only that the edges of the different
pieces agreed perfectly with one another.” By adopting
this strategy, children with mental retardation could some-
times perform selected behaviors as well as their nonre-
tarded peers.

Yet, in terms of the processes themselves, Werner
(1957) generally viewed children with mental retardation
as less developed, showing less “differentiation and hierar-
chic integration” than same-aged nonretarded children. In
conceptualizing these children as developing normally but
at slower rates than nonretarded children, Werner was the
first major Western developmental theorist to apply theo-
ries of normal, nonretarded development to children with
mental retardation.

Werner’s contributions also included the distinction be-
tween organic and familial mental retardation. Specifically,
Werner (1941) felt that only those children showing no spe-
cific cause of their retardation—those who were “endoge-
nous” in their mental retardation—-necessarily showed
“normal” (albeit slower) developments. Other children were
not considered to follow the usual developmental progres-
sions, specifically those whose mental retardation was due
to such external or “exogenous” causes as Down syndrome,
anoxia at birth, or other organic etiologies.

Jean Piaget and Barbel Inhelder

Although Heinz Werner may have initiated the idea of a
general developmental approach, Jean Piaget allowed for the
approach’s elaboration. Beginning in the 1920s, Piaget pro-
posed a series of hierarchically organized stages with nu-
merous specific, detailed sequences by which development
occurred. Developmentally oriented researchers could then
determine whether these sequences also held for children
with mental retardation. In subsequent studies, Piagetian
sequences were examined in children with mental retarda-
tion during the 1930s (Lane & Kinder, 1939), 1940s (Pro-
thro, 1943), and 1950s (Woodward, 1959, 1963).

Most important, though, was the work of Piaget’s col-
league Barbel Inhelder. In her studies of children with
mental retardation of various etiologies, Inhelder
(1943/1968) noted both similarities and differences be-
tween these children and children without mental retarda-
tion. Like nonretarded children, children with mental
retardation also appeared to develop along similar se-
quences in various Piagetian domains. Yet, in other ways,
children with mental retardation differed markedly from

those without. Inhelder pointed to regressions, incomplete
developments, and oscillations in children’s responses be-
tween higher- and lower-level answers. She thus high-
lighted that children with mental retardation show more
fits and starts, more tentative, more fragile development
than do nonretarded children.

Lev Vygotsky

If Werner began and Piaget-Inhelder made specific the de-
velopmental analyses of children with mental retardation,
Lev Vygotsky previews analyses that have yet to be done.
Like Werner, Vygotsky worked with children with disabili-
ties early in his career, from about 1924 to 1930 (van der
Veer & Valsiner, 1991). His disability work centered on
three major ideas: developmental analyses, mediation, and
sociogenesis (Wertsch, 1985).

Like Werner and Piaget, Vygotsky was a “big picture”
developmentalist who focused on many aspects of develop-
ment. He was therefore acutely interested in how develop-
ment occurs in children with disabilities. His focus was on
how the child’s entire personality structure is reorganized
in relation to a particular disability (Reiber & Carton,
1993). Vygotsky’s writings presaged ideas of compensa-
tion that permeate the wider field of developmental
psychopathology.

A centerpiece of such developmental analyses involves
mediation. Vygotsky conceptualized mediation in two
ways: the adult mediating the child’s development and the
child mediating his or her own development. In the first,
more social sense, mediation involves mother-child interac-
tions and other individual or societal contacts that aid the
developing child. Concerning children with disabilities,
Vygotsky was particularly interested in how special educa-
tion should be performed and whether these children
should be in contact primarily with others like themselves
or with the wider society. His goal, always, was for chil-
dren with disabilities to become fully functioning, fully
contributing members of their society. In contrast to
Werner and Piaget, then, Vygotsky’s mediational views
contributed to current debates concerning integration, nor-
malization, and how best to educate children with disabili-
ties (Hodapp, 1998).

The third major theme in Vygotsky’s work involved so-
ciogenesis, or the idea that higher developments occur as a
result of interactions with adults. Such views led to Vygot-
sky’s (1978) zone of proximal development, probably his
best-known idea among most Western psychologists. Even
early on, Vygotsky applied this zone to children with men-
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tal retardation (van der Veer & Valsiner, 1991). His idea
was to use the width of the zone—the time between the
child’s successful behaviors with and without adult help—
to predict future development in individual children with
mental retardation. To Vygotsky, two children with mental
retardation can have identical levels of current functioning
(i.e., mental ages) but very different prognoses. If, with
adult help, one child is able to perform higher-level behav-
iors than the other, that first child has a wider zone and
therefore a better prognosis.

Overview

In considering the work of Werner, Piaget, and Vygotsky,
several issues deserve mention. First, in comparing Vygot-
sky to Werner and Piaget, one sees an early instance
of the debate about the meaning of the term development. Is
development related to children alone, or do developmental
analyses also include the child’s larger environment
or child-environment interactions? For the most part,
Werner and Piaget focused on the child as their object of
development (although Werner, 1926/1948, did address the
“Umwelt,” or larger environment of different organisms).
Through Vygotsky’s emphasis on sociogenesis, his interest
in child-environment interactions, and his desire to under-
stand how children thrived in society in spite of their dis-
abilities, he would be considered the more context-oriented
developmentalist.

A second issue pertains to the use of children with men-
tal retardation as natural experiments (for a recent discus-
sion, see Cicchetti, 2003). Just as researchers today
examine children with mental retardation to determine the
connections and disconnections among levels of various
domains, so did Werner, Piaget, and Vygotsky examine
mental retardation with an eye toward applying and testing
their theories. Hence Piaget’s (1943/1968, p. 10) exclama-
tion, “We must admit that we did not suspect that this [Pi-
agetian] method would become central in her [Inhelder’s]
everyday practice.”

Third, the three developmentalists differ as to whether
the cause of mental retardation is relevant to developmental
analyses. Neither Vygotsky nor Piaget-Inhelder mention
the child’s etiology in their writings on the development of
children with mental retardation. In contrast, Werner
(1941, p. 253) distinguished between endogenous and ex-
ogenous mental retardation, noting that “ the assumption
seems justified that deficiencies of this sort [i.e., exoge-
nous, organic causes] must impede the learning processes
in a way peculiar to the type of mental deficiency.” Al-

though he never became more explicit, Werner presaged
Zigler’s two-group approach to mental retardation, which
in more recent years has evolved into studies examining de-
velopmental differences in children with different genetic
(and nongenetic) causes for their mental retardation.

DEVELOPMENT IN CHILDREN WITH MENTAL
RETARDATION: DOES ETIOLOGY MATTER?

The question of who constitutes the subject group has long
pervaded behavioral research in mental retardation. This
issue continues to this day, has important developmental
repercussions, and constitutes an area of enormous prog-
ress over the past 10 to 15 years.

Historically within the field of mental retardation be-
havioral research, most researchers have had little interest
in how children come to have mental retardation. Mental
retardation per se was thought to be prima facie evidence
of some type of “brain impairment,” and little else mat-
tered. Over the decades, then, one notes numerous state-
ments, often from the major researchers on behavior in
individuals with mental retardation, that etiology does not
matter (see Burack, Evans, Klaiman, & Iarocci, 2001). In
contrast is attention to Zigler’s two groups of persons with
mental retardation and then, later, to different specific eti-
ological groups.

Zigler’s Two-Group Approach

In contrast to those who argued that the cause or etiology
of the child’s mental retardation is irrelevant, Zigler (1967,
1969) proposed his two-group approach to mental retarda-
tion: one group that does not show clear organic cause and
another that does.

Specifically, proponents of the two-group approach hold
that the first group consists of persons who show no identi-
fiable cause for their mental retardation. Such individuals
are generally more mildly impaired and tend to blend in
with other, nonretarded persons. Probable causes range
from polygenic inheritance to environmental deprivation
(or overstimulation); different persons may have different
polygenic or environmental causes, or there may be an in-
terplay between the two. In Zigler’s (1967, 1969) original
formulations, he conceptualized this group as constituting
the lower tail of the normal or Gaussian distribution of in-
telligence. This type of mental retardation has been re-
ferred to as familial, cultural familial, or sociocultural
familial; nonorganic, nonspecific, or undifferentiated; and
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mental retardation due to environmental deprivation. This
list highlights the discrepant beliefs about the causes of
mental retardation in these individuals.

In contrast to those with cultural-familial mental retar-
dation, other individuals show one or more organic causes
for their mental retardation. Such causes include hundreds
of separate organic insults. These insults can occur prena-
tally, perinatally, or postnatally. Prenatal causes include all
of the 1,000+ genetic mental retardation disorders, Fetal
Alcohol Syndrome (FAS), Fetal Alcohol Exposure (FAE),
rubella, as well as all accidents in utero. Perinatal causes
include prematurity, anoxia at birth, and other birth-related
complications. Postnatal causes range from sickness (e.g.,
meningitis) to head trauma. In addition, those with organic
mental retardation are more likely to show greater degrees
of intellectual impairments; in most surveys, as IQ levels
decrease, increasingly higher percentages of persons show
an identifiable organic cause (Stromme & Hagberg, 2000).

Although various researchers (including Werner)
had noted the existence of two groups of persons with
mental retardation, Zigler was the first to make clear be-
havioral distinctions. In terms of behavioral development,
children with cultural-familial—but not necessarily
with organic—mental retardation were predicted to show
both sequences and structures similar to those shown by
typically developing children. Thus, the so-called simi-
lar-sequence hypothesis predicted that children with (cul-
tural-familial) mental retardation should, like typically
developing children, proceed in order through Piagetian
or other normative stages of development. For the most
part, this similar-sequence hypothesis has held true, even
with children with various organic forms of mental retar-
dation (e.g., Weisz & Zigler, 1979).

The second prediction, the similar-structure hypothesis,
concerned the structure of cognitive-linguistic abilities
from one domain to another. Specifically, Zigler held that
cultural-familial mental retardation was not caused by any
defect or deficit related to a single area of functioning. In-
stead, children with cultural-familial mental retardation
were predicted to show a more generalized delay, affecting
all areas of development to similar degrees, as evidenced by
even or flat developmental profiles at the child’s mental-age
level. Much contradictory evidence exists concerning the
similar-structure hypothesis, some even for children with
cultural-familial mental retardation (e.g., Mundy & Kasari,
1990; Weiss, Weisz, & Bromfield, 1986; Weisz, 1990).

What about children with organic mental retardation?
Here Zigler hedged his bets, believing that children with
organic mental retardation might not follow universal se-

quences (similar-sequence hypothesis) or show flat or even
developmental profiles (similar-structure hypothesis). To
quote Zigler (1969):

If the etiology of the phenotypic intelligence (as measured by
an IQ) of two groups differs, it is far from logical to assert
that the course of development is the same, or that even simi-
lar contents in their behaviors are mediated by exactly the
same cognitive processes. (p. 533; italics added)

Viewed from the early twenty-first century, one could
criticize several aspects of this two-group approach. First,
the approach lumps into a single organic group individuals
with many different types of mental retardation. In
Zigler’s defense, his Science article appeared in 1967, just
8 years after Lejeune, Gautier, and Turpin (1959) discov-
ered that Down syndrome was caused in most cases by a
third chromosome 21. Genetic knowledge and technology
were relatively undeveloped, and the identification of most
genetic disorders was decades away.

By the late 1980s, however, Zigler and his colleagues
were beginning to question the utility of classifying so
many separate etiologies into a single organic group. Not-
ing different IQ trajectories in children with Down syn-
drome, cerebral palsy, and boys with Fragile X syndrome,
Burack, Hodapp, and Zigler (1988, 1990) suggested differ-
entiating the organic category. Not only was the organic
group composed of children with many separate etiologies,
but these etiologies might also lead to different, etiology-
related behaviors.

Genetic Etiology and Behavioral Phenotypes

Among the most important recent advances is the focus on
behavior in specific etiologies of mental retardation. By ex-
amining individuals with over 1,000 different genetic mental
retardation syndromes, one can see diverse strengths-weak-
nesses and connections-disconnections across domains of
development. One can also begin to tie together genetic
anomalies, brain functioning, and behavior, the gene-brain-
behavior relationships that have been the focus of research
on many different conditions. Beyond the individuals
themselves, one sees examples of different reactions by
mothers, fathers, siblings, teachers, and others in the child’s
environment. Finally, by separately examining functioning
in different genetic disorders, one can envision more tar-
geted behavioral, educational, pharmacological, and other
interventions.



Figure 6.1 Behavioral research articles, 1980s versus 1990s.
Source: From “Genetic and Behavioural Aspects: Application to
Maladaptive Behaviour and Cognition” (pp. 13–48), by R. M.
Hodapp and E. M. Dykens, in Intellectual Disabilities: Genetics,
Behavioural, and Inclusion, J. A. Rondal, R. M. Hodapp, 
S. Soreci, E. M. Dykens, & L. Nota (Eds.), 2004, London: Whurr.
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But before describing these many advances, it is in-
structive to document the move toward etiology-related
studies. Consider the percentage of articles examining eti-
ology from 1975 to 1980, 1985 to 1990, and 1995 to 2000
in the American Journal on Mental Retardation, the main
research journal of behavioral work in mental retardation.
Even taking a less stringent definition of etiology—any
study examining as one of its research groups any organic
condition—one sees remarkable change in even the past 20
years. In the late 1970s, 9% of research articles included
one or more organic groups (mainly Down syndrome or
phenylketonuria). By the late 1980s, this percentage had
doubled to 17%, before almost doubling again, to 32%, by
the late 1990s (Hodapp, 2004a).

Looked at another way, one could also examine studies on
different genetic disorders over time. This time comparing
the 1980s to the 1990s, large increases again occur in the
number of behavioral research articles on such disorders as
Williams, Prader-Willi, Rett, 5p− (Cri-du-chat), and Smith-
Magenis syndromes (Figure 6.1, from Hodapp & Dykens,
2004). Examining both organicity in general and individual
genetic disorders more specifically, behavioral research has
proliferated on genetic mental retardation syndromes during
the past 10 to 15 years (Dykens & Hodapp, 2001).

Definition of Behavioral Phenotypes

Given that behavioral research has exploded, how do ge-
netic disorders affect those who have them? We here enter

into the entire question of behavioral phenotypes, a term
first used by William Nyhan (1972) over 3 decades ago, but
whose definition remains contested to this day.

In its most basic meaning, the term behavioral pheno-
type highlights the outcomes or phenotypes—in this case,
concerning behavior—that result from a particular geno-
type. Beyond this statement, however, researchers vary.
One definition, provided by Flint and Yule (1994, p. 666),
states that “a behavioral phenotype should consist of a dis-
tinct behavior that occurs in almost every case of a ge-
netic or chromosomal disorder, and rarely (if at all) in
other conditions.” This definition thus reserves the term
for behaviors that are distinctive, occur commonly among
individuals with a genetic syndrome (“in almost every
case”), and are unique to a single syndrome (“rarely . . . in
other conditions”).

We propose a less stringent definition, but one that may
ultimately prove to be more useful for both research and in-
tervention. According to Dykens (1995, p. 523), a behav-
ioral phenotype involves “ the heightened probability or
likelihood that people with a given syndrome will exhibit
certain behavioral and developmental sequelae relative to
those without the syndrome.” This second, more proba-
bilistic definition highlights four basic facts:

1. Many, but not all, individuals with a given syndrome
will show the syndrome’s “characteristic” behaviors. A
more probabilistic definition acknowledges the large amount
of variance within specific etiologies. Indeed, rarely are eti-
ology-related behaviors found in every person with a partic-
ular syndrome. Consider the case of Down syndrome. Even
compared to their overall mental ages, children and adults
with Down syndrome generally show deficits in linguistic
grammar (Chapman & Hesketh, 2000: Fowler, 1990) and
often show receptive language abilities in advance of ex-
pressive abilities (Miller, 1992, 1999). In addition, approxi-
mately 95% of mothers of children with Down syndrome
report that others have difficulty understanding their child’s
articulation of words and phrases (Kumin, 1994).

Despite such commonly observed deficits, not every
person with Down syndrome shows particular difficulties
with grammar, articulation, or expressive language. Rondal
(1995) recently reported on the case of Françoise, a 32-
year-old woman whose IQ is 64. Although Françoise has
trisomy 21, she nevertheless utters long and complex sen-
tences. Rondal reports her saying (translated), “And that
does not surprise me because dogs are always too warm
when they go outside” (“Et ça m’étonné pas parce que les
chiens ont toujours trop chaud quand ils vont à la port”;



242 Developmental Approaches to Children with Mental Retardation: A Second Generation?

p. 117). Thus, although grammatical, articulatory, and ex-
pressive language problems may be common in Down syn-
drome, not every person with the syndrome shows such
behavioral characteristics.

2. Some etiology-related behaviors will be unique to a
single syndrome, whereas others are common to two or
more syndromes. The second corollary of a more proba-
bilistic definition considers whether an etiology-related
distinctive behavior must occur “rarely (if at all) in other
conditions.” Recent research strongly implies that etiology-
related behaviors are often not unique to a single syndrome.

In fact, connections between genetic syndromes and
specific outcomes appear to be of at least two types. The
first involves connections that truly are unique, that appear
in one and only one genetic syndrome. The second involves
connections that are “partially specific” (Hodapp, 1997),
in that a few syndromes show a particular behavior that is
not generally found in others with intellectual disabilities.

In the first, unique pattern, a genetic syndrome results
in a behavioral outcome that is not seen in other genetic dis-
orders. At present, the following behaviors seem unique to
one and only one syndrome:

• Extreme hyperphagia (overeating; Dykens, 1999) in
Prader-Willi syndrome

• The “cat-cry” (Gersh et al., 1995) in 5p− syndrome

• Extreme self-mutilation (Anderson & Ernst, 1994) in
Lesch-Nyhan syndrome

• Stereotypic hand washing or hand-wringing (Van Acker,
1991) in Rett syndrome

• Body self-hugging (Finucane, Konar, Haas-Givler, Kurtz,
& Scott, 1994) and putting objects into bodily orifices
(Greenburg et al., 1996) in Smith-Magenis syndrome

Obviously, given such a short list, there are probably
only a few instances in which a genetic disorder is unique
in its behavioral effects. Flint and Yule (1994, p. 667) also
noted this peculiarity, nominating as unique (in their term,
as examples of a behavioral phenotype) only the self-
mutilating behaviors in Lesch-Nyhan syndrome, overeating
and abnormal food seeking in Prader-Willi syndrome, and
the hand-wringing in Rett syndrome. Although Flint and
Yule also propose a few other examples in which a behavior
might be unique to one syndrome, such 1�1 relationships
are relatively rare.

In contrast, many more instances seem to exist in which
partial specificity is at work. To give but a few examples, a
particular advantage in simultaneous (i.e., holistic, Gestalt-
like) processing compared to sequential (step-by-step) pro-

cessing has now been found in boys with Fragile X syndrome
(Burack et al., 1999; Dykens, Hodapp, & Leckman, 1987;
Kemper, Hagerman, & Altshul-Stark, 1988) and in children
with Prader-Willi syndrome (Dykens, Hodapp, Walsh, &
Nash, 1992). Similarly, compared to groups with intellectual
disabilities in general, hyperactivity is more frequently
found in children with 5p− syndrome (Dykens & Clarke,
1997) and in boys with Fragile X syndrome (Baumgardner,
Reiss, Freund, & Abrams, 1995). In both instances, a pat-
tern of strengths and weaknesses or a particular type of mal-
adaptive behavior-psychopathology is found in a few genetic
disorders to much greater degree (or in higher percentages
of individuals) than is commonly noted among others with
mental retardation.

Finally, partially specific behavioral effects seem more
in line with many areas of genetics, child psychiatry, and
psychiatry. Across these different disciplines, researchers
are now discussing the many pathways, both genetic and
environmental, by which one comes to have one or another
psychiatric disorder. In the terminology of developmental
psychopathology, such partially specific pathways involve
equifinality, the idea that, “in an open system, . . . the same
end state may be reached from a variety of different initial
conditions and through different processes” (Cicchetti &
Rogosch, 1996, p. 597). The clinical geneticist John Opitz
(1985, p. 9) put it well when he noted, “The causes are
many, but the common developmental pathways are few.”

3. Etiology-related behaviors occur across many behav-
ioral domains. Behavioral phenotypes can be found in
many different domains. Although much work has centered
on maladaptive behaviors common to children with Prader-
Willi, Williams, velocardiofacial, and other syndromes
(Dykens et al., 2000), many other areas of functioning
also show etiology-related behaviors. Thus, in growing num-
bers of detailed studies of the language of children with
Williams syndrome, psycholinguists are gaining insights
into whether language is indeed a “modular” system (Fodor,
1983). Such studies compare or correlate levels of function-
ing across different linguistic and nonlinguistic domains
(e.g., Mervis, Morris, Bertrand, & Robinson, 1999). Simi-
larly, various studies have focused on issues pertaining to
visuospatial skills in children with Williams syndrome (Bel-
lugi, Mills, Jernigan, Hickok, & Galaburda, 1999), jigsaw-
puzzle playing in Prader-Willi syndrome (Dykens, 2002),
and music in children with Williams syndrome (Lenhoff,
1998). The point is that behavioral phenotypes need not be
limited to psychopathology or to any single domain of func-
tioning. Moreover, at times, what is of interest is not a single
behavior per se, but a pattern of strengths and weaknesses,
connected or disconnected behaviors, or other patterns seen
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in one or a few syndromes more often than in others with in-
tellectual disabilities.

4. A genetic disorder predisposes children to display a
particular behavior or set of behaviors, which in turn elicit
predictable reactions from others. Although one generally
thinks of behavior as the final outcome of genetic disor-
ders, in many ways the child’s behavior constitutes a mid-
point in ongoing interactions and transactions with others.

In ongoing work, we have distinguished between direct
effects and indirect effects of genetic mental retardation
disorders (Hodapp, 1997; Ly & Hodapp, in press). Direct
effects relate to the child’s behaviors; genetic disorders
predispose children and adults who have them to show
specific, etiology-related patterns of strengths and weak-
nesses, developmental trajectories, and specific maladap-
tive behaviors and personalities. Indirect behaviors, in
contrast, involve the effects that such behavioral charac-
teristics have on others (Hodapp, 1999). To complicate
matters, parental, sibling, teacher, and peer reactions and
behaviors (indirect effects) can then feed back onto chil-
dren themselves, helping to reinforce, extinguish, or mod-
ify the original behavior.

In recent years, we have been impressed by both the na-
ture and complexity of such indirect effects. As we demon-
strate later, children with different genetic disorders elicit
behaviors from surrounding individuals partly based on
their own etiology-related behaviors, and partly based on
the meaning of their specific syndrome to parents and fam-
ilies. In addition, the child’s behavior may not be the sole
personal characteristic that elicits reactions and behaviors
from others, and parental behaviors may operate differ-
ently in different contexts, tasks, and situations. We have
barely begun to understand how, when, and why children
with different genetic syndromes affect people in their sur-
rounding environments.

ORGANISMIC ISSUES

Given the shift from examining “children with mental
retardation” to examining “children with a specific syn-
drome,” all discussions of organismic, and even of contex-
tual, development must now occur on three distinct levels.
One thus asks whether patterns of development seen in typ-
ically developing children are also seen in children with
mental retardation more generally, in children with organic
versus cultural-familial mental retardation, and in children
with different genetic (or other organic) syndromes. We
use this three-level approach to highlight issues concerning
developmental sequences and cross-domain relations, the
two main organismic issues. As noted subsequently, new

findings are changing the ways that these two venerable de-
velopmental topics are being conceptualized.

Similar Sequences

As briefly noted earlier, Zigler’s (1967, 1969) develop-
mental approach to mental retardation began with two hy-
potheses. With regard to the similar-sequence hypothesis,
Zigler (1967) hypothesized that children with (cultural-
familial) mental retardation would develop in the usual or
normative sequences of development. Generally, the idea
of similar sequences involves a clear, specifiable order to
developmental attainments, measures of sequential devel-
opment over time or cross-sectionally, and sequential de-
velopment within a single domain. We first discuss these
several subparts.

Clear, Specifiable Order to
Developmental Attainments

By necessity, sequences must be clear and specifiable. The
theorist must state what, exactly, is the behavior of inter-
est, explaining what does and does not qualify for the child
to be considered to have attained a specific stage or sub-
stage. In the object permanence subdomain of Piagetian
sensorimotor stages, for example, behaviors specifically
involve the child uncovering an object under 1 versus 3
cloths, first with visible and then with invisible displace-
ment, and specifications as to how often such behaviors
must occur (e.g., 1 out of 2 trials; Dunst, 1980; Uzgiris &
Hunt, 1975).

In the same way, the sequence or ordering itself must be
specified. The child in the earliest step or substep will be
able to recognize an entire object from seeing only a part of
that object. In contrast, at a higher level, the child will re-
trieve a partially hidden object, then a totally hidden ob-
ject, then an object hidden under more than one screen, and
finally an object hidden invisibly (within the experi-
menter’s hand) under one of the three screens. In short, the
progression from Step 1 to Step 2 to Step 3 to Step 4 is
clear and testable.

Over Time or Cross-Sectional Indicators

Strictly speaking, sequences only appear over time. To
continue with the object permanence example, a typically
developing child of 4 months would be expected to identify
a bottle in which the nipple was turned away, but to be able
to perform no other tasks. A few weeks or months later, the
child would be able to perform the easier task, but now
might also be able to retrieve an object hidden under one
cloth. Later still, the two easier tasks would be performed,
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but the child would also be able to retrieve an object hidden
under three cloths, with invisible displacements.

Though normative developmental sequences are best ex-
amined longitudinally, attempts have been made to examine
sequences cross-sectionally. Such tests can be performed in
several ways. One test involves order-of-difficulty examina-
tions (Weisz, Yeates, & Zigler, 1982). Consider three
groups of typically developing children, ages 8 months, 12
months, and 16 months. According to Piaget’s theory, most
8-month-olds should be able to retrieve an object that was
partially hidden, fewer would find an object hidden under a
single screen, and almost none would be able to find an ob-
ject hidden under three screens. Among the 12-month-olds,
all should be able to find partially hidden objects, most
should be able to retrieve an object under a single screen,
and a few might even be able to solve the 3-screen task. Fi-
nally, 16-month-olds should all be able to solve the first two
problems, and most should be able to retrieve an object hid-
den under three screens.

In addition to using three groups to demonstrate sequen-
tial development, similar findings can be noted using di-
verse groups of children at different ages. Here one relies
on Guttman scaling (Green, 1956; Guttman, 1950), along
with recent modifications and extensions (e.g., Rasch mod-
eling; see Dawson, 2002, for a reanalysis of Kohlberg’s
moral reasoning tasks). The idea, now applied to each sin-
gle child, is that, if three different tasks occur in a set se-
quence, and if lower-order tasks do not drop out when
higher-level tasks come in, then the child should show se-
quential ordering of difficulty. Thus, if tasks occur in a 1,
2, 3 order, then a child might pass item 1 but not 2 and 3, or
pass 1 and 2 but not 3, or pass or fail all three items.
Rarely, if ever, should a child pass item 2 but fail item 1, or
pass 3 and fail either item 1 or item 2.

Within a Single Domain

A final issue, that sequences occur within a specific do-
main or even subdomain, is not so often noted. To Piaget,
cognition during infancy can be divided into such subdo-
mains as object permanence, causality, symbolic play,
means-ends relations, and vocal and gestural imitation.
Later sensorimotor scales were used to examine sequential
development within each of these different subdomains
separately.

But what constitutes a single subdomain of intellectual
functioning is not so obvious. Simply stated, it is not always
clear which particular behaviors constitute an underlying
“skills family.” For example, most early language re-
searchers would consider early hand gestures, such as
pointing or showing, as evidence of the same early commu-

nicative skills that will later result in spoken language.
Other domains of cognition or language may also exist.

Similar Sequence Findings

This background into sequential development helps frame
the similar-sequence findings. Until recently, the findings
related to the similar-sequence hypothesis appeared clear-
cut. Looking at most domains and subdomains, children
with mental retardation follow, in order, the usual or nor-
mative sequences of development (Weisz & Zigler, 1979).
Moving to the two groups of children with organic and cul-
tural-familial mental retardation, this statement still
mostly holds. One possible exception might involve chil-
dren with severe seizure disorders, but here difficulties
arise in relation to what constitutes a valid test of these
children’s abilities. Children with mental retardation may
also become less systematic or differently sequential when
tasks are more social, or occur later in development, as op-
posed to these children’s usual invariant sequential devel-
opments on earlier and less social tasks (Hodapp, 1990).

But the issue becomes more interesting when one con-
siders specific etiological groups. Children with Down
syndrome, the most studied group, usually follow the hy-
pothesized normative sequences (Cicchetti & Beeghly,
1990; Dunst, 1990), but other differences may arise.
Specifically, Dunst (1990) and Wishart and Duffy (1990)
noted an increased “fragility” of development among chil-
dren with Down syndrome, such that a “2 steps forward, 1
step backward” pattern seems more likely to hold. Some
even question whether the fragility of development in
Down syndrome extends beyond greater numbers of regres-
sions per se, as children do not always show patterns of
failing the highest stage earlier achieved (Morss, 1983).

But the most intriguing findings concern the early com-
municative development of children with Williams syn-
drome. In most typically developing children, gestural
communication, what Bates, Camaioni, and Volterra (1975)
call “proto-declaratives” and “proto-imperatives,” occur
prior to verbal expression of words per se. But Mervis,
Robinson, Rowe, Becerra, and Klein-Tasman (2003) re-
ported that this sequence of pointing before speaking was
not found in 9 of 10 children with Williams syndrome. On
average, these 9 children with Williams syndrome produced
referential object labels (“ball”) 6 months before beginning
to comprehend or produce referential pointing gestures. Al-
though this finding makes sense given the intellectual pro-
files shown by most children with William syndrome
(discussed later), such findings nevertheless have many the-
oretical and practical implications.
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Cross-Domain Relations

The second of Zigler’s developmental predictions con-
cerned the structuring of development from one domain to
another. According to the similar-structure hypothesis,
when matched on overall mental age to nonretarded chil-
dren, children with mental retardation should perform
similarly on a specific cognitive or linguistic task. For ex-
ample, groups matched on overall mental age (i.e., MA
matches) should perform similarly on linguistic, atten-
tional, or other cognitive-linguistic tasks. In essence, there
should be no outstanding strengths or weaknesses in the in-
tellectual abilities of children with mental retardation;
these children should be developing at a slower rate than
nonretarded children, but their developmental profiles
should be flat or even.

Historically, the similar-structure hypothesis has two
sources, one explicit and one implicit. Explicitly, Zigler
was arguing against those who theorized many defects in
mental retardation. He argued that, if children with cul-
tural-familial retardation did not have any single defect
causing their mental retardation, then they should show
MA-level performances on Zeaman and House’s atten-
tional, Luria’s language mediational, or Ellis’s stimulus
trace tasks. Zigler has long been criticized for arguing that
“no differences” findings support the similar-structure po-
sition (Spitz, 1983); technically, when two groups do not
differ statistically, one can state only that they do not dif-
fer, not that their performances are necessarily the same
(see also Weisz et al., 1982). Such studies do imply, how-
ever, that no single skill appears as a deficit below the
child’s overall level of mental age. By inference, no single
deficit seems to be causing the child’s mental retardation.
Such reasoning led to Zigler’s adherence of MA matches in
retarded-nonretarded comparisons of intellectual or lin-
guistic functioning.

Implicitly, Zigler was also influenced by Piaget’s hori-
zontal stage notion of development. If children with cul-
tural-familial mental retardation develop like nonretarded
children, then they, too, should show identical or near-
identical level functioning across various cognitive tasks,
as Piaget proposed (Kessen, 1962). Although such views of
Piagetian structures have since been criticized (Fodor,
1983; Gardner, 1983), Zigler implicitly followed the idea of
horizontally organized developments in his theorizing
about children with cultural-familial mental retardation.

Findings

Findings seem fairly clear for the similar-structure hypoth-
esis. The similar-structure hypothesis holds up reasonably

well for children with cultural-familial mental retardation,
although even here children display performance that is
below overall MA levels on some information-processing
tasks (Weiss et al., 1986). Less clear is why such lower-
than-expected functioning occurs. Some researchers have
postulated that children with cultural-familial mental re-
tardation really do have a deficit in their information-pro-
cessing abilities (Mundy & Kasari, 1990); conversely, any
seeming deficit may be due more to the boring, repetitive
nature of many information-processing tasks (Weisz, 1990)
or other motivational factors such as outerdirectedness
(Bybee & Zigler, 1998). In contrast, all would agree that
children with organic mental retardation show perfor-
mance on several cognitive-linguistic tasks that falls below
their overall mental ages.

Again, the most discrepant findings relate to specific
genetic mental retardation disorders. Over the past 10
to 15 years, a variety of etiology-related strengths-
weaknesses have been noted in different genetic mental re-
tardation disorders. Some of these findings concern differ-
ent aspects of intellectual functioning. Findings of this
sort include the simultaneous-over-sequential processing
results for boys with Fragile X syndrome and for individu-
als of both genders with Prader-Willi syndrome. Other
strengths-weaknesses relate across tests, for example, the
many findings of language-over-visuospatial abilities
among children with Williams syndrome (Mervis et al.,
1999). See Table 6.1 for a description of several of the
more striking cognitive-linguistic strengths and weak-
nesses in several etiological groups.

Remaining Issues

Recent etiologically related findings of strengths and
weakness are intriguing for a variety of reasons. To fami-
lies and teachers of children with different syndromes,
these profiles of development may lead to more targeted
programs of intervention (Hodapp & Fidler, 1999). But eti-
ology-related profiles also relate to critical developmental
questions, a few of which we describe next.

What Are the Connections (or Disconnections)
across Various Domains of Functioning? Here, the re-
cent (and many ongoing) studies of children with Williams
syndrome are most instructive. Particularly in earlier stud-
ies, language functioning was thought to be modular in
Williams syndrome. Modularity, in Fodor’s (1983) sense,
refers to an encapsulated system that develops with little or
no contact with other elements of the child’s development
(see also Gardner’s, 1983, multiple intelligences). Given
the high-level language abilities of some children with
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TABLE 6.1 Prominent Genetic Forms of Mental Retardation

Disorder Genetics Prevalence Prominent Behavioral Features

Down syndrome 95% involve trisomy 21 1–1.5/1,000 live births Moderate MR; social strengths; weaknesses in grammar
and speech; relative strengths in auditory versus visual
short-term memory

Prader-Willi
syndrome

66% involve deletions on chromosome
15, now known to be of two types;
remainder involve maternal disomy

1/15,000 live births Mild MR; proneness to obesity, food foraging,and preoc-
cupations; stubbornness and obsessive-compulsive
behaviors; visuospatial strengths (especially in jigsaw
puzzles)

Williams syndrome Microdeletion on chromosome 7 1/20,000 live births Mild MR; high levels of sociability; relatively strong
language skills and weak visuospatial skills; hyperacu-
sis; high levels of fearfulness and anxiety

Williams syndrome, a strong case for modularity of lan-
guage seemed to have been made.

In recent years, however, the picture has changed
markedly. The main issue here concerns strengths and
weaknesses, which obviously occur, and the degree to
which a “strong area” is connected to a “weak area.” If
modularity truly holds, few connections should obtain; if
the areas are linked, then we have evidence of specific
strengths and weaknesses, but not of modularity per se.
This latter conclusion seems most likely. Unlike what
would be predicted from a modular perspective, Mervis
et al. (1999) found strong correlations (from .47 to .64) be-
tween various measures of short-term memory and gram-
matical levels. Although language is relatively strong and
visuospatial skills weak in children with Williams syn-
drome, these children’s language is also not totally modu-
lar. In line with typically developing children, language in
children with Williams syndrome connects to other areas
of these children’s cognition.

How and Why Do Various Strengths and Weaknesses
Develop? A second issue concerns the development of
these various strengths and weaknesses over time. Obvi-
ously, etiology-related strengths and weaknesses do not ap-
pear fully formed at birth; no child with Williams
syndrome has perfect language at birth, no child with any
other syndrome shows such pronounced patterns of
strengths and weaknesses, fully formed, at birth. But how
such strengths and weaknesses appear has only begun to be
examined. During the past few years, several researchers
have examined cognitive-linguistic profiles over time in
children with several different etiologies of mental retarda-
tion. Most studies have been cross-sectional, although a
few recent studies have examined evolving profiles as the
child develops.

Across several etiological groups, with increasing
chronological age the children’s strengths develop more

quickly than do their weaknesses. In Down syndrome, the
pattern of visual-over-auditory short-term memory be-
comes more pronounced during the late teen years (Hodapp
& Ricci, 2002), and, among boys with Fragile X syndrome,
the advantage of simultaneous-over-sequential processing
also becomes more pronounced as these children get older
(Hodapp, Dykens, Ort, Zelinsky, & Leckman, 1991). In the
sole longitudinal study, Jarrold, Baddeley, Hewes, and
Phillips (2001) examined children with Williams syndrome
to determine the development of vocabulary (a relative
strength in this syndrome) versus visuospatial skills (a rel-
ative weakness). Examining 15 children and adolescents on
six occasions over a 4-year period, Jarrold et al. found that
vocabulary levels developed much more quickly over time
than did visuospatial skills. Such divergent trajectories
allow already existing relative strengths to become gradu-
ally stronger and relative weaknesses gradually weaker as
these children get older.

Although no good explanations exist as to why strengths
become stronger and weaknesses weaker over time, one
possibility involves an interplay between etiology-related
propensities and subsequent experiences. One measure of
experience involves the child’s everyday, leisure-time ac-
tivities, that is, those behaviors that children (or their par-
ents) choose to perform every day. In one study, Rosner,
Hodapp, Fidler, Sagun, and Dykens (2004) examined the
everyday leisure activities of three groups of children:
those with Williams syndrome, with Prader-Willi syn-
drome, and with Down syndrome. Using parent reports of
leisure-time behavior from Achenbach’s (1991) Child Be-
havior Checklist, behaviors were grouped into those involv-
ing music, reading, visual-motor activities, athletics,
pretend play, and focused interests.

The findings mostly reflect etiology-related strengths
and weaknesses. In line with their excellent skills in jigsaw
puzzles, 50% of children with Prader-Willi syndrome
played with jigsaw puzzles, whereas only 9% and 2%, re-



Organismic Issues 247

spectively, of persons with Down syndrome and Williams
syndrome engaged in this activity. Conversely, in line with
their visuospatial weaknesses, children with Williams syn-
drome did not engage in visuospatial activities. In the over-
all category of visual-motor activities, only 31% of those
with Williams syndrome participated in any visual-motor
activities, compared to 76% and 60% of persons with
Prader-Willi and Down syndromes, respectively. Specific
behaviors like arts-and-crafts activities were listed for
35% of the group with Down syndrome and for 30% of in-
dividuals with Prader-Willi syndrome, but for only 7% of
those with Williams syndrome. Persons with Williams syn-
drome (or their parents) seem to avoid activities that these
children may find difficult to perform.

Our suspicion is that genetic etiologies predispose chil-
dren to particular cognitive-linguistic profiles, but that
these profiles then become more pronounced due to the
child’s ongoing experiences. For most syndromes, the de-
gree of difference between levels of strong versus weak
areas is probably relatively small during the early years. As
children more often perform activities in strong areas and
avoid activities in weaker areas, however, increasing dis-
crepancies arise. A snowball effect may thus result from
the interplay of the child’s etiology-related propensities
and the child’s ongoing transactions with the environment.
Such views also seem consonant with the late-appearing
gestures (as opposed to verbal labels) in the early commu-
nication of children with Williams syndrome (Mervis
et al., 2003).

This perspective also seems in line with the notion that
behavioral phenotypes are best conceptualized within a dy-
namic, developmental framework. To quote Karmiloff-
Smith and Thomas (2003, p. 980), “More complex cognitive
structure = less complex structure × process of develop-
ment.” In essence, then, Williams syndrome, like all genetic
disorders, simply sets the stage for later interactions-trans-
actions with the environment over time. But exactly how
such interplays proceed—and their effects on the child’s
developing brain—must remain open at present.

What Is the Relationship between Similar Sequences
and Cross-Domain Profiles? When describing the simi-
lar-sequence hypothesis, we noted that sequences were
generally considered within single domains or subdomains.
Thus, one examined sequences within object permanence
or among early communicative development. The idea of
strong and weak areas did not enter in.

Given recent findings, however, it becomes necessary to
link sequences and cross-domain relations. Consider the
finding that children with Williams syndrome do not show

the sequence of communicative gestures before verbal
words. Examined only as an example of the similar-sequence
hypothesis (without reference to the usual Williams syn-
drome profile of cognitive-linguistic strengths and weak-
nesses), one simply reports an example of nonnormative
sequences. By joining both sequences and cross-domain pro-
files, however, one sees the influence of etiology-related
strengths-weaknesses even on sequences within a single do-
main or subdomain. In this case, children with Williams
syndrome show particular difficulties on many visual-spa-
tial tasks. Even in infancy, then, they seem to have difficulty
in gestures, even those (such as pointing and showing) that
relate to early communication. For our purposes, it now
seems necessary to link sequences, which have always been
considered within a single domain, and cross-domain rela-
tions. The two seem related, and it is likely that, once one
knows the specific strengths and weaknesses demonstrated
by several different etiological groups, one might almost be
able to predict examples in which most children with a par-
ticular syndrome might be likely not to show the usual or
normative sequences of development.

Summary

Although questions of sequences and cross-domain organi-
zation pervade developmental work over many decades, our
understandings of these issues have advanced greatly over
the past decade. Even until the year 2000, the similar-se-
quence finding held for most conditions and developmental
sequences. Only recently have several nonnormative se-
quences been noted, complicating the idea that develop-
ment in children with mental retardation is merely slowed
compared to typically developing children. Similarly, with
respect to cross-domain relations, recent findings highlight
which particular domains within which particular etiolo-
gies are relative strengths or weaknesses. Even more recent
work begins to document that etiology-related strengths
and weaknesses become more pronounced with age and, in
a preliminary way, explains why such intensifications of
cognitive-intellectual profiles might occur.

Finally, sequences and structures need to be examined
within a single conceptual framework. Though their con-
nections might seem obvious, similar-sequence and simi-
lar-structure studies have, until now, generally proceeded
in isolation one from another. But if indeed nonnormative
sequences most often occur within weak areas of function-
ing, we begin to see how the two interrelate. Remaining to
be examined are the implications of this basic interrelation-
ship for interventions and for better understandings of
cross-domain relations and sequential developments. Given
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the new studies of behavioral development in many differ-
ent etiological groups, we are only now truly understanding
sequences and structures.

CONTEXTUAL DEVELOPMENT

Compared to sequences and structures of children’s own
development, the contexts in which children with mental
retardation develop have been studied for a much shorter
time. This relatively short research history reflects rela-
tions between developmental psychology proper and devel-
opmental approaches to mental retardation.

To provide a brief history, Zigler (1967, 1969) formal-
ized the developmental approach to mental retardation in
the late 1960s. With Weisz in the 1970s and with Cicchetti,
Beeghly, Pogge-Hesse, Hodapp, and Burack from the 1980s
on, that approach was tested, applied to new (mostly or-
ganic) populations, and updated. The updates from the
1980s informed traditional issues of sequences and struc-
tures but also capitalized on newer work in the wider field
of developmental psychology. Bell’s (1968) work on inter-
actionism and mother-child interactions, Sameroff and
Chandler’s (1975) transactional model, and Bronfenbren-
ner’s (1979) ecology of childhood all began to be included
in developmental approaches, in preliminary form during
the 1980s (Zigler & Hodapp, 1986), with more elaboration
during the 1990s (Burack, Hodapp, & Zigler, 1998; Ho-
dapp, 1998; Hodapp & Zigler, 1995).

Four Preliminary Issues

Other background issues go beyond the history of develop-
mental approaches to mental retardation per se. Before dis-
cussing mother-child interactions and families of children
with disabilities, we first note four preliminary issues that
frame such topics.

Subject Groups

Just as in studies of children themselves, studies of parents
and families must be evaluated based on who is being stud-
ied. Does a particular study examine parents or families of
children with disabilities, of children with mental retarda-
tion, or of children with a particular syndrome? As before,
many more studies exist concerning either parents-families
of children with disabilities or with mental retardation in
general; fewer focus on children with a specific genetic

syndrome (usually Down syndrome) or psychiatric disorder
(usually Autism).

But as we are increasingly appreciating, differences may
arise depending on which parents or families one examines.
Parents and families overall react differently to children
with one versus another genetic mental retardation syn-
drome. Such reactions relate to the child’s personality and
maladaptive behavior or, in certain circumstances, to the
child’s actual or perceived cognitive-linguistic strengths
and weaknesses. Further complications may also relate to
the child’s age and the parents’ knowledge of etiology-
related behaviors. Different findings may occur when one is
examining parents or families of children with mental retar-
dation compared to parents-families of children with one or
another particular genetic syndrome (Seltzer, Abbeduto,
Krauss, Greenberg, & Swe, 2004).

Same but Different Sets of Parental-Familial Needs

Parents and families of children with disabilities have some
needs in common and some that differ from those of par-
ents-families of typically developing children. On one
hand, the needs of the two groups are similar. Both sets of
parents need to provide for and socialize their children,
promote their children’s development, and launch their
adolescents into (hopefully successful) adult lives. At the
same time, these families face reactions and needs that are
specific to parents and families of children with disabili-
ties. In contrast to parents of typically developing children,
parents of children with disabilities need to learn about the
many support services available in their community; about
the many legal rights, hearings, and appeals that surround
educational and other services; and about detailed aspects
of the services themselves, the individualized family ser-
vice plans (IFSPs) during preschool, individualized educa-
tional plans (IEPs) during school years, and individualized
transition plans (ITPs) during the transition from adoles-
cence to adulthood.

Parents of children with specific genetic syndromes have
other, more specialized needs. These needs relate to learn-
ing about their child’s specific condition, about which pro-
fessionals, centers, schools, group homes, or respite care
settings might be most helpful, and about parent groups spe-
cific to their child’s disability. Parent needs therefore exist
on three levels: as parents of any child, as parents of a child
with disabilities, and as parents of a child with a specific
disability condition.

Cutting across these differing needs are both formal
(professional) and informal (nonprofessional) support sys-
tems. To most family researchers, support can be divided
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into three types (e.g., Kazak, 1987). First, emotional sup-
port helps parents and other family members come to terms
with the strong emotional reactions that accompany raising
a child with disabilities. Second, informational support in-
volves gaining knowledge about the child, the child’s condi-
tion, necessary services, and treatment options available in
one’s own local community. Third, tangible support con-
cerns money, interventions, and the performance of such
day-to-day tasks as providing babysitting or respite care or
driving the child to out-of-home-based therapy. Each type
of support is important, and each is probably needed by
most parents some of the time.

Changing Perspectives toward Families in the
Disabilities Field

In developmental psychology, studies are relatively new of
families, mother-child interaction, and the larger ecology
of childhood. Depending on the specific topic, such studies
date to the early to late 1970s. In contrast, families of chil-
dren with disabilities have been examined for over 100
years (Blacher & Baker, 2002), with more sustained re-
search attention over the past 40. But even from about 1960
on, such history has changed dramatically.

Most early studies considered only the negative conse-
quences that may arise from parenting a child with disabil-
ities. Using Freud’s (1917/1957) model of mourning in
response to losses of any kind, Solnit and Stark (1961) de-
scribed what they called “maternal mourning.” On the
birth of a child with disabilities, mothers mourn, as in a
death, the loss of the idealized, perfect child. Mothers
were thought to experience grieving that was character-
ized by a specific, stage-like process (see Blacher, 1984).
Following Solnit and Stark, family studies of the 1960s
and 1970s then focused on depression, neuroticism, role
tensions, and other adverse psychological effects. Some re-
searchers examined depression in mothers (Cummings,
Bayley, & Rie, 1966; Friedrich & Friedrich, 1981) and in
fathers (Cummings, 1976). Others studied siblings, noting
that the oldest nondisabled daughters may be most at risk
for psychological problems due to increased household or
child care responsibilities (Lobato, 1983). The general
conclusion was that bad things happen to families of chil-
dren with disabilities.

Beginning in the early 1980s, researchers began to adopt
a more balanced view of these families. In 1983, Crnic,
Friedrich, and Greenberg proposed that, instead of neces-
sarily negative or pathological outcomes, the outcomes
arising from parenting a child with disabilities might better
be construed in terms of stress and coping. In stress-and-

coping models, the child with disabilities is considered an
increased stressor on the family, but one that different par-
ents and families handle differently. Parenting the child
with disabilities thus became akin to handling any stressor,
such as coping with the illness of a parent or child, or losing
a job, or moving. Like reactions to all stressors, parents and
families can react either positively or negatively.

This shift from negative-pathological to stress-and-
coping models had several effects on subsequent research.
The main effect was a more positive view. Parents and
families of children with disabilities were no longer
thought to always be negatively affected, although they
could be. Instead, researchers began to search for risk and
protective factors within children, parents, and families
(Hodapp, 2002).

Secular Changes toward Children with Disabilities
and Their Families

At the same time as disability professionals changed their
conceptualizations of these parents and families, parallel
changes occurred in society at large (Glidden, 2002). Con-
sider where and how children with disabilities live. In the
mid- to late 1960s, many more persons, including children,
resided in large, often impersonal institutions. In 1967, al-
most 200,000 Americans lived in institutions, including
91,000 children. By 1997, that number had fallen to 56,161,
including fewer than 3,000 children (Anderson, Lakin,
Mangan, & Prouty, 1998; Lakin, Prouty, Braddock, & An-
derson, 1997). Of those children who remained at home
during the 1960s and early 1970s, access to formal educa-
tion varied widely, depending mainly on the generosity of
their particular town or state. Only in 1974, with the pas-
sage of the federal Education for All Handicapped Chil-
dren Act (PL 94-142), were U.S. states and towns required
to provide a “free, appropriate public education” to all stu-
dents, including those with disabilities (see Hallahan &
Kauffman, 2002).

Over these past few decades, services have also extended
beyond simply schooling. Across the United States, states
now provide early intervention services during the 0- to 3-
year period. Later, after the school-age years, transition and
adult services help young adults with disabilities to work
and live as independently as possible (Wehman, 2001). Ser-
vices for individuals and their families are thus lifelong,
and one must consider the interplay between children-par-
ents-families and the service-delivery system from a life
span perspective.

Beyond the presence of services themselves, one must
consider how such services are conceptualized. Partly due
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to the change from pathological to stress-and-coping mod-
els, service delivery is now considered in terms of support-
ing families. Instead of being conceptualized as patients
who need to be cured, today’s parents, siblings, and fami-
lies are conceptualized as consumers of services who re-
quire different sets of long- or short-term support to cope
more effectively. This “support revolution” has changed
the nature of services and how such services are under-
stood by families and professionals (Hallahan & Kauff-
man, 2002).

Mother-Child Interactions

These four issues, then, frame our examinations of contex-
tual issues related to children with disabilities. As in our
discussions of organismic developmental topics, we again
highlight two issues: mother-child interactions and family
coping. Here again we focus on more general findings re-
lating to parents-families of children with disabilities as
well as on newer work examining both interactions and
family reactions concerning children with different ge-
netic disorders.

Studies of Mothers and Children with
Mental Retardation

Owing much to Bell’s (1968) interactionism, in the early
1970s researchers began to examine mother-child interac-
tions when children had mental retardation. The initial
question was one of “same or different”: Were mothers’ be-
haviors toward their child with mental retardation the same
as or different from maternal behaviors to typically devel-
oping children?

Such differences were found in most early studies. Buium,
Rynders, and Turnure (1974) and Marshall, Hegrenes, and
Goldstein (1973) found that mothers of children with Down
syndrome provided less complex verbal input and were more
controlling in their interactive style than were mothers of
same-age nonretarded children. Although these authors noted
only that the two groups of mothers differed in their behav-
iors, later workers citing these studies referred to the “verbal
deprivation” (Mahoney, 1975) encountered by children with
mental retardation.

But not all studies found such differences in maternal
input. Rondal (1977) and Buckhalt, Rutherford, and Gold-
berg (1978) observed that mothers of children with mental
retardation behaved similarly to mothers of nonretarded
children. Rondal noted that, when children with Down
syndrome and nonretarded children were matched on the
child’s mean length of utterance (MLU), “None of the
comparisons of mothers’ speech to normal and to Down

Syndrome children led to differences that were significant
or close to significant” (p. 242) between the two groups.
Additionally, both groups of mothers adjusted their lan-
guage upward (e.g., longer MLUs) as the children’s lan-
guage level increased. Rondal concluded, “The maternal
linguistic environment of DS children between MLU 1 and
3 is an appropriate one” (p. 242).

In reconciling such divergent findings, most differences
across studies seem to be due to methodological differ-
ences. In general, when children with mental retardation
were matched to nonretarded children on chronological age
(CA), mothers of children with mental retardation inter-
acted differently. But children with mental retardation are,
by definition, functioning at levels below nonretarded age-
mates; CA matching may thus be inappropriate. A more
appropriate strategy might be to match mother-child dyads
on the child’s mental age (MA) or the child’s level of lan-
guage (MLU).

An additional issue concerns the focus of the inter-
action. Although mothers of children with mental retarda-
tion are equivalent to mothers of typically developing,
MA- (or MLU-) matched children on their levels of lin-
guistic input, such is usually not the case when maternal
style is examined. Compared to mothers of typically de-
veloping children, mothers of children with mental retar-
dation are often found to be more didactic, directive, and
intrusive (Marfo, 1990). Such stylistic differences be-
tween mothers of children with and without mental retar-
dation are seen on a number of levels. Tannock (1988)
found that, compared to mothers of nonretarded children,
mothers of children with Down syndrome took interactive
turns that were longer and more frequent; in addition,
these mothers more often “clashed,” or spoke at the same
time as their children (also Vietze, Abernathy, Ashe, &
Faulstich, 1978). These mothers also switched the topic of
conversation more often, and less often silently responded
to the child’s utterance.

Although this stylistic difference has since been noted
in many studies, why mothers in the two groups differ
remains unclear. The most common explanation is that
mothers of children with mental retardation inject their
parenting concerns into the interactive session. Greater
numbers of mothers of children with mental retardation
consider interactions as “ teaching sessions,” as moments
not to be squandered in the nonstop effort to intervene ef-
fectively (Cardoso-Martins & Mervis, 1984; Jones, 1980).
In contrast, mothers of typically developing children dis-
play fewer fears and concerns; they may simply desire to
play—in a more spontaneous, less directive manner—
with their typically developing children.
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Studies of Mothers and Children with Specific
Genetic Etiologies

Over the past decade, studies began to examine mother-
child interactions when children have different genetic
etiologies. Following from the indirect effects model de-
scribed earlier (Hodapp, 1999), the question concerns how
different genetic disorders lead to different child behav-
iors, which in turn lead to different maternal reactions.

To date, two sets of studies show such etiology-related
differences in maternal behaviors. The first concerns chil-
dren with Down syndrome and so-called dependency cues.
To simplify somewhat, compared to children with mental
retardation overall, children with Down syndrome have
long been considered to have upbeat, sociable personalities
(Carr, 1995; Hornby, 1995) and to show lesser amounts of
maladaptive behavior-psychopathology (Dykens & Kasari,
1997; Meyers & Pueschel, 1991). But these children may
also have other characteristics that lead others to want to
nurture them. Compared to typical children of the same
chronological age, children with Down syndrome generally
display more infantile, “babylike” faces (Allanson, O’Hara,
Farkas, & Nair, 1993). As Zebrowitz (1997) showed, adults
perceive babyfaced (as opposed to more “adult-faced”) in-
dividuals as more sociable, warmer, dependent, naïve, and
compliant. In one study in which naïve adults rated chil-
dren’s faces, adults perceived children with Down syn-
drome (compared to children with other types of mental
retardation) as more dependent, babylike, and warmer (Fi-
dler & Hodapp, 1999).

In further work, Fidler (2003) examined the nature of
maternal vocalizations—so-called motherese—provided to
children with Down syndrome. As one might expect when
interacting with more immature, dependent-looking chil-
dren, mothers gave more high-pitched and variably pitched
intonation patterns in interactions with their children with
Down syndrome than to children with mixed mental retar-
dation of similar mental ages. Although it remains unclear
what exactly mothers were reacting to (the child’s person-
ality, lack of psychopathology, or facial appearance), moth-
ers of children with Down syndrome nevertheless showed
differences in their interactive behaviors compared to
mothers of children with other types of mental retardation.

A second set of studies relates to mothers’ reactions to
their child’s cognitive strengths and weaknesses. In one
study, Ly and Hodapp (in press) examined child effects on
parents’ behaviors in parent-child dyads of children with
Prader-Willi syndrome versus with Williams syndrome.
These two groups were chosen due to the fact that children
with Prader-Willi syndrome are, on average, particularly

proficient in jigsaw puzzles (Dykens, 2002). In contrast,
children with Williams syndrome are generally deficient in
a wide variety of visual-spatial skills (including jigsaw
puzzles). In a short parent-child interaction, Ly and Ho-
dapp measured parents’ amount of helping and reinforce-
ment behaviors in response to interacting with their child to
complete a jigsaw puzzle task. From attribution theory
(Graham, 1991), parents of children with Williams syn-
drome (versus with Prader-Willi syndrome) were hypothe-
sized to provide more help and reinforcement during the
jigsaw puzzle interaction task.

Compared to parents of children with Prader-Willi syn-
drome, parents of children with Williams syndrome pro-
vided more helping and more reinforcement behaviors.
Within the 5-minute interaction session, parents of chil-
dren with Williams syndrome helped their child 49 times,
compared to slightly fewer than 24 times for the Prader-
Willi parents. Similarly, parents of children with Williams
syndrome reinforced their children over twice as often as
did parents of children with Prader-Willi syndrome (means
= 14.14 and 5.75, respectively). Further analyses showed
that both the child’s level of puzzle abilities and the spe-
cific etiology (and, presumably, the mother’s sense of what
her child with Williams or Prader-Willi syndrome “should
do”) both contributed to these between-group differences
in maternal interactive behaviors.

These findings indicate that different genetic mental re-
tardation syndromes may have indirect effects on parents. If
parents of children with Down syndrome react to their
child’s more pleasant personality, lack of maladaptive be-
havior, and babylike facial appearance, and those of children
with Prader-Willi and Williams syndromes react to high
versus low puzzle abilities (respectively), then different ge-
netic disorders may indirectly affect surrounding adults.

Families

More than most areas of mental retardation work, family
research has been affected by changing perspectives over
the past 20 years. In contrast to the more negative, patho-
logical view held by professionals a few decades ago, re-
searchers now conceptualize families of children with
mental retardation more from stress-and-coping perspec-
tives. This change has led to new theoretical models, stud-
ies of families of children with specific etiologies, and
approaches in how research is performed.

Theoretical Models

The shift from negative-pathological to stress-and-coping
perspectives has spurred new models that emphasize 
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heterogeneity from one family to another. Consider the
so-called Double ABCX model (Minnes, 1988; adapted
from McCubbin & Patterson’s, 1983, ABCX model). Ac-
cording to the Double ABCX model, the effects of the
“crisis” of having a child with retardation (X in the
model) is due to specific characteristics of the child (the
“stressor event,” or A), mediated by the family’s internal
and external resources (B) and by the family’s percep-
tions of the child (C). But because children with mental
retardation and their effects on families change over time,
the term “Double” has been applied to the original ABCX
model. The Double emphasizes that characteristics of the
child change as the child gets older, the family’s internal
and external resources may change, and changes may
occur in the family’s perceptions of the child.

Although overly broad, the Double ABCX framework has
nevertheless served researchers well. In its most general
sense, the model helps explain both negative and positive
consequences of rearing a child with mental retardation
(Minnes, 1988). For all families, children who display fewer
emotional problems and require less physical caretaking
may help parents and families to adjust more positively. In
the same way, families with few internal or external re-
sources are more likely to be negatively affected by the
child with retardation; families with more resources should
do better.

Two elements of the model have been particularly in-
formative. The first pertains to parents’ internal and exter-
nal resources, the B term of the Double ABCX model.
Parents who take a more active, problem-solving approach
to rearing their child with disabilities experience less de-
pression than “emotion-based” copers (i.e., those who
either dwell on or, conversely, deny all emotions; Essex,
Seltzer, & Krauss, 1999; Seltzer, Greenberg, & Krauss,
1995; Turnbull et al., 1993). Similarly, parents with larger,
more effective support systems do better. To take the most
obvious examples, mothers in good versus bad marriages
cope better, as do parents in two-parent versus one-parent
families, and those at higher socioeconomic levels (see
Shapiro, Blacher, & Lopez, 1998, for a review).

Second, children’s own characteristics (A of the Double
ABCX model) may elicit better or worse coping from their
families. Children who are more dependent on their parents,
as well as those showing a lack of social responsiveness, un-
usual caregiving demands, or aggressiveness, are most prob-
lematic for parents (Beckman, 1983; Frey, Greenberg, &
Fewell, 1989; Minnes, 1988). Moreover, the direction of ef-
fects likely runs from child behavior to parent reaction.
Keogh, Garnier, Bernheimer, and Gallimore (2000) exam-
ined families when the children with disabilities were 3, 7,

and 11 years old. Using path analyses, they showed that the
child’s higher levels of behavior problems, greater degrees
of cognitive impairment, and lower levels of personal-social
competence affected parent and family adaptation. In con-
trast, parental changes and adaptations of the family routine
usually did not influence later child behaviors.

Etiology-Related Studies

Similar to research on parent-child interactions, family
work focusing on different genetic syndromes is relatively
new. The single exception is Down syndrome, a group of
families that have been examined over many years. To
date, many findings of etiology-related family work rein-
force earlier work that examined families of children with
mixed or heterogeneous forms of mental retardation. But,
as we illustrate, the potential of examining families of chil-
dren with specific genetic disorders goes beyond mere
replication.

So far, several studies have examined the stress levels of
children with different genetic forms of mental retardation.
Some studies have examined a single etiological group, and
others have compared two or more groups. As when families
of children with mixed or heterogeneous mental retardation
have been examined, these studies find that children with
different genetic etiologies also cause greater levels of
parental stress when children show higher levels of maladap-
tive behaviors (Hodapp, Dykens, & Masino, 1997; Hodapp,
Wijma, & Masino, 1997).

But beyond this connection between the child’s maladap-
tive behavior and parental stress, other, more intriguing
effects of etiology have also been noted. Consider the so-
called Down syndrome advantage (Seltzer & Ryff, 1994).
Parents of children with Down syndrome generally report
less stress compared to parents of children with Autism or
with other types of mental retardation. Comparing to same-
age children with Autism, Holroyd and MacArthur (1976)
found that parents of children with Down syndrome reported
less stress overall, and Kasari and Sigman (1997) found that
parents of children with Down syndrome versus with
Autism reported less child-related stress. Sanders and Mor-
gan (1997) found that both mothers and fathers of children
with Down syndrome versus with Autism experienced simi-
lar levels of parental pessimism but fewer parent and family
problems.

Other studies compared stress levels in parents of chil-
dren with Down syndrome to levels in parents of children
and adults with other types of mental retardation. Fidler,
Hodapp, and Dykens (2000) found that parents of 3- to 10-
year-old children with Down syndrome reported less stress
relative to parents of children with Williams syndrome or
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Smith-Magenis syndrome. In a study comparing mothers of
children with heterogeneous causes of mental retardation,
mothers of children with Down syndrome reported lower
total child-related stress levels (Hodapp, Ricci, Ly, &
Fidler, 2003). This Down syndrome advantage was also
present when Seltzer, Krauss, and Tsunematsu (1993) com-
pared parenting stress in mothers of 35-year-old adults
with Down syndrome to stress in mothers of adults with
other forms of mental retardation.

Although a few studies do not find advantages for fami-
lies of children with Down syndrome versus with other dis-
abilities (e.g., Cahill & Glidden, 1996; Hanson & Hanline,
1990), the large majority do. However, this advantage is
not seen when comparisons are made to parents of children
with same-age, typically developing children (Roach,
Orsmond, & Barratt, 1999; Scott, Atkinson, Minton, &
Bowman, 1997). Furthermore, many studies find that, apart
from overall stress levels, parents report their children with
Down syndrome as being especially reinforcing to them
(Hodapp, Ly, Fidler, & Ricci, 2001). Although by no means
problem free, parents and families of children with Down
syndrome do seem to be advantaged compared to families of
children with mental retardation overall.

What accounts for this potential Down syndrome advan-
tage? Two explanations seem possible. First, parents and
families may benefit from aspects of Down syndrome that
are apart from the child’s behavior per se. Down syndrome
is a relatively common disorder known to laypeople and
professionals alike and has many active parent groups. Par-
ents are also more likely to be older and to have parented
other children. Such factors might be considered variables
that are associated with the syndrome itself. Second, on av-
erage, children with Down syndrome may differ from oth-
ers with mental retardation. As we noted earlier, children
with Down syndrome are generally considered to have up-
beat personalities, sociable natures, and a relative lack of
psychopathology. Although associated and child-related
explanations are both possible—and the two are not mutu-
ally exclusive—the behaviors of children with Down syn-
drome probably at least partially account for parent and
family reactions.

In thinking about this issue, we are also struck by the
ways behaviors of children with different genetic syn-
dromes might serve as stand-ins or proxies for certain
behaviors (Hodapp, 2004b). These behaviors then elicit re-
actions from others. To take some examples, children with
Down syndrome might be considered to have upbeat, socia-
ble personalities and a relative lack of psychopathology;
those with Prader-Willi syndrome show hyperphagia, ob-
sessions and compulsions, and temper tantrums (Dykens,

1999); those with Williams syndrome seem friendly, even
overly friendly, and anxious (Dykens, 2003). Similarly,
many genetic syndromes show patterns of cognitive-
linguistic strengths and weaknesses, which—as in the
Williams syndrome versus Prader-Willi syndrome jigsaw-
puzzle study—may elicit differential emotional and behav-
ioral reactions from others. The task now is to identify
which etiology-related behaviors, in which contexts, and
for which people (parents, siblings, teachers), elicit which
specific reactions from others.

Mix of Studies

Given the earlier, dominant view that parents and families
coped poorly and that child characteristics were unimpor-
tant, most early family research adopted a group-differ-
ence perspective. Thus, most researchers of the 1960s and
1970s compared parents of children with disabilities to
parents of same-age children without disabilities. In many
ways, within-group variability became an “error” that de-
tracted from finding group differences showing how poorly
these families were actually coping.

Although there continues to be a need to document
whether families of children with disabilities cope the same
as, better, or worse than families of same-age typically de-
veloping children, these between-group studies are now
being supplemented with many within-group studies (Ho-
dapp, 2002). Such within-group studies are consistent with
the change to a stress-and-coping perspective. If parents and
families differ widely in how they cope, which factors might
predispose certain parents to cope well and others poorly?
The identification of such factors—in children, parents, and
families as a whole—has now become a major focus of dis-
ability family research. Such within-group work also has
both scientific and practical consequences. By identifying
protective or risk variables in children, parents, and fami-
lies, family researchers begin to understand the mechanisms
by which better or worse adaptation comes about. We can
now go beyond judgments of better or worse to understand
why, exactly, some families cope well and others poorly.

Identifying mechanisms, in turn, allows us to know with
whom, when, and how to intervene. If, for example, moth-
ers who approach problems in a less active way are most at
risk, interventions can be tailored to help these particular
women. Parents or families also may be more adversely af-
fected at certain times. In Down syndrome, for example,
many hospitalizations, mostly for heart and respiratory
problems, occur during the preschool years. For families of
these children, but maybe not for other families, the pre-
school period may prove especially stressful. Finally, if we
can understand which parents, siblings, and families are
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most at risk, when they most likely face such risks, and the
reasons such risks occur we may be able to better devise the
contents and approaches of intervention. Linking stress-
and-coping models with etiology-related approaches makes
possible the eventual answers to these questions.

REMAINING ISSUES

Although developmentally oriented work has progressed
greatly over the past 10 to 15 years, much remains to be
done. Indeed, some of the field’s basic issues remain unre-
solved. In an effort to facilitate developmentally oriented
work in future years, then, we end this chapter by dis-
cussing five issues that are essential to continued progress.

Control-Contrast Groups

The control-contrast group issue continues to be problem-
atic in studies of children with mental retardation and their
families. Historically, this question revolved around the
use of chronological age versus mental age comparison
groups and was also tied to the issue of whether children
with mental retardation develop differently from or slower
than typically developing children. But as these issues have
become more complicated in recent times, we first describe
historical issues, then more recent concerns. Particularly
when dealing with more recent concerns, we detail the
many ways that control and contrast groups have been used
in research examining children with different genetic syn-
dromes of mental retardation.

Historical Background

Over the past 40 years, a long-standing controversy has re-
lated to two types of comparisons to typically developing
children. One group, referred to by the term “defect theo-
rists,” asserted that etiology does not matter, that all chil-
dren with mental retardation suffer from organic defects.
These researchers generally compared children with men-
tal retardation to typically developing children of the same
chronological age.

An entire research tradition has shown that, relative to
typically developing children, numerous aspects of cogni-
tion and language are deficient in children with mental
retardation. Different researchers emphasized different
core defects, including cognitive rigidity (Kounin, 1941;
Lewin, 1936), memory processes (Ellis, 1963), discrimi-
nation learning (Zeaman & House, 1963), and attention-
retention capabilities (Fisher & Zeaman, 1973; for a
review, see Burack, 1990).

In all of these studies, children with mental retardation
were matched to children of the same chronological age. But,
as developmentalists repeatedly noted, mental retardation
is, by definition, marked by slower rates of development
(Burack, Evans, Klaiman, & Iarocci, 2001). On almost every
measure, then, children with mental retardation will show
lower levels of cognitive functioning than CA-matched typi-
cally developing children. As Cicchetti and Pogge-Hesse
(1982) noted, children with mental retardation function
below children of the same chronological age in most areas
of cognition, but “the important and challenging research
questions concern the developmental processes” (p. 279; ital-
ics in original). Such processes can only be determined using
MA-matched typically developing controls, thereby showing
which areas are more or less affected.

To give one example, Iarocci and Burack (1998) reeval-
uated the literature on attention deficits among persons
with mental retardation. They concluded that attention
deficits were much more likely to be found when match-
ing between the groups of participants with and with-
out mental retardation was based on CA rather than
MA. Furthermore, even the few examples of deficits in
studies with MA matching were not particularly strong
methodologically, as confounding factors of organic etiol-
ogy and institutionalization were not considered (Burack
et al., 2001).

As we note in our discussions about control-contrast
groups in etiology-based studies, the techniques for match-
ing by developmental level continue to be discussed and de-
veloped (Mervis & Robinson, 1999; Sigman & Ruskin,
1999). Among others, Loveland and Kelley (1986) and Bu-
rack, Iarocci, Flanagan, and Bowler (2004) highlight the
need to further fine-tune matching developmental level so
that the matching is not by general developmental level but
is linked to the specific task.

For certain issues, it may even be possible to forgo
matching altogether. For example, Jarrold and Brock
(2004), after criticizing most matching strategies because
of unclear relationships between background matching
measures and performance on the experimental task, ad-
vocate regression techniques. These techniques seem par-
ticularly useful for charting developmental change. Like
all sophisticated statistical analyses, however, such tech-
niques require sufficient numbers of participants and time
points in order that change over time can be charted most
effectively.

Contrast Groups in Etiology-Based Research on Children

As etiology-based developmental research has proliferated
over the past decade, researchers have needed to choose ap-
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TABLE 6.2 Strengths and Weaknesses of Some Common Etiology-Based Research Approaches

Control Group Characteristics Strengths-Weaknesses

Strategies to Determine Whether a Specific Disorder Has Strengths-Weaknesses

1. None Performance “against self ” Shows etiology strength.

2. Typical Equated on MA

Equated on CA

Shows relative strength (versus MA) or intact functioning (versus CA); unclear if
profile is unique, partially shared, or similar to all persons with mental retardation
(MR).

Strategies to Determine Whether Behavioral Characteristics Dif fer from Others with Intellectual Disabilities

3. Mixed ID Mixed causes of MR Shows that etiology strength-weakness is not due to MR. Weaknesses = hard to find;
control group changes across studies; mixed ≠ nonspecific.

4. Down DS Shows behavior not due to any syndrome, but DS has its own behavioral syndrome
characteristics (may lead to inaccurate conclusions if DS = “all MR”).

Strategies to Further Delineate Etiology-Specific Behaviors

5. Same-but-different MR Etiology similar in behavior
to group

Highlights fine-grained differences in behavior if two or more etiologies have similar
behaviors to make contrast meaningful.

6. Special Group with special
behavior

Shows ways that etiology is similar to or different from group with special problem
or profile (but without MR).

Adapted from “Strengthening Behavioral Research on Genetic Mental Retardation Disorders,” by R. M. Hodapp and E. M. Dykens, 2001, American
Journal on Mental Retardation, 106, pp. 4–15.

propriate control-contrast groups (some might prefer the
term “comparison group” to “control group,” as no experi-
mental manipulation is being performed; Burack et al.,
2004). In Table 6.2, we present three broad research ques-
tions (comprising six research strategies) that have been
commonly used in etiology-based behavioral research
(from Hodapp & Dykens, 2001).

Do Children Show an Etiology-Related Profile?
Given the interest in relative strengths and weaknesses in
different etiological groups, a first strategy is to have no
control or contrast group. To determine whether children
with Williams syndrome show strengths in language ver-
sus visuospatial processing, Bellugi et al. (1999) compared
each child’s functioning on a language domain to that
same child’s performance on another domain. Children
thus become their own controls, as their functioning levels
in one domain are compared to more general, overall func-
tioning levels.

Although widely used, this self-as-control technique has
several limitations. Technically, one can compare the per-
son’s performance only on one versus another domain on
the same test. Different tests are standardized on different
samples, and intelligence test scores tend to increase from
decade to decade (Flynn, 1999). One should therefore com-
pare different domains only of the same test. In addition,
such domains as theory of mind, mother-child interaction,
and family functioning have few well-normed, reliable, or
valid psychometric instruments.

A second technique also attempts to answer the relative
strength or weakness question. Here, the researcher com-
pares persons with mental retardation to typically develop-
ing children of the same mental age. Depending on the
question of interest, the process might be thought of as
comparing the child with mental retardation to typical chil-
dren of similar functioning levels (Burack et al., 2004). To
determine areas of adaptive strength or weakness, one
might compare children with Down syndrome to typically
developing children using the Vineland Adaptive Behavior
Scales; to determine whether aspects of language are rela-
tive strengths, one might match on the child’s MLU to ex-
amine aspects of pragmatics or semantics. In each case, the
researcher compares children with a particular genetic syn-
drome to typically developing children of similar age-equiv-
alent performance.

But, at times, CA-matches may be informative. Specifi-
cally, only by comparing to typically developing children of
similar chronological age can one determine if certain groups
are “spared” in their functioning in a behavioral domain. A
good example involves Williams syndrome, earlier thought to
be spared in certain areas of language. Although sparing
now seems unlikely for groups (as opposed to for a few indi-
viduals) with Williams syndrome (Karmiloff-Smith, 1997;
Mervis et al., 1999), the test for spared functioning involves
comparing to typically developing age-mates either explic-
itly (using a typical CA-matched group) or implicitly (using
standard scores from a standardization sample). Researchers
do need to be aware, however, that similar functioning
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between CA-matched groups has not occurred due to the
use of tasks that are not sufficiently sensitive or developmen-
tally appropriate to detect group differences (Burack, 1997;
Burack et al., 2001).

Are Such Profiles Seen in Children with Mental Re-
tardation More Generally? This second general re-
search question also features two often used techniques. In
the first, researchers compare persons with a particular
mental retardation syndrome to a mixed or nonspecific
group who are equated on both mental age and chronologi-
cal age. If behavioral phenotypes do indeed involve “ the
heightened probability or likelihood that people with a
given syndrome will exhibit certain behavioral and devel-
opmental sequelae relative to those without the syndrome”
(Dykens, 1995, p. 523), such a mixed or heterogeneous
group best approximates those without the syndrome.

As before, several issues arise. The first concerns the
proper mixture of the mixed group, and how to ensure that
one’s sample does indeed approximate the larger popula-
tion with mental retardation. Unfortunately, in contrast to
our knowledge about many psychiatric disorders, the field
of mental retardation has performed few such epidemiolog-
ical studies. An additional issue concerns heterogeneity.
Because children in this group possess a wide variety of
conditions (and no clear conditions at all), this group may,
in theory, be more heterogeneous in its functioning than
groups from a single etiological group. Still, this heteroge-
neous group does constitute the best approximation to
those without the genetic disorder of interest. Different re-
searchers disagree as to the appropriateness of using or not
using a mixed or heterogeneous group with mental retarda-
tion as the contrast group in studies of etiology-related
functioning (for alternative viewpoints, see Burack, 1997;
Hodapp & Dykens, 2001).

A second technique in this class compares one etiologi-
cal group with children with Down syndrome. Although
groups with Down syndrome are often used as a control
group with mental retardation, we consider this strategy to
be inappropriate. As a group, persons with Down syndrome
show relative weaknesses in various aspects in language,
and they may have particular personalities and a general
lack of psychopathology. Especially when examining etiol-
ogy-related profiles in these areas, then, comparing a group
with the etiology of interest to children with Down syn-
drome as the control group seems ill advised.

Still, there may be certain instances in which children
with Down syndrome constitute an informative contrast
group. Consider, for example, the issue of modularity and
the finding that auditory short-term memory levels are
generally tied to levels of grammar in children with

Williams syndrome (Mervis et al., 1999). If indeed chil-
dren with Down syndrome also show such cross-domain
connections, more evidence has been amassed for a univer-
sal connection across these two domains (i.e., the same
connection has occurred in two separate syndromes).
Thus, although the use of children with Down syndrome as
a stand-in for all children with mental retardation, though
widely done, seems ill advised, there may be occasions in
which children with Down syndrome may constitute an in-
formative contrast group.

How Do Children in a Specific Etiological Group
Compare to Nonretarded Persons with Similar Condi-
tions or Behaviors? This final approach compares
persons who have a genetic syndrome to “specialized”
nonretarded persons in an area of interest. Here again, the
general approach can be seen through the use of two spe-
cific research techniques. In the first, persons with a par-
ticular syndrome are compared to nonretarded persons
with a diagnosed psychiatric disorder. Dykens, Leckman,
and Cassidy (1996) compared persons with Prader-Willi
syndrome to nonretarded outpatients with Obsessive-
Compulsive Disorder. With very few exceptions, the two
groups were very similar in their mean number and sever-
ity of compulsions and in percentages within each group
displaying most behaviors (e.g., cleaning, ordering/arrang-
ing, repeating rituals).

A specialized-group strategy can also be shown in a sec-
ond technique, this one comparing to nonretarded persons
who show particular cognitive-linguistic profiles. How, for
example, might children with Prader-Willi syndrome, who
show simultaneous-over-sequential processing abilities,
compare to nonretarded persons who similarly show such
simultaneous processing advantages? How do children with
Prader-Willi syndrome compare to typically developing
children who are “good puzzlers”? Are the two groups ap-
proaching problems in the same way? This strategy proba-
bly best approaches Cicchetti and Pogge-Hesse’s (1982)
call for research that examines developmental processes in
children with mental retardation. Although using special-
ized nonretarded groups risks producing no-difference
findings, we still consider this approach informative and, at
present, underutilized.

Contrast Groups in Research on Mother-Child
Interaction and Families

The issue of control-contrast groups becomes even more
complicated when one thinks about parent-child interac-
tions and families. In the field of mother-child interac-
tions, early studies examined parental (mainly maternal)
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behaviors to children of the same chronological age as typi-
cally developing children. Beginning with Rondal (1977),
groups came to be equated more on age-equivalent scores,
and either mental-age or language-age comparisons have
predominated over the past few decades.

As we gain in our knowledge of children with different
types of mental retardation, such issues become more com-
plicated. Consider the finding that children with Williams
syndrome show relative strengths in language (compared to
mental age), or that children with Prader-Willi syndrome
show excellent performance, even above typical children
of identical chronological age, on jigsaw puzzles (Dykens,
2002). What is the appropriate maternal input relative to
these tasks?

One suggestion is that children with different genetic
mental retardation syndromes might be used as proxies for
particular emotional-behavioral problems, personalities,
or skill levels on specific tasks (Hodapp, 2004b). In such
analyses, one might use children with Prader-Willi syn-
drome versus with Williams syndrome as good versus poor
jigsaw puzzlers, respectively. Other syndromes might
also be used as proxies for one or another etiology-related
behavior. The question then becomes whether parents or
others react similarly or differently to nonretarded chil-
dren who have similar high or low skills on a specific
task. Throughout these parent-child interactions, however,
some variant of MA or level-of-functioning comparisons
seems best.

But different issues arise when discussing control-
contrast groups involving families. In fact, most studies
compare families of children with mental retardation to
families of typically developing children of the same
chronological, not mental, age. The reasoning here involves
family life cycles (Carter & McGoldrick, 1988). Consider
the case of a child who is 13 years old but functioning at
the 5-year level (i.e., MA = 5 years). Which aspect of the
child—the child’s chronological age or mental age—is
most salient to families? Under family life span theory,
having lived for 13 years with a child with mental retarda-
tion may be the most important issue for parental stress
levels and family coping styles.

We are left, then, in a strange place. For most issues of
the child’s own development, MA comparisons, or compar-
isons related to some other level-of-functioning measure,
seem preferable most of the time. The few exceptions con-
cern instances of possibly spared development, when it will
be useful to add comparisons to same-age, typically devel-
oping children. Similarly, MA or other level-of-functioning
comparisons seem best when one is examining maternal
behaviors in mother-child interactions. In contrast, due to
issues involving family life cycles, CA comparisons might

be best when considering families of children with mental
retardation.

Within-Group Heterogeneity

Some of the most exciting phenotypic studies currently ex-
amine individuals with the same etiology, but who differ in
one or more aspects of behavior. Although the reasons for
within-group heterogeneity are not always known, a few
factors are beginning to be examined.

Within-Syndrome Genetic Variants

The first factor involves slight genetic variations within a
particular genetic syndrome (for a review, see Einfeld,
2004). To give a few examples, in Prader-Willi syndrome, a
distinction exists between individuals who have a deletion
on chromosome 15 contributed from the father (i.e., pater-
nal deletion) versus those who have two chromosome 15s
from the mother (i.e., uniparental maternal disomy, or
UPD). Individuals with UPD more often suffer from
psychotic disorders that first appear in early adulthood
(Clarke et al., 1998; Vogels et al., 2004). But behavior in
Prader-Willi syndrome may also be differentially affected
by the child’s type of deletion. M. G. Butler et al. (2004)
noted that deleted individuals have one of two distinct
types of deletions. In Type I deletion, individuals have a
larger deletion than in Type II deletions. Individuals with
Type I deletions show lower adaptive behavior scores and
several specific obsessive-compulsive behaviors. Although
preliminary, such within-syndrome genetic differences
seem an important avenue of research in coming years.

Non-Etiology-Related Background Genetics

A genetic disorder—be it a trisomy 21 (Down syndrome) or
a deletion on chromosome 15 (Prader-Willi syndrome)—
affects only a single chromosome or part of a chromosome.
All other chromosomes are left unaffected. Background ge-
netics involves the idea that, in addition to one’s genetic
disorder, these other chromosomes contain genetic predispo-
sitions that are at work in every individual.

In studies from several different laboratories, re-
searchers are using background genetics to examine
proneness to different behaviors and treatments. For ex-
ample, May, Potts, Phillips, Blakely, and Kennedy (2005)
examined the effects of two different genetic variants,
which had earlier been shown to predispose nonretarded
individuals to increased aggression. Their findings
suggest that, in persons with mental retardation as well,
those who have one versus another genetic variant also
have aggression-related effects. Similarly, Roof, Shelton,
Wilkinson, Kim, and Dykens (2005) examined genes
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involved in psychotropic drug metabolism in individuals
with Prader-Willi syndrome. In both cases, researchers
are going from genetic, clinical-genetic, or pharmacoge-
netic findings earlier shown to operate in typical, nonre-
tarded persons and applying these findings to persons
with mental retardation. Such studies highlight the idea
that individuals with genetic disorders are more than their
genetic disorders per se.

Developmental Change and Its Effects

In discussing sequences and cross-domain relations, we
noted that, in many syndromes, strengths become stronger
and weaknesses weaker as children get older. In the Jarrold
et al. (2001) study, for example, adolescents and young
adults with Williams syndrome advanced at faster rates in
measures of linguistic versus visuospatial processing. Why
such findings occur remains mostly unresolved. Although
sheer amount of experience in different types of task is one
possibility (Rosner et al., 2004), no studies have yet looked
in depth at the interplay between the environment and the
child’s development at various age spans.

An additional issue involves concomitant brain changes.
So far, only a few studies have even tied etiology-related cog-
nitive-linguistic profiles to brain-related tasks. For example,
following from hypotheses developed by Nadel (1996, 1999)
about hippocampal deficits in children with Down syndrome,
Pennington, Moon, Edgin, Stedron, and Nadel (2003) com-
pared these children to MA-matched typically developing
children on two sets of tasks. The first set related to func-
tioning of the prefrontal cortex, which involves holding infor-
mation in active or working memory. The second set
examined hippocampal functioning, which relates to the stor-
age of episodic information into long-term memory. As pre-
dicted, children with Down syndrome performed more
poorly than MA matches on tasks involving the hippocampus
and equivalently on tasks relating to the prefrontal cortex.

Although the Pennington et al. (2003) study is notewor-
thy as one of the first brain-related examinations of chil-
dren with any specific etiology, other, related questions
remain unanswered for children with all genetic etiologies.
How, for example, does using “strong skills” over time (and
not using one’s “weak skills”) change brain circuitry? Do
compensations occur, and how well can children who com-
pensate perform a host of different types of tasks? In no
genetic disorders have researchers yet tied together—over
time—experience, behavior, and brain functioning.

Need for Greater Amount of Basic Information

Compared to our knowledge about most other diagnostic
categories covered in the Diagnostic and Statistical Manual

of Mental Disorders and the International Classification of
Diseases, our knowledge about mental retardation remains
woefully lacking. We do not know, for example, how many
persons with mental retardation there are, or what percent-
ages have Down syndrome or any other genetic (or other)
condition. Granted, some issues are difficult due to basic
disagreements about definition of the group itself. Recall
our earlier discussion about changing mental retardation IQ
cutoffs, which by definition affect prevalence rates.

But beyond definition and prevalence, we continue to
lack basic information about a wide range of issues. For ex-
ample, we know little about the health status of children
with many different disorders, even those in whom health-
related problems seem reasonably common. Consider the
health issues in Down syndrome, in which heart problems
and surgeries to repair such problems often occur in the 1st
year of life. How often do such hospitalizations and surger-
ies occur? How might these and other health issues affect
these children’s development or their family’s functioning?
Although some larger-scale, epidemiological studies of
health-related issues are beginning to appear on certain
syndromes (e.g., J. V. Butler et al.’s, 2002, work on Prader-
Willi syndrome), the mental retardation field remains only
vaguely knowledgeable about health-related issues in many
different groups.

Other topics are also generally unresearched. Consider
the entire issue of gender differences. Although a com-
mon issue in developmental psychology proper and a
major factor in clinical depression and dysthymia, the
topic remains almost completely unstudied in groups with
mental retardation. Hodapp and Dykens (2005) recently
surveyed the reporting of gender and analysis of gender
differences in the American Journal on Mental Retarda-
tion and the Journal of Intellectual Disability Research, the
two main journals of mental retardation behavioral re-
search. They found that, in these two journals, only about
a quarter of research articles both listed the number of
participants of each sex and analyzed for sex differences.
Given the inattention to such basic child characteristics,
we remain unsure of how gender identity develops. Simi-
larly, in typically developing samples, girls and women
seem about twice as likely as boys and men to become
clinically depressed sometime during their lives (Wolk &
Weissman, 1995), and sex differences in prevalence rates
of female (as opposed to male) depressive symptoms (not
associated with full-blown depression) begin in the 10- to
15-year period (Garber, Keiley, & Martin, 2002). We do
not know whether rates of depression or depressive symp-
tomatology also show strong gender changes when chil-
dren have mental retardation (or different types of mental
retardation).
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Consider as well the entire issue of child abuse. For
many years, child abuse professionals suspected that chil-
dren with mental retardation were more likely to be abused
(Westcott & Jones, 1999). But only in the past few years
have such differential rates been documented in a strong,
epidemiologically based study that joined records from
schools, child protective services, criminal justice, and
hospitals-clinics. Once such records were joined, Sullivan
and Knutson (2000) were able to document that children
with mental retardation are approximately 4 times more
likely than nondisabled children to be abused. Now that we
have the basic numbers, countless additional questions
arise concerning when and what types of abuse occur, and
why these children suffer abuse so often.

What Do Others React To?

In considering the high rates of child abuse of children with
mental retardation, we return, from a slightly different
angle, to the entire problem of what parents or others react
to in the child with mental retardation. This simple-seeming
problem actually has several subproblems buried within.

Do Others React to Behavior Alone?

Following Bell (1968) in a theoretical sense and Rondal
(1977) in terms of input language, our original thinking fo-
cused on behavior. That is, in children with mental retarda-
tion or with particular syndromes, parents will react to the
behavior that they experience from their children. Our ini-
tial ideas also focused on a single, salient behavior from
children with one or another genetic mental retardation
syndrome (Hodapp, 1999). More recently, we have come to
question which of many etiology-related behaviors might
matter, to whom, and under which circumstances (Hodapp
& Ly, 2005).

But behavior may be one among several of the child’s
personal characteristics to which parents respond. Consider
the babyface studies discussed earlier. In both cases, unfa-
miliar adults (Fidler & Hodapp, 1999) and mothers (Fidler,
2003) were responding to the more immature, “babylike”
faces of children with Down syndrome. We have recently
been intrigued by the impact of child hospitalization and
health problems on parental and familial reactions. In short,
we suspect that the child’s behavior is not the sole personal
characteristic to which parents and others respond.

Do Others’ Reactions to Identical Behaviors Differ
Based on the Child’s Specific Syndrome?

In several studies, the child’s etiological group may moder-
ate parental reactions to the child’s behavior (or other
personal characteristic). Specifically, parents react to the

child’s behavior, but mainly in the context of what parents
know or perceive of their child’s syndrome. In one study, for
example, Ly and Hodapp (2002) asked parents of children
with Down syndrome versus with other forms of mental re-
tardation to make causal attributions in response to hypo-
thetical vignettes in which their child performed each of two
common, noncompliant behaviors. Parents of children con-
sidered more sociable and outgoing attributed their child’s
noncompliant behaviors to normative concerns (“My child is
acting like other children his or her age”). But such connec-
tions between child personality and normalizing behaviors
were found only in the Down syndrome group. Thus, among
parents of children with Down syndrome, those who saw
their child as more sociable also more highly rated normaliz-
ing as the reason for their child’s noncompliance. But among
parents of children with mixed forms of mental retardation,
no such connections existed between child personality and
parental ratings of normalizing attributions.

Such findings suggest a complex interplay between the
child’s behavior, on one hand, and parental knowledge or
perceptions of etiology-related behavior, on the other. In
the case of Down syndrome, the degree to which parents felt
that their child possesses a “Down syndrome personality”
elicited greater degrees of parental normalizing attribu-
tions. In contrast, no such connections between perceived
child personality and parental normalizing attributions oc-
curred for parents of children with mental retardation in
general. There seems, then, to be a complex interaction be-
tween the behaviors themselves and what mothers know
about their child’s type of mental retardation.

What Do Parents Know?

If parental perceptions and knowledge of their child’s etiol-
ogy are so important, what do parents know? Although a
major area in parenting studies of typically developing
children (Goodnow, 2002; Okagaki & Divecha, 1993),
parental perceptions and attributions are relatively unex-
plored among parents of children with disabilities (Ly &
Kazemi, 2005). In a few syndromes, however, we do have
some sense of what parents know about their child’s etiol-
ogy. For example, Fidler, Hodapp, and Dykens (2002) asked
parents of children with Prader-Willi syndrome, Down
syndrome, and Williams syndrome about several educa-
tion-related aspects of their child’s behavioral characteris-
tics and school accommodations. Whereas parents of
children with Down syndrome were aware of their child’s
cognitive-linguistic strengths (e.g., visual short-term
memory) and weaknesses (e.g., expressive language), par-
ents in the two other groups knew much less. Parents of
children with Prader-Willi syndrome knew of their child’s
extreme overeating and tantrums, but were less aware of
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their child’s strong visuospatial abilities. Similarly, par-
ents of children with Williams syndrome were aware of
their children’s many fears and anxieties (Dykens, 2003),
but less aware of these children’s propensity to have rela-
tively strong linguistic skills and weak visuospatial skills.

Though suggestive, these findings leave unanswered
countless other questions. Where do mothers receive their
information, and when do they receive it? How might such
information be related to parental access to and abilities in
searching the Internet, or to a parent’s degree of involve-
ment with an etiology-related parent group? How do
schools and other service systems relate to parents who
present etiology-based information, particularly given the
general disregard of etiology-related information that has
historically characterized the field of special education
(see Hodapp & Fidler, 1999, for a review)? To these ques-
tions, we remain woefully uninformed.

CONCLUSIONS AND FUTURE DIRECTIONS

Fields, like children, develop at different rates at different
times. As we have shown, work on both organismic and
contextual developmental issues has increased rapidly over
the past decade. Many of the most exciting studies involved
children with genetic mental retardation syndromes or the
etiology-related reactions to these children by parents, sib-
lings, and others. Considered overall, the past 10 to 15
years have constituted an exciting, even exhilarating, time
for developmental studies of children with mental retarda-
tion and their families.

And yet, for all of the information learned during
the past decade, we remain uninformed about many issues.
Many of these unknown areas relate to questions of
control-contrast groups, within-syndrome heterogeneity,
developmental change, basic health information, and child-
parent and child-family relations. But moving beyond these
specific content areas, we also see two major needs for
the future.

Need for Between-Level Syntheses

The first, more scientific need concerns examining how
different levels of analyses relate to one another. Like all
systems theorists, developmentalists conceptualize the
child in relation to within-child systems (e.g., brain) and
such out-of-child systems as the family (Sameroff, 1995).
The question of how development occurs can therefore be
asked on multiple levels simultaneously, and changes in
one level often relate to changes at other levels.

For mental retardation, one can look in both directions:
within and outside of children themselves. How, for example,
do changes in etiology-related strengths and weaknesses
over time—in, for example, children with Williams syn-
drome or with Down syndrome—relate to changes in brain
structures or function? How do children’s behaviors affect
others in their surrounding environments? Do changes in
others’ behaviors reflect back on children themselves?

Although currently unknown, such linkage issues seem
especially timely given the history of the mental retarda-
tion field, particularly the rise of etiology-related studies
over the past decade. As Hodapp (2004a) noted, research
on behavioral phenotypes can be characterized as having
its own Wernerian developmental pattern. Within this
perspective, the years up to and through the 1980s could
essentially be considered the prehistory of etiology-based
studies, with little information and more global and un-
differentiated senses of organicity and etiology. In con-
trast, the 1990s featured an explosion of information
about children with many different disorders. For at least
Fragile X, Prader-Willi, Williams, and a few other syn-
dromes, researchers determined basic cognitive, linguis-
tic, and adaptive profiles, as well as the nature and course
of etiology-related maladaptive behaviors. For the most
part, however, such bits of information were unconnected,
leaving knowledge that is, in Werner’s terms, “differenti-
ated but unintegrated.”

Now, as we enter the early years of the new century, we
are ready to put together the various levels. We are poised
to examine children’s development itself, in terms of both
sequences and cross-domain relations, as well as to exam-
ine how that development relates to levels within and with-
out. The search for gene-brain-behavior connections, the
use of various syndromes as models for biobehavioral syn-
theses, the connections of child behaviors to parental reac-
tions and behaviors—all constitute the coming together of
levels of the system.

Again, such multilevel approaches fit well within the
larger field of developmental psychopathology. Indeed, in
summarizing the history of advances in the field of devel-
opmental psychopathology, Cicchetti and Dawson (2002,
p. 418) noted:

Most of what is known about the causes, correlates, course,
and consequences of psychopathology was gleaned from in-
vestigations that focused on relatively narrow domains of
variables. Yet it is apparent from the questions addressed by
developmental psychopathologists that progress toward pro-
cess-level understanding of mental disorder will require re-
search designs and strategies that call for the simultaneous
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assessment of multiple domains of variables both within and
outside of the developing person.

So, too, with our understanding of individuals with mental
retardation. Whereas more narrowly tailored, single-disci-
pline analyses have characterized most studies until now,
more collaborative, multidisciplinary studies and findings
will likely pave the way for tomorrow’s advances.

Need for Greater Attention to
Etiology-Based Interventions

An additional issue concerns intervention. Since Cic-
chetti’s (1984) earliest writings, developmental psycho-
pathology has been a hybrid field, one in which proponents
are simultaneously interested in both basic and applied is-
sues. To some researchers, Williams syndrome is a genetic
etiology that tells us much about whether (or not) humans
show linguistic modularity; to others, the syndrome is one
showing particularly high rates of anxiety and fears that
may require clinical interventions (Dykens, 2003). Both
are true; both simply reflect different sides of the single
coin of developmental psychopathology.

Given these interests in using basic information to help
us develop more precise, targeted interventions, we again
see the importance of etiology-based research. Once one
knows that children with Williams syndrome, in general,
show relatively strong linguistic and weak visuospatial
skills, one can begin to consider tailoring intervention pro-
grams. Once one knows about the relative strengths seen in
most children with each of several genetic disorders, one
can begin to know how to intervene.

The task now is to take our knowledge of etiology-re-
lated profiles and determine if intervention strategies can
either play to strengths or ameliorate weaknesses. From
one direction, for several etiological groups we may cur-
rently have enough preliminary information to directly test
hypothesized underlying functional deficits. If language is
strong and visuospatial abilities weak in Williams syn-
drome, or if visual-spatial (particularly jigsaw puzzle) abil-
ities are strong in Prader-Willi syndrome, we may be ready
to develop new and more effective ways to intervene.

From the opposite perspective, several subdomains of
functioning now have sufficient normative information that
etiology-related abilities can be directly examined for a
complex behavior’s component skills. Consider reading.
For many years, Buckley and her colleagues (Buckley &
Bird, 2002; Byrne, Buckley, MacDonald, & Bird, 1995) ar-
gued that children with Down syndrome should be taught
to read. Given these children’s relative strengths (i.e.,
above overall MA levels) in visual short-term memory and

weaknesses in grammar, expressive language, and articula-
tion, readind might even be considered an entryway into
language for these children.

Although such arguments may seem reasonable, only re-
cently have researchers directly examined children with
Down syndrome using fine-grained reading tests. In three
studies, Snowling, Hulme, and Mercer (2002) compared
typical children to children with Down syndrome on seg-
mentation, nursery rhyme knowledge, rhyme detection, and
phoneme detection. They also examined letter names and
sounds, print in the daily environment, single-word reading,
and nonword reading. As might be expected, children with
Down syndrome with good, as opposed to poor, phonologi-
cal skills were better readers, but letter-sound knowledge
was not a concurrent predictor of reading performance. Fur-
ther, children with Down syndrome performed significantly
worse than control children on rhyme judgment.

Compared to typical children, then, children with Down
syndrome may follow a qualitatively different path as they
develop reading and phonological skills. These children may
be reading without the full understanding of all aspects of
phonemic awareness. To some extent, children with Down
syndrome use grapheme-phoneme strategies but are also ac-
cessing other strategies (such as whole-word recognition).
Such detailed knowledge about etiology-related profiles
could only be attained through more detailed, fine-grained
tasks that tap specific subskills involved in reading. The task
now is to use that information to develop more effective
reading instructions for these (and other) children.

We end this chapter with many more questions than an-
swers, with a bucketful of important, unanswered questions
that remain to be tackled. At the same time as we are hum-
bled by just how much information remains to be discovered,
we are also heartened by the progress that has already been
made. Indeed, comparing developmentally oriented knowl-
edge in mental retardation to only 10 or 15 years ago, prog-
ress is staggering. Like a child’s development, our trajectory
is clearly upward, rapidly so over the past decade. Our
hope—and expectation—is that upcoming decades will con-
tinue to feature the same, seemingly exponential advances in
our understanding of children with mental retardation and
their families.
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A major principle of developmental psychopathology per-
tains to the reciprocal interplay between normality and
pathology. At this juncture, adaptive and maladaptive
processes encounter a multiple-levels-of-analysis perspec-
tive from molecular to sociocultural systems (Cicchetti &
Dawson, 2002). Research in the field of developmental
language disorders has a long history, being intimately in-
tertwined with the exploration of normal language acquisi-
tion. Accounts describing normative language development
are often mutually exclusive and still a matter of intense
debate. Even after many years of study, the fundamental
mechanisms and neural substrate that mediate language
acquisition are not fully delineated. Thus, typical and
atypical language trajectories as well as their interface
characterize an enduring research interest and illustrate
the strength of a developmental psychopathology approach
(Cicchetti & Toth, 1992).
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Disorders of language rank among the most prevalent of
developmental disabilities. It is estimated that roughly
20% of preschool- and school-age children suffer from
deficits in oral and/or written language (Beitchman, Nair,
Clegg, Patel, et al., 1986; S. E. Shaywitz & Shaywitz, 2001).
Disturbances in language development may be associated
with sensory impairments (e.g., hearing loss, blindness) or
neurological disease (e.g., acquired aphasia, epilepsy). They
may be part of several syndromes related to mental retarda-
tion, such as Down syndrome or Fetal Alcohol syndrome.
Language problems may also accompany pervasive develop-
mental disorders, such as Rett’s syndrome or Autism Spec-
trum Disorders. Anomalies in language skills characterize
one crucial aspect of the autistic triad (impairments in com-
munication, social interaction, and behavior repertoire) and
represent an important feature of the syndrome as a whole.

A subset of children demonstrate significant limitations
in oral language ability despite absence of the aforemen-
tioned causes, a condition often termed specific language
impairment. More than 50% of children having specific
language impairment continue on to develop dyslexia, en-
compassing difficulties in the literacy domain (e.g., Stark
et al., 1984; Tomblin, Zhang, Buckwalter, & Catts, 2000).
Conversely, many dyslexic individuals show deficits in
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parameters of oral language (e.g., Byrne, 1981; Joanisse,
Manis, Keating, & Seidenberg, 2000). Longitudinal studies
as well as family genetic studies demonstrate considerable
overlap in etiology and co-occurrence between specific
oral language disorders and reading problems, such as
dyslexia (Catts, 1993; Flax et al., 2003; Rissman, Curtiss,
& Tallal, 1990; see L. B. Leonard, 1998; Snow, Burns, &
Griffin, 1998). To highlight the continuity between lan-
guage and reading/spelling difficulties, Tallal coined the
term language learning impairment (Tallal, Allard, Miller,
& Curtiss, 1997). Epidemiological research also indicates
that language-learning impaired individuals are vulnerable
to psychosocial problems as well as deficits in regulation
of affect and behavior (e.g., Beitchman et al., 2001; Bena-
sich, Curtiss, & Tallal, 1993; Gadeyne, Ghesquière, &
Onghena, 2004).

This chapter focuses on specific language impairment
and developmental dyslexia from a converging methodolog-
ical /developmental perspective under the rhetoric of
language learning impairment. We propose a multilevel ap-
proach, which aims to integrate molecular, cellular, macro-
scopic, and behavioral evidence. Current etiological models
from psychological and biological domains are addressed.
Prospective studies beginning early in the life span and
studies targeting remedial intervention complete the pic-
ture. The chapter concludes with recommendations and fu-
ture directions regarding basic research as well as remedial
work in developmental language disorders.

A HISTORICAL PERSPECTIVE ON
DEVELOPMENTAL LANGUAGE DISORDERS

The study of individuals with developmental language dis-
orders dates back to the nineteenth century. It was in 1822
when Franz Joseph Gall, the originator of what was later
termed phrenology, published descriptions of children who
had remarkable difficulties in oral language but did not
show characteristics of other known syndromes. More than
50 years later, the first cases with unexpected disturbances
in literacy skills were reported and considered a member of
the family of aphasias. The early publications on language
deficits entailed a series of case studies that continued to
the 1st decades of the twentieth century. The incipient re-
ports were written mainly from a medical perspective and
not seen as pertinent for educational purposes; subsequent
work accentuated the need for implementing therapies. Up
to the 1990s, several different diagnostic classifications
were suggested to describe these language disabilities of

unknown origin. In what follows, we provide a brief histor-
ical survey of the study of specific language impairment
and developmental dyslexia.

Research on Language Learning Impairments:
The Origins

Research on language-based learning impairments has its
roots in the study of language disturbances that typically
result from a single lesion to the left cerebral hemisphere.
These medical conditions are known as the aphasias. As
early as 1822, French-German anatomist and physiologist
Gall described a patient who could not voluntarily repeat
spoken words. Gall linked this impairment to trauma of the
left brain. However, it was not until the seminal studies of
neurologists Pierre Paul Broca (1861) and Carl Wernicke
(1874) that localization of language functions received
particular interest. In his native France, Broca reported a
case of speech loss due to a lesion in the posterior part of
the second and third frontal convolution. This left hemi-
sphere area was then designated “Broca’s area.” In Ger-
many, Wernicke discovered that damage to the first
temporal gyrus on the left might induce deficits in lan-
guage comprehension and literacy skills. This particular
region has become known as “Wernicke’s area.”

In 1872, Sir William Henry Broadbent, a physician from
Yorkshire, reported cases of “loss of speech and writing.”
The medical history of an intelligent adult male who suf-
fered from right hemiplegia reads as follows:

It was impossible to understand him when he attempted a
phrase, or when he tried to say anything to which I had no
clue. He laboured through the title page of a book given him
to read, but, without looking at the book, only one or two
words would have been recognised. A peculiarity of his at-
tempts to read or speak was his persevering effort to master
a word, syllable by syllable, by trying on and on again.
(pp. 161–162)

Inspired by the Zeitgeist, the German physician Adolf
Kussmaul became involved in the study of acquired lan-
guage disorders and introduced the concepts of “word
deafness” and “word blindness.” His terminology reflected
the observation that reading problems could occur as an
isolated condition:

In medical literature we find cases recorded as aphasia which
should not properly be designated by this name, since the pa-
tients were still able to express their thoughts by speech and
writing. They had not lost the power either of speaking or of
writing; they were no longer able, however, although the hear-
ing was perfect, to understand the words which they heard,
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or, although the sight was perfect, to read the written words
which they saw. This morbid inability we will style, in order
to have the shortest possible names at our disposition, word-
deafness and word-blindness [surditas et caecitas verbalis].
(Kussmaul, 1877, p. 770, cited in Hallahan & Mercer, 2002)

A Brief History of Specific Language Impairment

The literature of the late nineteenth century provides several
case histories of children showing impairments in expressive
language. English and French authors usually published
their brief descriptions under the umbrella of “congenital
aphasia” or “aphasie congénitale,” a phrase coined by deaf
instructor Léon Vaïsse in 1866. Broadbent (1872) presented
a then detailed report on an 11-year-old boy, including ob-
servations on general intelligence, speech, and literacy.
Typical remarks were:

He plays with other children. . . . He can find his way about
the streets. . . . Can be sent errands with a note, . . . will see
that he has the proper change if told beforehand how much it
should be. . . . He clearly understands everything that is said
to him, but cannot utter a single connected sentence, and has
never talked. To most questions he answers by a sound which
may be represented by “keegurkruger,” whether the required
answer be long or short. He says “no” distinctly, “yes” indis-
tinctly, that is, without the y or s; helping out the meaning by
an affirmative nod. . . . He wrote his name pretty well, and
copied several words from a printed card in written charac-
ters, but could not write yes or no when told to do so; could
not write the name of the street in which he lived. Did not un-
derstand on this or any occasion the simplest written request.
(pp. 156–157)

The German literature of the late nineteenth century
used the designation Hörstummheit (hearing mutism or au-
dimutism) to describe children suffering from congenital
aphasia. This term was introduced in 1886 by one of the
Sprachärzte ( literally, “speech doctors”), Raphael Coën,
who resided in Austrian Vienna. The speech doctors de-
voted their work to the diagnosis and treatment of commu-
nication disorders. Based on clinical observations, they
presented extensive reports of children with severe limita-
tions in language output, proposed etiological models, and
designed therapy programs for the condition under consid-
eration (see Weiner, 1986, for a stimulating review).

In 1886, citing Kussmaul’s transcoding diagram of
speech processing, Coën inferred that the impediment must
be functional in nature. Accordingly, the brain of the af-
fected child was thought to be equipped with a normally

functioning “sensory center for acoustic word images
(sound images).” The pathway between this center and the
“center for conceptions” (“ideational center”) was believed
to be intact. Hence, the audimute child should be capable of
perceiving, storing, and understanding spoken words. How-
ever, in this view, he or she either could not utilize the con-
nection between the sound image center and the “motor
center for the coordination of the sound movements into
spoken words,” or the motor center for speech itself was
only partially operative. Consequently, the child was
thought to be mute or near mute, a condition resembling
that of Broca aphasia.

Coën suggested that the functional disturbance was
hereditary, but might also be related to psychological fac-
tors and trauma. Guided by his theoretical assumptions as
well as observations on normal child development, he de-
vised a therapy that encompassed both intensive “bodily
gymnastic” and “mental gymnastic” (1886, 1888) meth-
ods. The former building block included exercises for
general functioning. The mental gymnastic component
aimed at (1) assembling visual images, word sounds, and
semantics in the sensory and ideational centers; (2) train-
ing of sensorimotor pathways and the motor coordination
center by using written sound symbols; and (3) imple-
menting elementary instructions in reading, writing, and
arithmetic. Adding to these building blocks, three speech
doctors from Berlin, Leopold Treitel (1893), Hermann
Gutzmann (1896), and Albert Liebmann (1898), high-
lighted the importance of attention and memory as medi-
ating factors in therapy.

Liebmann’s exceptional commitment to the education
of practicing physicians motivated him to offer a refine-
ment of the syndrome. In the style of acquired aphasia ter-
minology, he proposed three subtypes of hearing mutism
(1898): One, the motor type, concerned children who
were near or actually mute, or else uttered only unintelli-
gible sounds due to a malformation of the speech organs.
A second form, the sensorimotor, was said to involve chil-
dren who succeeded only in comprehending single words.
The third or sensory type was characterized by a lack of
language comprehension. In the literature in English of
the early twentieth century, reports on the last subtype
were published under the notion of “congenital word deaf-
ness” (McCall, 1911) or “congenital auditory impercep-
tion” (Worster-Drought & Allen, 1929).

Whereas early research on developmental language dis-
orders focused on cases with profound limitations in ex-
pressive language, subsequent studies also included children
whose abilities extended to multiword utterances. This led
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to a growing interest in grammatical and syntactic struc-
tures of disturbed language (e.g., Menyuk, 1964; Morley,
Court, Miller, & Garside, 1955). As the twentieth century
progressed, systematic use was made of intelligence mea-
sures, such as the Binet and Simon test. Despite this prog-
ress in methodology, validity of the studies was limited in a
variety of ways: Often, sample size did not exceed two
cases, an adequate control group was missing, language data
were frequently based on an insufficient number of utter-
ances, and information on experimental context was rarely
given (L. B. Leonard, 1979).

Paralleling methodological and conceptual develop-
ments, terminology underwent several changes. In the
1950s, efforts in distinguishing deficits of production from
those involving both comprehension and production re-
sulted in the terms expressive developmental aphasia and
receptive-expressive developmental aphasia. Stimulating
contemporary theories and presaging a still ongoing debate
(see section on Psychological Models), Benton (1964, p. 51)
then suggested that the latter condition might be based on a
“higher-level auditory perceptual deficit”:

This is, of course, not the same as saying that they are
“partially” deaf. It is not so much a question of elevation
of auditory thresholds (it is evident that many of these chil-
dren show no such elevation) but of deficits in the orienta-
tional, discriminative and integrative aspects of auditory
cognition.

The term dysphasia appeared in the 1960s and became
the most frequent term in use (developmental dysphasia)
about 2 decades later (classically, the prefix “a-” indicates
absence, whereas “dys-” denotes difficulties). However,
both terms did not prevail. Many other phrases were cre-
ated to describe the syndrome, such as “deviant language”
(L. B. Leonard, 1972), “delayed language” (Weiner, 1974),
“developmental language disorder” (Aram & Nation,
1975), “specific language impairment” (Fey & Leonard,
1983), and “language/ learning impairment” (Tallal, Ross,
& Curtiss, 1989b). “Specific language impairment” has
proved to be the most widely adopted notion in the current
Anglo-American literature (L. B. Leonard, 1998). Because
of the relationship between oral language disability and
subsequent problems in literacy skills, several contempo-
rary researchers also preferred the term language learning
impairment (Tallal & Benasich, 2002). Its raison d’être
also manifests in partially overlapping etiological theories
proposed for developmental dyslexia (see the following
paragraph).

A Brief History of Developmental Dyslexia

As early as 1887, German ophthalmologist Rudolf Berlin
characterized a group of patients who experienced severe
reading difficulties following cerebral disease. He classi-
fied them as having “dyslexia” but regarded the disorder as
a manifestation of aphasia. Subsequently, Joseph Déjérine
(1892), a Swiss-born neurologist, linked discrete reading
disability (“pure word blindness”) to a disconnection of the
left angular gyrus from the right visual cortex. It was only a
couple of years later when English school physician Pringle
Morgan (1896, p. 1378) published an article describing for
the first time a “congenital” form of reading disorder:

Percy F. . . . aged 14 . . . has always been a bright and intelli-
gent boy, quick at games, and in no way inferior to others of
his age. His great difficulty has been—and is now—his in-
ability to learn to read. This inability is so remarkable, and so
pronounced, that I have no doubt it is due to some congenital
defect. He has been at school or under tutors since he was 7
years old, and the greatest efforts have been made to teach
him to read, but, in spite of this laborious and persistent
training, he can only with difficulty spell out words of one
syllable. . . . His visual memory for words is defective or ab-
sent; which is equivalent to saying that he is what Kussmaul
has termed word blind (caecitas syllabaris et verbalis).

Morgan assumed that Percy’s disorder was caused by a de-
fective development of the left angular gyrus, which is con-
sistent with Déjérine’s tenet.

The term congenital word blindness was adopted and
used by James Hinshelwood, a Scottish eye surgeon, in his
classic 1917 monograph. His account of the rhetoric or syn-
onym congenital dyslexia referred to

children with otherwise normal and undamaged brains char-
acterised by a difficulty in learning to read so great that it is
manifestly due to a pathological condition, and where the at-
tempts to teach the child by the ordinary methods have com-
pletely failed. (p. 40)

Hinshelwood noted that the condition might be heredi-
tary and that it was more common in males than it was in
females. He postulated poor visual memory for words and
letters as the primary disability. Because the symptoms
paralleled those in adults with acquired reading deficits, he
believed that the congenital form was caused by faulty de-
velopment of the angular gyrus of the dominant hemisphere
(see Morgan, 1896). Hinshelwood emphasized the need to
observe a strict nomenclature to avoid confusion between
children with the “pure type of congenital word-blindness”
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and “generalized cerebral defects.” He was also convinced
that the pure type is susceptible to remedial strategies
based on multisensory training.

The earliest theoretical account incorporating biologi-
cal, psychological, and behavioral information on develop-
mental dyslexia was made by American neuropathologist
Samuel Torrey Orton (1925, 1937). Orton observed a strik-
ing tendency in reading-disabled children to twist the order
of letters in words while reading or spelling, which led him
to introduce the term strephosymbolia ( literally, twisted
symbols). Because letter reversals were “not an outstanding
feature” (1937, p. 93) of the condition, he also recom-
mended the notion of “specific reading disability.” Orton
favored the concept of “developmental” over “congenital,”
as the former was thought to highlight both hereditary and
environmental factors. Agreeing with Morgan and Hinshel-
wood regarding the absence of intellectual impediment in
specific reading disability, he made extensive use of the
Stanford-Binet Intelligence Scale in understanding literacy.

In terms of etiology, Orton did not agree with the angu-
lar gyrus hypothesis suggested earlier. Among other rea-
sons, he noticed the lack of neuroanatomical evidence and
argued that the complex cognitive processes of literacy can-
not be linked to a single brain structure. Alternatively, he
proposed that the syndrome could be due to a developmental
delay of the language-specific left hemisphere resulting in
mixed or incomplete cerebral dominance. This theory was
based on observations of high incidence of atypical handed-
ness and eyedness among reading-disabled individuals and
their relatives. A high number of reversal errors in reading
and spelling were taken as further support.

A considerable portion of Orton’s work was devoted to
treatment of specific reading disability. He was confident
that many of the affected individuals could improve their
reading difficulties by training strategies that exploited au-
ditory and kinesthetic senses, which did not seem to be im-
paired. Specifically, he advocated teaching the phonic
equivalents for every letter of the alphabet and then work-
ing on the blending of the letter sounds. Tactile tracing of
letters while sounding them out were assumed to support
the learning process. This multisensory approach (see Hin-
shelwood, 1917) was elaborated on later by Anna Gilling-
ham and Bessie Stillman (1936). Today, these practices are
established as the Orton-Gillingham method, a phonics-
based training using visual, auditory, and kinesthetic
modalities for reading and spelling.

Neither word blindness nor strephosymbolia has become
an accepted term in the dyslexia literature, however, pri-
marily because of their focus on isolated, nonspecific fea-

tures of the disorder. Although Orton’s view of cerebral
dominance did not meet unanimous agreement, his theo-
retical accounts had a sustained influence on the study
and treatment of developmental dyslexia. The foundation
of the International Dyslexia Association, originally
named the Orton Dyslexia Society, has reflected Orton’s
impact on the field.

Many approaches that followed this pioneering work are
closely aligned with contemporary research and are dis-
cussed in more detail in the section titled “Etiology and
Mechanisms.” Up to the 1970s, visual deficits were as-
sumed to be at the core of children’s difficulty with written
language. The influential studies of Isabelle Liberman and
others (Fischer, Liberman, & Shankweiler, 1978; I. Y.
Liberman, Shankweiler, Orlando, Harris, & Berti, 1971;
see Vellutino, 1979) initiated a rethinking toward the idea
that dyslexia is based on phonological deficits within the
language processing system. However, in the past 3 decades
the hypothesis that dyslexia is associated with impaired
perceptual processes has been reconsidered. Several theo-
ries have been developed on the basis of auditory (Tallal,
1980) and visual (Lovegrove, Martin, & Slaghuis, 1986)
deficits, cerebellar dysfunctions (Nicolson, Fawcett, &
Dean, 2001), and general sensorimotor impairments (Stein,
2001). Extensive studies on neuroanatomical as well as
neurophysiological correlates of dyslexia have been con-
ducted since Norman Geschwind (1962; Geschwind & Lev-
itsky, 1968) published his seminal work on cerebral
asymmetry in the 1960s. Concerning the early observation
that dyslexia tends to run in families, innovative methods to
study the genetics of the disorder have led to novel theoret-
ical accounts (see Grigorenko, 2001; Pennington, 1995;
Schulte-Körne, 2001). Psychological as well as neurobio-
logical approaches have inspired the development of tai-
lored interventions (see Habib, 2003), which in turn have
influenced current theorizing.

LANGUAGE LEARNING IMPAIRMENTS

The maxim of a developmental psychopathology perspec-
tive—the interplay between typical and atypical develop-
ment—constitutes an important element in the study of
language learning impairments. As outlined earlier, the
issue of definition and phenomenology has been related to
progress made in research addressing topics of etiology,
therapy, and epidemiology. Conversely, diagnostic criteria
have had a major impact on data collection and interpreta-
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tion. This section thus introduces contemporary concepts
of language learning impairments, followed by a compre-
hensive discussion of biological and psychological theoreti-
cal models of the disorder. Reviewing this literature, we
focus on essential components of language and language
learning, namely, basic sensory processing and phonology.

Definition: Specific Language Impairment

Children usually acquire language rapidly and with little
apparent effort. Parents report that children understand
words from about 8 months and start to produce words
around their first birthday (Fenson et al., 1994). By the age
of 2 to 3 years, most toddlers are speaking in short sen-
tences that incorporate many aspects of the syntactic struc-
tures present in adult grammar (Bates, O’Connell, &
Shore, 1987). Some children show slow progress during
this early phase but catch up with the peer group at around
3 years. They are what have been called “late bloomers.”
Other children’s language difficulties persist, leaving them
at a disadvantage when formal education begins. When the
language delay is significant and is not due to other clinical
conditions, these children receive the diagnosis specific
language impairment (SLI).

Most researchers and practitioners employ standardized
language tests for assessing receptive and/or expressive
language delay. Although there is variation across investi-
gations and clinical settings, the delay required for this di-
agnosis is at least 1 standard deviation below the mean of
normal (Tallal & Benasich, 2002). The Diagnostic and Sta-
tistical Manual of Mental Disorders, fourth edition (DSM-
IV; American Psychiatric Association, 1994) distinguishes
between two categories of Developmental Language Disor-
der or SLI: Expressive Language Disorder affects language
production, whereas Mixed Receptive-Expressive Lan-
guage Disorder includes both language comprehension and
production deficits. A similar distinction is made by the In-
ternational Classification of Diseases 10 (ICD-10; World
Health Organization, 1992). Here, the mixed type is la-
beled Receptive Language Disorder. Comprehension
and/or production problems may manifest within one or
more of the components of language, including phonology
(organization of speech sounds), lexicon (word meaning),
morphology (word formation), syntax (phrase and sentence
formation), and pragmatics (interactive conversational
skills). For instance, typical phonological problems ob-
served in the speech of children and even adults with SLI
are consonant cluster reduction (e.g., snow [no]) or final
consonant deletion (e.g., boat [bo]; L. B. Leonard, 1998).

In particular, young children often meet criteria for Phono-
logical /Specific Speech Articulation Disorder (DSM-IV,
ICD-10), which refers to the difficulty in clearly and cor-
rectly producing one or more of the sounds in speech. The
manifold language deficits present in SLI hence point to a
heterogeneous group of children.

SLI is primarily a diagnosis made by the exclusion of
other causes for delayed or deviant language. Mental im-
pairment, hearing or other sensory deficits, neurological
disease (e.g., seizure disorders, cerebral palsy, brain le-
sions), abnormalities of oral structure, Autism Spectrum
Disorders, and lack of adequate opportunity are the most
widely accepted exclusionary criteria (American Psychi-
atric Association, 1994; L. B. Leonard, 1998). At least
three of these criteria, however, have limitations. First, ex-
clusion of mental impairment is largely based on a nonver-
bal intelligence measure. A generally applied cutoff for
diagnosing SLI rather than mental impairment is a nonver-
bal intelligence quotient (IQ) of 85. Some children with
language problems, however, score in the borderline range
(70 to 84) on a performance test; such values are consid-
ered too low for SLI but too high for a diagnosis of mental
retardation. But even assessment of nonverbal IQ may be
directly affected by language deficit as test instructions
are usually verbal. Further, intellectual capacity appears to
decrement somewhat with age in children diagnosed with
SLI, probably due to the close link between general cogni-
tion and language abilities (Benasich et al., 1993). The
more abstract abilities tested under the label of nonverbal
IQ are less tightly linked with oral language abilities. How-
ever, differences in the amount of information received in
the environment as a function of effortful interaction with
adults as well as peers has a cumulative effect on the
child’s knowledge base. Other investigators stipulate a dis-
crepancy of at least 1 standard deviation between nonverbal
intelligence and verbal abilities to place a child in the SLI
category with reasonable certainty. However, little differ-
ence has been observed in the profiles of SLI children with
or without a significant discrepancy score (Tallal & Bena-
sich, 2002).

Second, hearing problems may be the result of otitis
media (middle ear infection) with effusion (fluid accumula-
tion). During their preschool years, many children experi-
ence several episodes of ear infection without developing
disturbances in language. Consequently, it is neither neces-
sary nor sufficient to cause SLI, which led some authors to
disregard otitis media with effusion as a straightforward ex-
clusionary criterion (Rapin, Allen, & Dunn, 1992). Other
researchers lowered the criterion to “no recent episodes”
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(L. B. Leonard, 1998). Even in normal preschoolers, how-
ever, f luid in the middle ear can persist for many months.
Diagnosis of SLI should therefore take into account the bio-
graphical and environmental context together with specific
conditions, such as otitis media with effusion (Roberts,
Burchinal, & Zeisel, 2002).

Third, conventionally SLI and Autism are regarded as
distinct developmental disorders. Recently, this view has
been challenged for several reasons (see Bishop, 2003): (1)
SLI tends to cluster in families of individuals with Autism
(Rapin, 1996a); (2) children with Autism display mixed re-
ceptive-expressive language dysfunctions similar to those
seen in SLI (Kjelgaard & Tager-Flusberg, 2001; Rapin,
1996b); (3) enlargement of cerebral white matter and atyp-
ical cortical asymmetry have been found in both disorders
(Herbert et al., 2004, 2005); and (4) some children exhibit
characteristics intermediate between Autism and SLI
(Bishop & Norbury, 2002). It has thus been suggested that
both disorders are on a continuous spectrum rather than
being discrete conditions (Herbert et al., 2004; Karmiloff-
Smith, 1998). Alternatively, Bishop (2003) proposes re-
garding Autism as a form of SLI (“SLI plus”), in which a
broader range of impairment is evident.

The exclusion of various disabling factors in the diagno-
sis of SLI does not rule out co-occurrence of other prob-
lems and clinical disorders. Children with SLI frequently
show clumsiness or slow motor responses typical of
younger children (e.g., American Psychiatric Association,
1994; Bishop, 1990; Bishop & Edmundson, 1987b; Stark &
Tallal, 1988; Tallal, Dukette, & Curtiss, 1989). Enuresis
(childhood incontinence), Attention-Deficit /Hyperactivity
Disorder, and emotional problems such as anxiety and de-
pression as well as social withdrawal are also not uncom-
mon in SLI (e.g., American Psychiatric Association, 1994;
Beitchman, Nair, Clegg, Ferguson, et al., 1986; Benasich
et al., 1993). Yet, little is known about how these distur-
bances are related to SLI, or the neural mechanisms medi-
ating the comorbidity.

Longitudinal research studying children with SLI
either retrospectively or prospectively from the preschool
years converge to demonstrate that oral language deficits
often persist, usually in subtle form, into later childhood,
adolescence, and, in several cases, adulthood (e.g., Aram,
Ekelman, & Nation, 1984; Beitchman, Wilson, Brownlie,
Walters, & Lancee, 1996; Bishop & Edmundson, 1987a;
Stark et al., 1984; Tallal, Curtiss, & Kaplan, 1988;
Tomblin, Freese, & Records, 1992). In a large-scale
prospective study, Tallal et al. assessed 101 children with
SLI annually for 5 years, beginning at age 4. The major-
ity of children were receiving speech therapy and/or spe-

cial educational services in school. Although symptoms
ameliorated across time, children with SLI were consis-
tently outperformed by their nonimpaired peers across
the entire set of spoken language tests. Throughout the
study, the oral language profile of the affected group was
reminiscent of that seen in normal developers 1 to 2
years younger.

In this vein, longitudinal studies on SLI frequently re-
port a high incidence of poor academic achievement. Read-
ing and spelling deficits pertinent to dyslexia are estimated
to occur in 25% to 90% of classroom children with a pre-
school history of SLI (e.g., Bishop & Adams, 1990; Catts,
1993; Stark et al., 1984; Tomblin et al., 2000). Differences
in definition of oral and written language disorders, age of
initial diagnosis, length of follow-up, and sample recruit-
ment may well account for the variation in figures. Re-
cently, it was shown that the rate of literacy problems in
SLI increased between the ages of 8 and 15 years; for read-
ing accuracy, the increment was 37% across the 8-year in-
terval, with a starting value of 6% (Snowling, Bishop, &
Stothard, 2000). A study by Tomblin et al. suggests that the
risk for reading disability is greater than the risk for behav-
ioral problems among second graders with a preschool
history of SLI. Moreover, the occurrence of behavioral dis-
orders, such as attention deficits and externalizing prob-
lems, in SLI seems to be mediated by reading performance.
What has not been well understood is the specific neu-
rocognitive profile underlying the interaction of oral and
written language difficulties. This issue is addressed when
we turn to etiological models.

Definition: Developmental Dyslexia

Although symptoms of dyslexia may be present as early as
preschool age, affected children are not diagnosed until
they have tried and failed to learn to read. Especially in
children demonstrating above-average intellectual ability,
the disorder may not be manifest before the fourth grade,
or even later (DSM-IV). According to the ICD-10 manual,
Specific Reading Disorder denotes problems in learning to
read, spell, and write despite adequate intellectual capac-
ity, educational resources, and social background. At the
same time, sensory acuity deficits, neurological pathology,
and psychiatric disease are absent. In the DSM-IV, dyslexia
is coded as Reading Disorder, similarly emphasizing poor
reading skills by the exclusion of extraneous factors.

Core symptoms in reading and spelling encompass
omissions (e.g., “ply” instead of “play”), substitutions
(e.g., “hand” for “finger”), inversions (e.g., “aks” instead
of “ask”), or additions (e.g., “ to” and “of ”) of words or



Language Learning Impairments 275

fragments of words. Decoding is frequently slow. Passage
reading is associated with problems that dyslexic children
have keeping their place in lines of text, as are errors in
comprehension. At the beginning of first grade, there may
be weakness in learning the alphabet, naming letters, pro-
ducing rhymes, and categorizing speech sounds. In sec-
ondary school and adulthood, deficits in spelling often
are more salient than reading problems (ICD-10). Gener-
ally, frequency and type of errors in literacy components
vary as a function of skills learned and the difficulty of
the task (Grissemann, 1972).

Preceding and accompanying poor literacy skills, the
disorder often manifests in various sensorimotor and cog-
nitive dysfunctions, including problems in fine motor
coordination (e.g., tying shoelaces), clumsiness, poor vi-
sual discrimination, weakness in auditory segmenting,
limitations in working memory, linguistic disturbances
(e.g., misarticulation of sounds, deficits in language com-
prehension and/or production), or a combination of these
(DSM-IV, ICD-10). It is not uncommon for dyslexia to
accompany psychosocial problems and clinically relevant
conditions. As described in DSM-IV and ICD-10, dyslexic
children may suffer from demoralization, low self-
esteem, and deficient social skills. Problems in school ad-
justment or even an increased risk for dropping out of
formal schooling have been reported. Adult dyslexics may
have significant problems in occupational functioning
and social adjustment. The disorder is also often related to
a higher rate of Attention-Deficit /Hyperactivity Disor-
der, conduct problems, and emotional disturbances. A
longitudinal study by Fergusson and Lynskey (1997)
demonstrates that the co-occurrence of conduct problems
and reading difficulties arise because reading-delayed
children are characterized by disadvantageous features
that were already present at preschool age. A person’s
general intellectual ability, amount of support received,
and socioeconomic status have been suggested as factors
influencing the course of dyslexia (Naylor, Felton, &
Wood, 1990). Nevertheless, research has shown that prob-
lems of the dyslexic population may persist into adulthood
(Boetsch, Green, & Pennington, 1996; Maughan, 1995;
Undheim, 2003).

Standard definitions of dyslexia imply impairment in
special achievement (DSM-IV, ICD-10). To be diagnosed as
dyslexic, a child’s reading and spelling skills should signif-
icantly fall below the performance expected given his or
her age, intelligence, and educational level. In the ICD-10
research criteria, a discrepancy of at least 2 standard devi-
ations between achievement and both age norm and general
IQ is recommended. However, it is commonly intelligence

that has received the most attention in diagnostics and re-
search. Because a 2 standard deviation achievement-IQ dis-
crepancy would exclude a large percentage of dyslexic
individuals, in many studies, the criterion has been lowered
to 1 to 1.5 standard deviations (see Schulte-Körne, Deimel,
& Remschmidt, 2001, for discussion).

Over the past decade, the definition and use of the term
dyslexia has been controversial as several researchers have
argued that the conventional discrepancy model is empiri-
cally unfounded and theoretically inadequate (e.g., Aaron,
1997; Fletcher et al., 1998; Gustafson & Samuelsson, 1999;
Stanovich, 1996). For instance, the relationship between
intelligence and reading has proved ambiguous in that only
16% to 25% of the variance in decoding can be accounted
for by IQ (Aaron, 1997; Gustafson & Samuelsson, 1999).
Reading disability may have a detrimental effect on IQ test
performance, as poor readers spend less time in reading
activities and therefore often exhibit limited knowledge
and a decline in language skills (Aaron, 1997). More glob-
ally, verbal IQ may decrease as a consequence of dysfunc-
tional and effortful reading, a phenomenon known as the
“Matthew effect” (Stanovich, 1986). Also, no difference in
reading-related tasks has been observed between reading-
impaired children showing high or low IQ, which indicates
that they might similarly benefit from intervention tech-
niques (Gustafson & Samuelsson, 1999; Stanovich, 1996).

The functional significance of the discrepancy defini-
tion is that children with an IQ in the borderline (70 to 84)
range who cannot learn reading and writing are not consid-
ered dyslexic. They are sometimes labeled “backward read-
ers” (Rutter & Yule, 1975), “garden-variety poor readers”
(Stanovich, 1991), or “low achievers” (Fletcher et al.,
1994). In most countries, these children are not eligible for
special educational services because their failure to initi-
ate reading and spelling is accounted for by their general
pattern of performance.

To summarize, both dyslexia and SLI may reflect a het-
erogeneous group of disorders. After reaching school age,
children with SLI are at risk for learning problems similar
to those seen in dyslexics; conversely, children with devel-
opmental dyslexia typically have been found to be deficient
in some linguistic tasks (e.g., Aram et al., 1984; Bishop &
Adams, 1990; Catts, 1993; Flax et al., 2003; Scarborough,
1990; Tallal et al., 1988; Tomblin et al., 2000). On the basis
of such performance profiles, it has been proposed that
dyslexia, at least for some dyslexics, may be a less severe
form of SLI (Kamhi & Catts, 1986). Although there is sup-
porting evidence from behavioral as well as neurobiological
studies (see section on Etiology and Mechanisms), this as-
sumption is still a matter of intense debate (L. B. Leonard,
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1998; Snowling et al., 2000). Nevertheless, the striking
convergence between the characteristics of developmental
dyslexia and SLI has given rise to the classification lan-
guage learning impairment (LLI; Tallal, 2004).

Prevalence Estimates: Specific Language Impairment

Epidemiological work indicates that nearly 20% of pre-
school- and school-age children have some form of
language deficit. The majority of childhood language
problems are related to other primary conditions, such as
hearing loss, mental retardation, or neurological disease
(Beitchman, Nair, Clegg, Patel, et al., 1986). In a large-
scale project including more than 7,000 children, Tomblin
et al. (1997) observed that 7.4% of 5- to 6-year-olds
experienced significant delays in language of unknown
origin. This is a higher prevalence rate of SLI than previ-
ously expected. Interestingly, more than 70% of these
children met the research criteria for SLI (inter alia lan-
guage skills at least 1.25 standard deviations below popu-
lation average) but have never been diagnosed based on
reports of parents, physicians, or teachers. In line with
those figures, the DSM-IV manual provides estimates of
3% to 5% for children having Expressive Language Disor-
der and 3% for children suffering from both receptive
and expressive deficits.

A number of studies have shown that SLI occurs across
generations. The affectance rate in families with a history
of SLI is roughly 20% to 40% (e.g., Flax et al., 2003; Lahey
& Edwards, 1995; Neils & Aram, 1986; Tallal et al., 2001;
Tallal, Ross, & Curtiss, 1989a; Tomblin, 1989). Using di-
rect testing methods, Tallal et al. (2001) found that 30% of
the children diagnosed with SLI (ages 4 to 14 years) had af-
fected primary relatives (parents and siblings), compared
to 7% of the control children. In a similar vein, Flax et al.
report elevated rates of both SLI and reading impairment in
immediate and extended family members (viz., 25% and
23%, respectively), with a high degree of co-occurrence of
the disorders (46%) in affected individuals.

SLI is more prominent in males than in females; the
ratio is approximately 2�1 to 3�1 (e.g., Bishop, 1997; Flax
et al., 2003; R. B. Johnston, Stark, Mellits, & Tallal, 1981;
Tallal et al., 1989b; Tomblin, 1997; Tomblin & Buckwalter,
1994). This imbalance has also been observed in a prospec-
tive family study by Choudhury and Benasich (2003). Here,
41% of boys as compared to 16% of girls born into families
with a history of SLI were affected. On the other hand,
Rice, Haney, and Wexler (1998) did not find gender differ-
ences in families of language-impaired individuals. An
issue raised in this regard is the ascertainment bias, with

more boys than girls receiving a diagnosis given the higher
incidence of attention and behavioral problems in boys (Be-
nasich et al., 1993).

Prevalence Estimates: Developmental Dyslexia

Dyslexia is the most common learning disability, affecting
around 3% to 10% of Western populations (e.g., American
Psychiatric Association, 1994; Esser & Schmidt, 1994;
Miles, 2004; Rutter, Tizard, Yule, Graham, & Whitmore,
1976; S. E. Shaywitz, Shaywitz, Fletcher, & Escobar,
1990). Figures as high as 17% have been reported among
regular classroom children in North America (S. E. Shay-
witz & Shaywitz, 2001). In Asian countries, dyslexia rates
are estimated at 1% to 5% (Leong, Nitta, & Yamada,
2003; Tarnopol & Tarnopol, 1981). However, it may well
be the case that this is an underestimate of actual preva-
lence due to low ascertainment (Leong et al., 2003; Leong
& Tan, 2002). Variations in prevalence levels are thought
to arise from several factors involving language character-
istics, cultural expectations, investment in literacy educa-
tion, diagnostic assessment, variants of dyslexia (milder
versus severe cases), and sample size (Lovett, 1992;
Miles, 2004). For instance, alphabetic languages vary in
degrees of phonic regularity. English consists of 40 speech
sounds or phonemes, which can be spelled in 1,120 differ-
ent ways. In contrast, Italian speakers need to map only 25
phonemes to 33 letter combinations or graphemes (Hel-
muth, 2001). Whereas the English orthography demands a
great deal of the learning individual, an Italian child with
dyslexia may master the more regular phoneme-grapheme
correspondences in his or her language (albeit memoriza-
tion of the correspondence rules may be prolonged, as de-
coding speed is commonly reduced). Likewise, written
Japanese provides highly consistent (Kana) syllabograms,
and its nonalphabetic (Kanji) ideograms offer possibilities
for whole-unit responses (H. W. Stevenson et al., 1982).

Substantial evidence continues to accrue that dyslexia
aggregates in families (see Grigorenko, 2001). Pennington
(1995) reviewed four family studies, finding that recur-
rence rates for siblings and parents ranged from 39% to
43% and 27% to 49%, respectively. An extended compari-
son across eight studies, in which parents of dyslexic chil-
dren were examined, showed a median incidence rate of
46% among fathers and 33% among mothers (Scarborough,
1998). Posterior probability estimates indicate that the me-
dian increase in risk to a child having a dyslexic parent is
about 8 times the population probability of 5% (Gilger,
Pennington, & DeFries, 1991). A similar magnitude has
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been observed in a longitudinal study from before kinder-
garten to the end of second grade (Pennington & Lefly,
2001). Here, 34% of the children from families with a his-
tory of reading disabilities compared to 6% from control
families developed dyslexia.

A core topic in dyslexia is the notion that male children
are affected more frequently than females. Although
several epidemiological studies have found dyslexia to
be about 2 to 4 times more common in boys than in girls
(Finucci & Childs, 1981; Flannery, Liederman, Daly, &
Schultz, 2000; C. Lewis, Hitch, & Walker, 1994; Rutter &
Yule, 1975), others have demonstrated a more balanced
gender ratio (Flynn & Rahbar, 1994; S. E. Shaywitz
et al., 1990; Wadsworth, DeFries, Stevenson, Gilger, &
Pennington, 1992). This difference has been attributed
to referral bias (i.e., problems in boys being more
salient than in girls), but recent work based on large sam-
ples (Rutter et al., 2004) comes to the conclusion that
reading disabilities are clearly more prominent in boys
than in girls.

ETIOLOGY AND MECHANISMS

Over the past 2 decades, evidence supporting a continuum
between oral and written language impairments has contin-
ued to mount. These investigations showed that children
classified as SLI and those having a diagnosis of dyslexia
manifest a variety of sensory and motor problems as well
as linguistic deficits, particularly in the area of phonology
and grammatical morphology (see Bishop & Snowling,
2004; L. B. Leonard, 1998). Whether these commonalities
derive from speech-specific mechanisms or more basic
processing deficits is currently the center of theoretical de-
bate. Added to this picture are neurobiological models in-
volving studies on the neuropathology of LLI as well as
animal research. Evidence pointing to family aggregation
of both disorders has led to a body of heritability research,
including pedigree, twin, and gene linkage investigations.

Psychological Models

Considerable attention has been focused on trying to under-
stand the neurocognitive determinants of LLI, using models
derived from the cognitive neurosciences to inform devel-
opmental psychopathology in terms of etiology. Given the
lack of homogeneity among children showing delayed oral
and written language development, it is unlikely that a sin-
gle etiology will be found. Several theories of the etiology
of SLI and dyslexia have been put forward in the literature,

but no consensus for the cause of both disorders is agreed
on. We limit our review to hypotheses pertaining to process-
ing deficits in specific mechanisms, particularly phonologi-
cal and basic sensory skills. For a survey of accounts on
disturbances in nonphonological parameters of language,
such as grammatical knowledge, the reader is referred to
L. B. Leonard (1998) and Bishop and Snowling (2004).

Phonological Processing Deficit

Impaired phonological processing has been frequently put
forward as a core deficit in developmental dyslexia
(Goswami, 2000; Snowling, 2001; Wagner & Torgesen,
1987). Phonological processing refers to “ the use of phono-
logical information (i.e., the sounds of one’s language) in
processing written and oral language” (Wagner & Torge-
sen, 1987, p. 192) and encompasses at least three compo-
nents: phonological or phonemic awareness, phonological
retrieval, and phonological short-term memory.

Phonological awareness is defined as “conscious access
to the phonemic level of the speech stream and some ability
to cognitively manipulate representations at this level”
(Stanovich, 1986, p. 362). Research on typical language ac-
quisition has demonstrated that very young children use
holistic representations of words. As they grow older, chil-
dren begin to segment sounds in words, namely, syllables
(gar-den) and onset rhymes (br-ush, s-eet). The ultimate
representation at the level of the individual phoneme is be-
lieved to depend on being taught an alphabetic script. Such
children would be aware that, for example, cat and act are
composed of the same phonological elements (Boucher,
1994; Jusczyk, 1993; Metsala & Walley, 1998). This pat-
tern of development has been found to occur across lan-
guages (Goswami, 2000).

Phonological awareness tasks involve counting, deleting,
and substituting phonemes within words, reversing the
order of phonemes within words, blending phonemes pre-
sented in isolation to form a word, and segmenting words
into phonemes. Other tasks are concerned with awareness
of broader sound structures; these encompass rhyming
skills, counting or deleting syllables within words, and seg-
menting words into intrasyllabic units (Rack, 1994; Wagner
& Torgesen, 1987). The former skills have been referred to
as phonological awareness in the narrow sense, the latter as
phonological awareness in the broad sense (Skowronek &
Marx, 1989).

In their classic study, Bradley and Bryant (1978) pre-
sented 10-year-old dyslexic children with rhyme and allit-
eration tasks. The children were required to indicate which
was the odd one in a sequence of four spoken words (e.g.,
weed peel need deed or nod red fed bed or sun see sock rag).
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Dyslexic children performed less well than younger read-
ing-level-matched controls. This suggests that poor rhyme
and word-onset awareness may have a role in their reading
impairment. Further evidence was reported by Rack
(1985), who found that dyslexic children have difficulty in
simple rhyme judgments.

A large body of work shows that children with dyslexia
are impaired on a variety of phonological awareness skills
in the narrow sense (e.g., Bruck, 1992; Fawcett & Nicol-
son, 1995; Joanisse et al., 2000; Olson, Wise, Conners, &
Rack, 1990; Swan & Goswami, 1997). The dyslexic chil-
dren were not only outperformed by their age-matched con-
trols, but were worse when compared with younger
reading-level-matched normal developers. Thus, perfor-
mance on these phonological awareness tasks was not sim-
ply a function of reading level.

In a similar vein, poor awareness for various linguistic
units has repeatedly been documented in SLI (e.g., Bird,
Bishop, & Freeman, 1995; Joffe, 1998; Leitão, Hogben, &
Fletcher, 1997; Snowling et al., 2000). Also, deficits in
phonological awareness have been found to be related to
reading impairment in a variety of these investigations.

There is substantial evidence demonstrating that
preschool phonological awareness predicts later reading
achievement across alphabetic writing systems (e.g.,
Bradley & Bryant, 1983, 1985; Lundberg, Olofsson, &
Wall, 1980; Marx, Jansen, Mannhaupt, & Skowronek,
1993; Wagner, Torgesen, & Rashotte, 1994). For instance,
Bradley and Bryant conducted a 4-year longitudinal study
providing data from 368 children ages 4 to 5 years at
initial screening. Phonological awareness was measured
using the rhyme-oddity task (see earlier); the 4-year-olds
listened to series of three words, the 5-year-olds to series
of four. Results indicate a significant relationship be-
tween preliterate children’s awareness of rhyme and word
onsets and subsequent performance on reading and
spelling tests. When age at initial testing and general cog-
nitive ability were controlled, rhyming and alliteration
skills explained 4% to 10% of the variance in reading and
6% to 8% of the variance in spelling. This seemed to be
specific, as rhyme-oddity detection accounted for less of
the variance (1% to 4%) in later math ability.

In a quantitative meta-analysis of controlled U.S. stud-
ies, Bus and van IJzendoorn (1999) showed that training of
phonological awareness reliably improves children’s phono-
logical and reading skills. The combined effect sizes for
phonemic awareness and reading were 0.73 (n = 739) and
0.70 (n = 745), respectively. As noted by the authors, ap-
proximately 500 studies with null results would be required

to turn this finding into nonsignificance. Thus, phonologi-
cal awareness should be considered an important condition
for early reading.

Phonological retrieval denotes the ability to access the
lexicon by utilizing sound-based representations. It seems
to be especially important at early stages of reading acqui-
sition and even useful in the sophisticated reader for less
familiar or unknown words (Wagner & Torgesen, 1987).
Phonological retrieval is typically assessed through mea-
sures of naming accuracy and speed. The classic rapid au-
tomatized naming (RAN) task entails the naming of
familiar items under timed conditions. Denckla and Rudel
(1976) found dyslexic children to perform more slowly on
series of objects, colors, digits, and letters compared to
both age controls and nondyslexic learning-disabled indi-
viduals. Subsequent RAN studies confirm that dyslexic
children exhibit deficiencies in naming speed (Bowers &
Swanson, 1991; Goswami et al., 2002; Lovett, 1987; Sem-
rud-Clikeman, Guy, Griffin, & Hynd, 2000; Wolf, Bally, &
Morris, 1986). Several researchers observed prominent dif-
ferences for reading-age-matched comparisons (Ackerman
& Dykman, 1993; Wimmer, 1993; Wolf, 1991; Wolf &
Segal, 1999). RAN tasks have also been shown to distin-
guish SLI children from normal developers (Catts, 1993;
Katz, Curtiss, & Tallal, 1992; Leitão et al., 1997). Katz
et al., for instance, reported RAN speed to be significantly
associated with reading abilities in both language-impaired
and control subjects. Moreover, both groups demonstrated
an increase in naming speed between the ages of 4 and
8 years. A similar result was obtained in reading-disabled
children, suggesting that processes tapped by RAN tasks
become more automatized with maturation (Watson &
Willows, 1995; Wolf et al., 1986).

Various studies concede the predictive value of pre-
school RAN performance for early reading achievement
(e.g., Catts, 1993; Wolf et al., 1986). The findings by Wolf
et al. indicate that the relationship of speeded naming to
reading is mediated by the subject’s age and stimulus type.
Whereas nongraphological RAN symbols (i.e., objects and
colors) lost their predictive power at the time children en-
tered elementary grades, naming rate for graphological
symbols (i.e., letters and digits) continued to predict word
reading scores.

Some authors have suggested that deficits in RAN speed
are not inherently phonologic, but rather reflect a general
impairment in automatizing low-level subprocesses in-
volved in reading (Wolf, 1991; Wolf & Bowers, 1999; Wolf
et al., 2002). Wolf and Bowers propose that problems in
phonological awareness and RAN are separable sources of
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reading impairment. This so-called double-deficit hypothe-
sis predicts three categories of reading-disabled individu-
als: the phonological-deficit reader, who encounters poor
phonological awareness skills with otherwise intact naming
speed; the rate-deficit reader, exhibiting the precisely re-
versed profile; and the double-deficit reader, showing a de-
ficiency in either process. Phonological-deficit readers are
specifically impaired in word-identification accuracy,
rate-deficit readers tend to be slower in word decoding, and
double-deficit readers exhibit a general dysfunction on all
decoding measures. Although this literature is not conclu-
sive, both dimensions appear relatively independent and
additive (Compton, DeFries, & Olson, 2001; Wolf et al.,
2002). Supportive evidence emerges from studies examin-
ing naming speed and phonological awareness in regular
orthographies, such as Dutch (van den Bos, 1998) and Ger-
man (Wimmer, 1993). For instance, Wimmer found that
German fourth graders with dyslexia were at the same level
as reading-level-matched second graders on phonological
awareness tasks. In contrast, dyslexic subjects showed
slower RAN performance than the younger controls. A
similar pattern held true for word and pseudoword reading:
Dyslexic children displayed high decoding accuracy, al-
though they experienced marked speed decrements. This
finding is striking with respect to pseudowords, that is, ar-
bitrary letter strings that can be pronounced as if they are
real words. Pseudoword decoding indicates to what extent a
child has mastered grapheme-phoneme mapping, a task that
English dyslexic children find very difficult (see Rack,
Snowling, & Olson, 1992).

Phonological short-term memory can be conceived as
forming sound-based representations of written symbols
being sustained for a period of time. Efficient phonetic re-
coding appears to be an important tool for the novice
reader. Unlike the able reader, the beginner devotes the
maximum amount of cognitive resources possible to the
process of blending phonemes to generate words (Wagner
& Torgesen, 1987). Serial recall of diverse speech materi-
als, digit and word span, and verbal repetition of words,
pseudowords, or sentences exemplify measures of phono-
logical short-term memory (Rack, 1994; Wagner & Torge-
sen, 1987). Early studies have shown that elementary
school children with difficulty in word recognition tended
to make more errors in serial-recall tasks, including spoken
letter names (Shankweiler, Liberman, Mark, Fowler, & Fis-
cher, 1979), consonant-vowel syllables (Brady, Mann, &
Schmidt, 1987), and words (Brady, Shankweiler, & Mann,
1983; Mann, Liberman, & Shankweiler, 1980), as com-
pared to their normal-reading peers. Poor readers were also

distinguished from good readers regarding their memory
for printed letter strings (Shankweiler et al., 1979). In ad-
dition, poor readers were found to show a reduced or even
absent phonological similarity effect (i.e., superior recall
performance for phonemically dissimilar versus rhyming
items) that is evident in normal individuals even at early
reading stages (e.g., Brady et al., 1983; Mann et al., 1980;
Shankweiler et al., 1979). These findings suggest that poor
readers do not rely on codes in phonological short-term
memory. However, it was subsequently demonstrated that
poor readers show a phonological similarity effect compa-
rable to normal controls when they (1) were presented with
list lengths adjusted to their memory spans (Hall, Wilson,
Humphreys, Tinzmann, & Bowyer, 1983; Holligan & John-
ston, 1988), (2) were comparable or equated on memory
span (Irausquin & de Gelder, 1997; R. S. Johnston, Rugg,
& Scott, 1987), or (3) were matched on reading level (Hol-
ligan & Johnston, 1988; R. S. Johnston et al., 1987). This
indicates that poor readers use phonetic recoding in short-
term memory, but less efficiently, and hence have more
limited capacity to remember linguistic material.

A wealth of studies has used pseudoword repetition to in-
vestigate phonological memory in developmental language
disorders. Limitations in pseudoword repetition have fre-
quently been shown in both SLI (e.g., Bishop, North, & Don-
lan, 1996; Botting & Conti-Ramsden, 2001; J. Edwards &
Lahey, 1998; Gathercole & Baddeley, 1990; Montgomery,
1995; Snowling et al., 2000) and dyslexia (e.g., Kamhi &
Catts, 1986; Snowling, 1981; Snowling, Goulandris, Bowlby,
& Howell, 1986; van Daal & van der Leij, 1999). For in-
stance, Snowling and colleagues (Snowling, 1981; Snowling
et al., 1986) found dyslexic individuals performing worse
than reading-level-matched controls. As for SLI, Kamhi,
Catts, Mauer, Apel, and Gentry (1988) reported specific
decrements in performance as a function of the number of
syllables contained in pseudowords. From a theoretical per-
spective, Gathercole and Baddeley (1993) conjectured as to
the role of phonological memory as a common factor affect-
ing acquisition of vocabulary and grammar. Moreover, abil-
ity on pseudoword repetition predicts literacy achievement
later in life.

In summary, there is substantial evidence that particular
children with dyslexia, but also children having SLI, are af-
fected by phonological processing deficits. Recently, a
more general picture has emerged, viewing phonological
deficits in the context of other variables. First, phonologi-
cal skills often remain deficient into adulthood and even
exist in individuals whose early language problems have re-
solved (e.g., Bishop et al., 1996; Bruck, 1992; Elbro,
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Nielsen, & Petersen, 1994; Gallagher, Laxon, Armstrong,
& Frith, 1996; Pennington, Van Orden, Smith, Green, &
Haith, 1990). Second, the relationship between phonologi-
cal skills and literacy appears to be reciprocal in nature.
Wagner et al. (1994) assessed indices of phonological pro-
cessing and reading-related knowledge from kindergarten
through second grade. Although there were considerable
influences of phonological abilities on word decoding,
letter-name knowledge exerted a moderate effect on phono-
logical skills. Third, the underlying mechanism of phono-
logical impairments is still unclear. An integrating account
derived from developmental theories of spoken word recog-
nition maintains that language difficulties arise from
poorly specified phonological representations (Goswami,
2000; Snowling, 2001). However, its causal primacy is
under debate as well. Contrary to the proponents of the
phonological deficit hypothesis, others hold the opinion
that such problems are secondary to a more fundamental
auditory processing deficit (Farmer & Klein, 1995; Tallal,
2004). This approach is discussed next.

Auditory Rate Processing Deficit

Research on auditory processing in language-based learn-
ing disorders has been particularly influenced by the work
of Tallal and colleagues. Their model emphasizes the role
of timing in the auditory system. The rate of information
processing is considered essential for encoding brief and
rapidly changing or rapidly occurring successive events
(Tallal, 1984). Originally, Tallal’s research focused on
children with SLI. However, it was the striking similarity
between SLI and dyslexia that led her to assume that the
auditory deficit may be causally related to both conditions.
Hence, low temporal sensitivity in the auditory system is
assumed to be associated with difficulties in forming seg-
mental phonological representations (Tallal, 2004).

Tallal and Piercy (1973a, 1973b, 1974, 1975) reported
data from SLI children ranging from 7 to 9 years and age-
matched normal developers. In the first study, Tallal and
Piercy (1973a) used two different complex tones having a
duration of 75 ms. The children learned to associate each
specific isolated tone with a specific response panel. Sub-
sequently, sequences of two tones (high-high, high-low,
low-high, or low-low) were presented, and the child was
asked to push the respective panels in the correct order.
The SLI children performed above chance level when the
tones were separated by an interstimulus interval (ISI) ex-
ceeding 300 ms, but their performance deteriorated when
shorter ISIs were used. The controls maintained high-level
performance at shorter ISIs and scored at above-chance
levels with ISIs as brief as 8 ms. A similar pattern of

1 Stop consonants or plosives are produced by closing the vocal
tract. Most languages have six stop consonants in common: b, d,
g, p, t , k. The first three stops are voiced (i.e., they cause vibra-
tion of the vocal cords), the second three are unvoiced (i.e.,
vocal cords are not vibrating; e.g., A. M. Liberman et al., 1967).

results was demonstrated when the child was asked to
indicate whether two tones in a series were the same or dif-
ferent. This suggests that the sequencing difficulty experi-
enced by the children with SLI was secondary to their
impairment in discriminating rapidly occurring tones.

In a second study, Tallal and Piercy (1973b) manipu-
lated the tone duration in addition to the ISI. When the tone
duration was 250 ms, the SLI children repeated the two-
element patterns as accurately as the control children
throughout ISIs (8 to 428 ms). When the tone duration was
175 ms, the SLI children were outscored by the controls at
short ISIs of 15 ms or less. Tones of 125 ms or 75 ms dif-
ferentiated the two groups even for ISIs as long as 150 ms.
Thus, the total duration of the stimulus pattern appeared to
be critical to the SLI children’s performance. Tallal and
Piercy concluded that children with SLI exhibit a deficit in
perceiving auditory events, which occur on a time scale of
10s of milliseconds. These temporal characteristics led the
researchers to focus on the phonemic level of speech. Con-
sonant and vowel phonemes are perceived by different tem-
porally coded acoustic cues (e.g., A. M. Liberman, Cooper,
Shankweiler, & Studdert-Kennedy, 1967). The acoustic
cue for vowels is the relation among the frequencies (called
formants), remaining uniform throughout the stimulus du-
ration. Stop consonants,1 in contrast, are characterized by
brief transitional periods during which the frequencies of
the formants change very rapidly over time. Figure 7.1 il-
lustrates the acoustic spectra of sounds that are perceived
as the vowel phonemes /a / and /ae/ (Figure 7.1 left) and the
stop consonant-vowel syllables /ba/ and /da/ (Figure 7.1
right). The formant frequencies of the two vowels are sta-
tionary and differ from each other by a constant amount
throughout their entire 150-ms duration. The two syllables
share identical stationary formants of the vowel /a / for
most of the 240 ms and differ only in the initial portion,
during which the frequencies change within some 40 ms.
Consequently, the perception of a difference between stop-
consonant syllables crucially depends on the accurate
analysis of the very brief formant transitions.

Given the phonemes’ temporal characteristics, Tallal
and Piercy (1974) hypothesized that children with SLI
would be (1) unimpaired in distinguishing the vowel
phonemes /E/ and /ae/ of 250 ms, and (2) impaired in dis-
tinguishing the stop consonant-vowel syllables /ba/ and
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Figure 7.1 Sound spectrograms of vowels /a / and /ae/ ( left) and stop consonant-vowel syllables /ba / and /da / (right). Component fre-
quencies (in kHz) are represented on the ordinate, and time (in ms) is shown on the abscissa. Intensity is coded by the darkness of the
traces (see text for details).

/da /. The latter have a total duration of 250 ms and a for-
mant transition period of 43 ms. Tallal and Piercy ob-
served no differences between SLI and control groups in
sequencing the two vowels. In contrast, each control child
succeeded in distinguishing /ba/ and /da/, but only 2 out of
12 SLI children could discriminate and sequence the sylla-
bles correctly.

In a study concluding this series, Tallal and Piercy
(1975) examined whether SLI children’s poor performance
on tests with stop-consonant syllables was due to an inabil-
ity to utilize brief cues within phonemes or was due to im-
pairment in processing transitional speech elements.
Children were presented with two pairs of synthesized
speech stimuli: (1) the vowel-vowel pairs /EI / and /aeI /, in
which the first (stationary) vowel was 43 ms in duration,
followed by the second vowel (207 ms duration); and (2)
the consonant-vowel pairs /ba/ and /da/, in which the ini-
tial transitional period was extended from 43 ms to 95 ms
and the duration of the stationary vowel was reduced
to 155 ms. The SLI children displayed problems with the
temporally reduced vowel-vowel syllables, but performed
as accurately as the age controls did on the temporally
extended stop-consonant pairs. This lends support to the
notion that the brevity of the contrastive information repre-
sents a core variable in SLI children’s sound difficulties.
Remedial implications are discussed later.

Using an expanded set of synthesized syllables, Tallal
and Stark (1981) added evidence that vowel and consonant
confusions could not solely be attributed to the duration of

2 In speech, perceptual constancy refers to the ability to detect
acoustic information that remains constant over changes in pho-
netic context, characteristics of the speaker (e.g., gender), and
speaking rate (A. M. Liberman et al., 1967; Strange, Jenkins, &
Johnson, 1983). Perceptual constancy for the phonemes /b/ and
/d/ occurring in various vowel environments (i.e., phonetic con-
text) was assessed in the Tallal et al. (1980b) study.

acoustic cues. Instead, problems appear to be greatest when
brief stimuli are followed by rapid successive information.

The question arises as to the relevance of the auditory
rate processes for perception of more complex speech stim-
uli. Tallal, Stark, Kallman, and Mellits (1980b) adminis-
tered a perceptual-constancy task,2 which required the
child to push one panel for stimuli comprising the phoneme
/b/ (/ba/, /be/, /bi/), and another panel for stimuli compris-
ing /d/ (/de/, /dae/, /di/). Forty-one percent of the SLI chil-
dren versus 63% of the controls managed the task. Those
who succeeded participated in another task (Tallal, Stark,
Kallman, & Mellits, 1980a) in which bisyllabic words were
approximated by presenting the syllables adjacent in time
(e.g., /dae/ 50-ms interval /di/, for daddy). Again, children
with SLI had greater difficulty in sequencing the syllables
than did the controls. The authors concluded that the added
linguistic redundancy of the stimulus material was not suf-
ficient to counteract the auditory processing deficit ob-
served in children with SLI.

Phonetic analyses of language output data from SLI chil-
dren versus age controls have shown a remarkable similarity
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between profiles of auditory processing constraints and
speech production problems (Stark & Tallal, 1979). Produc-
tion errors specifically occurred in voicing (e.g., voiceless
[p] for voiced /b/ in word/syllable final position), followed
by errors in place of articulation (e.g., alveolar [d] for velar
/g/ in word/syllable initials). Parallels have also been drawn
between rate processing in other sensory modalities (visual,
tactile, and cross-modally) and data from motor tasks. Stark
and Tallal (1988) reported that children with SLI were im-
paired in their ability to discriminate, sequence, or remem-
ber any brief stimulus (verbal or nonverbal) that was
followed rapidly by another event, regardless of the modal-
ity of presentation. A similar performance profile was ob-
served for the production of rapid, sequential oral or
manual movements, regardless of whether the stimuli were
verbal or nonverbal. Thus, rate processing deficits may not
be specific to the auditory modality. Moreover, Tallal,
Stark, and Mellits (1985) demonstrated the role of timing
well beyond the domain of low-level speech processing. The
degree of poor temporal integration in the auditory system
was significantly correlated with the degree of language
comprehension deficits.

In summary, many children with SLI have difficulty
with tasks involving rapid auditory processing, though at
least some of these children exhibit impaired frequency
discrimination abilities as well (Stark & Heinz, 1996; Tal-
lal & Stark, 1981). Furthermore, some children with SLI
have been reported to be impaired in sequencing more
slowly presented sounds (Bishop, Bishop, et al., 1999; Tal-
lal, Stark, Kallman, & Mellits, 1981), possibly pointing to
a more general auditory deficit. There is also empirical ev-
idence that temporal constraints are present in other sen-
sory modalities as well as motor systems (Katz et al., 1992;
Stark & Tallal, 1988). This may have significant implica-
tions for theories on neurocognitive mechanisms underly-
ing speech in humans.

The same series of auditory tasks as used in the Tallal
and Piercy (1973b, 1974) studies was administered to chil-
dren diagnosed with dyslexia. Tallal (1980) observed that
10-year-old dyslexics performed as well as younger normal
developers when the tones were presented slowly (428 ms
ISI), but did less well when the presentation rate was in-
creased (ISIs declining from 305 to 8 ms). Their errors in
auditory rate processing were found to correlate signifi-
cantly with errors in tests of spelling (r = .67), word dis-
crimination (r = .64), word knowledge (r = .64), and
pseudoword reading (r = .81). The last correlation is of par-
ticular importance as it supports an association between
auditory rate processing and phonological decoding (i.e.,

the use of grapheme-phoneme conversion rules). Tallal con-
cluded that the auditory dysfunction might disrupt the abil-
ity to learn to use phonetic codes adequately.

Reed (1989) confirmed and extended the findings of
Tallal (1980) in dyslexic second- and third graders versus
age-matched controls. Sequencing performance at varying
ISIs was assessed using pairs of vowels and stop conso-
nant-vowel syllables with a duration of 250 ms as well as
pairs of complex tones with a duration of 75 ms. Dyslexics’
performance decreased as a function of ISI length (declin-
ing from 400 to 10 ms) for tones and consonant syllables.
As predicted, they performed within the normal range
when vowels were used. The difficulty with brief and rap-
idly changing cues and mastery with long-duration stimuli
were also observed in tasks simulating natural speech con-
ditions: Performance was poor when they were asked to
match pictures with auditory words differing in their ini-
tial stop consonant, but they had no unusual problems in
sequencing long vowels embedded in white noise. Reed
also examined whether rate processing deficits and phono-
logical impairments are characteristic of the same individ-
uals with dyslexia. Children participated in a categorical
perception task, which entailed a nine-item continuum
varying from /ba/ at one end point to /da/ at the other end
point. Dyslexics were impaired in discriminating syllable
pairs that cross the phonetic boundary. Additionally, they
were less consistent than normal readers in identifying syl-
lables near the /ba/-/da/ boundary. Thus, dyslexic children
exhibited less sharply defined categorical borders. The
perceptual difficulty with brief and rapidly changing cues
might contribute to inadequately defined sound representa-
tions and hence interfere with the processing of phonologi-
cal information.

This work indicates that auditory rate dysfunction is
present in children with dyslexia, as it might be co-occur-
ring with a phonological deficit. However, Tallal (1980) ob-
served that performance in pseudoword reading and
auditory rate processing varied considerably within the
dyslexic group. Fifty-five percent of the dyslexics scored
within normal limits when presented with rapid successive
tones, and 45% showed a similar, albeit less impaired, pat-
tern of performance as that found in SLI children (Tallal &
Piercy, 1973b). Tallal inferred two subgroups of dyslexia:
one group with concomitant oral language delay, who
exhibit both deficits in temporal processing and “phonics
skills,” and another group with normal language skills
showing none of these deficits. In line with this notion, Tal-
lal and Stark (1982) reported that dyslexic children without
oral language delay differed from normal readers neither in
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sequencing rapid tones nor in their knowledge of word
parts, which is a measure of phonics skills. However, to
completely support Tallal’s subgroup hypothesis, dyslexic
children having normal oral language should be compared
with both normally developing peers and dyslexics suffer-
ing from concomitant oral language weakness. This study
was carried out by Heath, Hogben, and Clark (1999), whose
findings provide no direct evidence for the subgroup’s pro-
file proposed by Tallal.

Dyslexia has also been associated with a cross-modal
rate processing deficit (see Farmer & Klein, 1995). The
empirical evidence for the co-occurrence of visual and au-
ditory impairments is not conclusive, however. For in-
stance, Van Ingelghem et al. (2001) reported that 7 out of
10 dyslexic children had higher thresholds than normal
readers both for auditory and visual gap detection. In con-
trast, Heim, Freeman, Eulitz, and Elbert (2001) found
high-level visual performance in a small group of dyslexic
children showing impaired discrimination of rapidly
changing stop consonant-vowel syllables. The conflicting
results could either be sample related and/or task related
(V. T. Edwards et al., 2004; Fitch & Tallal, 2003). Another
possibility is that the findings are moderated as a function
of age, with visual deficits disappearing through develop-
ment in certain individuals with LLI (Di Lollo, Hanson, &
McIntyre, 1983; Tallal et al., 1981). To test this hypothesis,
Heim, Keil, and Ruf (2005) compared two age groups on
tasks measuring auditory and visual rate processing. Audi-
tory performance was assessed by means of a syllable-dis-
crimination task; visual performance was indexed by
judgments of temporal order of lightness changes. Dyslexic
children exhibited higher visual thresholds than the con-
trols did. This was in contrast to what was observed in older
participants. Both young (11-year-old) dyslexics and older
(13-year-old) controls demonstrated no relationship be-
tween auditory accuracy and visual thresholds. In contrast,
significant relationships were found in the young control
and older dyslexic group. The findings suggest the co-
occurrence of visual and auditory impairments in young
children with dyslexia. Visual processing deficits, however,
seem to recover across development. Hence, young dyslexic
children may have deficits in both modalities, but older
dyslexics may not show co-occurrence of visual and audi-
tory impairments.

If deficient auditory rate processing can be considered a
primary symptom of the lifelong condition, then distinc-
tive features should also be detected in adults with
dyslexia. For instance, Hari and Kiesilä (1996) employed
trains of binaural clicks (four left-ear clicks followed by

3 Rapid alternation of high and low tone sequences leads to the
perception of two separate streams, that is, a high- and a low-
pitched stream.

four right-ear clicks), which produce an illusory perception
of saltatory sound movement (from left to right) at short
ISIs. In controls, this movement illusion disappeared at ISIs
exceeding 90 to 120 ms. In dyslexics, who as a group were
inferior to the controls on different measures of phonologi-
cal processing, the illusion persisted up to ISIs of 250 to
500 ms. “Dyslexic adults thus seem to have a deficit in the
processing of rapid sound sequences, which is also mani-
fested in significant delays in their conscious auditory per-
cepts” (p. 138).

Focusing on the Gestalt aspects of sound processing,
Helenius, Uutela, and Hari (1999) studied auditory stream
segregation3 in adults. Controls segregated a single se-
quence of alternating high- and low-pitched tones into two
separate (one high and one low) streams at stimulus-onset
asynchronies (SOA) of 130 ms and less, and dyslexics
showed this same segregation effect already at SOAs
around 210 ms. This was discussed as evidence for a pro-
longed auditory integration window in dyslexic individuals.
Stream segregation correlated significantly with naming
speed in dyslexics, indicating that slow access of phonolog-
ical information is related to abnormal processing of rapid
tone sequences.

Taken together, these auditory problems may be present
and associated with phonological deficits in a significant
proportion of dyslexic individuals. Findings provided by
the adult literature on auditory perception seem to be less
conflicting than those in the child population. An influence
of experimental methods cannot be ruled out, however.
Tasks administered to adults are often more challenging
than those presented to children. The assumption that a
rate processing deficit is causally related to phonological
impairments in LLI has not received unequivocal support
(Bishop, Bishop, et al., 1999; Marshall, Snowling, & Bai-
ley, 2001). It remains to be seen whether the auditory dys-
function predicts phonological deficits or even LLI, or
whether the perceptual problems are instead associated
symptoms that are milder and less consistent in occurrence
(Studdert-Kennedy & Mody, 1995; but see Denenberg,
1999, 2001). Prospective longitudinal studies including
children who are at high familial risk for LLI may repre-
sent one avenue for revealing its causal relevance. This new
line of evidence is introduced later in the chapter.

According to a recent version of the rate processing hy-
pothesis, the deficit is not limited to the auditory modality.
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4 “Visible persistence is defined as any continued visible re-
sponse occurring after stimulus offset that is phenomenally in-
distinguishable from that occurring during the actual presence
of the stimulus” (Lovegrove et al., 1982, p. 309). Duration of
visible persistence has been typically assessed by displaying
spatial frequency gratings sequentially in time (e.g., Slaghuis &
Lovegrove, 1985). For example, participants are required to re-
port detection of a blank field between the grating stimuli. Fail-
ure to detect the blank field indicates that the image of the first
stimulus was still apparent at the onset of the second. Thus, the
duration of the interstimulus interval at which the blank field
becomes detectable can be regarded as a measure of the duration
of visible persistence.

Similar constraints in coping with brief and rapidly occur-
ring events have also been reported for other sensory and
motor modalities in SLI and dyslexia. A multimodal or
“pansensory” (Tallal, Miller, & Fitch, 1993, p. 27) rate
processing dysfunction, although controversial, is assumed
to have a particularly severe impact on the development of
spoken and written language (Tallal, 1984; Tallal et al.,
1993). Temporal sensitivity in the visual domain has also
been investigated in the context of the magnocellular deficit
hypothesis for dyslexia. This hypothesis is considered next.

Magnocellular Deficit

In the 1980s, Lovegrove and collaborators capitalized on
the observation that poor readers may have visual prob-
lems, which could not solely be attributed to poor phono-
logical awareness. Their experimental work has led to
novel approaches stimulating research on visual processing
in dyslexia (e.g., Lovegrove et al., 1982, 1986; Martin &
Lovegrove, 1984, 1987, 1988; Slaghuis & Lovegrove,
1984, 1985, 1986). Lovegrove’s experiments were de-
signed to test for visible persistence4 and contrast sensitiv-
ity differences between normal and dyslexic readers using
grating stimuli. Findings indicate that children with
dyslexia display longer-lasting visible persistence at low
spatial frequencies (i.e., coarse gratings) and less sensitiv-
ity to gratings, particularly at low spatial frequencies, low
contrasts, low luminances, and high temporal frequencies
(i.e., fast-flickering gratings). Dyslexics often showed
shorter visible persistence and slightly elevated contrast
sensitivity at higher spatial frequencies than controls did
(Lovegrove et al., 1982, 1986; Martin & Lovegrove, 1984,
1987, 1988; Slaghuis & Lovegrove, 1984, 1985, 1986).
Problems in visual processing were observed in approxi-
mately 75% of a dyslexic group (Lovegrove et al., 1986;
Slaghuis & Lovegrove, 1985). These digressions are pres-
ent before children commence reading practice (Lovegrove

et al., 1986) and continue into adulthood (Slaghuis, Twell,
& Kingston, 1996).

Psychophysical studies of various laboratories have con-
firmed Lovegrove’s findings (e.g., Borsting et al., 1996;
Felmingham & Jakobson, 1995). Evidence is also provided
by electrophysiological studies demonstrating that brain re-
sponses in dyslexic individuals were reduced or delayed
for stimuli with low spatial and high temporal frequencies
(e.g., Kubová, Kuba, Peregrin, & Nováková, 1995;
Lehmkuhle, Garzia, Turner, Hash, & Baro, 1993; Living-
stone, Rosen, Drislane, & Galaburda, 1991).

Lovegrove and colleagues discussed these results in
terms of transient and sustained channels of the visual sys-
tem. The transient system responds rapidly to low spatial
and high temporal frequencies, low contrasts, and low lu-
minances. The sustained system responds more slowly to
medium and high spatial frequencies, low temporal fre-
quencies, medium and high contrasts, and color dif-
ferences (Maunsell & Van Essen, 1983; Merigan & Maun-
sell, 1993; Shapley, 1990). Transient visual processing is
mainly mediated by large magnocells that constitute the
magnocellular pathway between retina and cortex. Sus-
tained processing, in turn, depends on the sensitivity of
the smaller parvocells constituting the retinocortical par-
vocellular pathway (Merigan & Maunsell, 1993; Milner &
Goodale, 1995). On the basis of primate and human visual
studies, Breitmeyer and Ganz (1976) suggested that
with each saccadic eye movement, transient /magnocellular
channels normally inhibit sustained/parvocellular chan-
nels. As a consequence, the eidetic image of the previous
fixation does not persist and does not mask the subsequent
fixation. In dyslexic children, high persistence would
cause masking and, ultimately, visual confusion during
reading. Lovegrove et al. (1986) therefore proposed that
the visual deficit in dyslexia reflects a failure of the tran-
sient system on sustained inhibition. A number of research
groups, however, have found the magnocellular/transient
system to be suppressed during saccades rather than the
parvocellular/sustained system (Burr, Holt, Johnstone, &
Ross, 1982; Burr, Morrone, & Ross, 1994).

Alternatively, Vidyasagar (2004) proposed that reading
can be viewed as a serial search process. He draws from re-
cent findings in monkeys and humans, pointing to an inter-
action of the dorsal and ventral stream of visual cortical
information processing. In this model, the dorsal stream
is dominated by magnocellular input controlling informa-
tion flow into the ventral stream, which predominantly
processes parvocellular input. In dyslexia, a deficit of the
magnocellular/dorsal stream or a dysfunction at the level of
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interaction between the two pathways may affect the spa-
tiotemporal gating functions, which are necessary for read-
ing. Such models will make significant progress when
additional findings on neurocognitive mechanisms of vi-
sual processing emerge.

Several psychophysical and electrophysiological studies
failed to confirm that reduced contrast sensitivity is associ-
ated with dyslexia (Gross-Glenn et al., 1995; Hayduk,
Bruck, & Cavanagh, 1996; Johannes, Kussmaul, Münte, &
Mangun, 1996; Victor, Conte, Burton, & Nass, 1993;
Walther-Müller, 1995). Two factors are discussed in this
context: (1) Only a subgroup of the dyslexic population ex-
hibits abnormal visual magnocellular function, and (2) spa-
tiotemporal contrast sensitivity tasks may not be sensitive
enough for stimulating the magnocellular retinocortical
stream. Experiments in monkey visual cortex indicate that
motion stimuli are most selective for the magnocellular sys-
tem (Newsome & Paré, 1988). Indeed, individuals with
dyslexia were less sensitive than controls to moving stimuli
both in psychophysical (Cornelissen, Richardson, Mason,
Fowler, & Stein, 1995; Everatt, Bradshaw, & Hibbard, 1999;
Slaghuis & Ryan, 1999; Talcott, Hansen, Assoku, & Stein,
2000; Witton et al., 1998) and brain-imaging (Demb, Boyn-
ton, & Heeger, 1997, 1998; Eden et al., 1996) paradigms.
Furthermore, performance in pseudoword reading, which is
a measure of phonological skills, was found to be correlated
with the sensitivity of detecting visual coherent motion in
both dyslexic and normally literate adults (Witton et al.,
1998). In contrast, Cornelissen, Hansen, Hutton, Evangeli-
nou, and Stein (1998) reported that children’s letter errors
were best explained by independent contributions from mo-
tion detection and phonological awareness. Similar evidence
comes from a study of Talcott, Witton, et al. (2000) involv-
ing an unselected sample of 10-year-old children. After con-
trolling for effects of intelligence and reading, measures of
auditory and visual sensitivity were found to explain inde-
pendent variance in phonological awareness (manipulating
phonemes in spoken words) and orthographic ability (dis-
criminating written real words from pseudohomophones;
e.g., rain versus rane), respectively. Thus, auditory and vi-
sual magnocellular function may separately affect the abil-
ity to extract phonological and orthographic information
during reading.

Unlike grating contrast-sensitivity measurements,
which were dominated by the retinothalamic pathway, mo-
tion detection critically involves more central functions of
the magnocellular system (Stein, Talcott, & Walsh, 2000).
Central functions are assumed to be closer to cognitive
skills required for reading. Alternative mechanisms have

been put forward, by which a magnocellular/transient-sys-
tem deficit could cause visual confusion during reading at
higher levels of processing (Stein & Walsh, 1997). For in-
stance, attentional deficits or destabilized binocular fixa-
tion may represent indices of such putative central
dysfunction (Stein & Fowler, 1981, 1993; Stein, Richard-
son, & Fowler, 2000).

A recent unifying hypothesis maintains that the magno-
cellular dysfunction is not restricted to the visual pathways,
but is generalized to all sensory modalities (auditory, vi-
sual, and tactile) as well as motor systems controlling fine-
grained movements. The general deficit may lead to a
variety of sensorimotor symptoms and, consequently,
phonological impairments, depending on the most affected
system (Stein, 2001). It is posited to evolve early in devel-
opment of genetically predisposed individuals. The prem-
ise is that magnocells constitute a unique population
arising from a separate developmental lineage with com-
mon surface antigens, heavy myelination, and rapid mem-
brane dynamics, all of which contribute to their exquisite
temporal resolution. However, these common characteris-
tics may also render them, as a class, more vulnerable to
immunological attack. Evidence for such pathophysiologi-
cal mechanisms is suggested from genetic as well as neuro-
biological research in both dyslexia and SLI (see the
following sections).

Neurobiological Approaches

SLI and dyslexia have long been assumed to have a neu-
rodevelopmental origin. During the past decades there has
been a growing interest in the neurobiological correlates of
both conditions. In what follows, relevant findings from
postmortem, neuroimaging, and electrophysiological stud-
ies are reviewed. Related animal data conclude the section
on neurobiological approaches.

Postmortem Studies

Galaburda and colleagues have conducted a series of post-
mortem studies of diagnosed cases of dyslexia (Galaburda,
Sherman, Rosen, Aboitiz, & Geschwind, 1985; Humphreys,
Kaufmann, & Galaburda, 1990; Jenner, Rosen, & Gal-
aburda, 1999), providing evidence of small areas of cortical
dysgenesis. This includes small nests of abnormally placed
neurons called ectopias and focally distorted cortical lami-
nation or dysplasia. The dysgenesis varied in number and
location from brain to brain and tended to involve the lan-
guage-related perisylvian cortex. The observed dysgenesis



286 Developmental Disorders of Language

Figure 7.2 Approximate location of perisylvian areas of the
left hemisphere. Note that anatomical structure varies among
individual brains. Adapted from MRI Measurements of Broca’s
Area Predict Naming Speed, by C. M. Leonard, et al., 2003, Pro-
ceedings of the Bangor Dyslexia Conference, available from
http://www.dyslexia.bangor.ac.uk /conferences.html. Brain image
from the Brain Biodiversity Bank of the National Museum
of Health and Medicine, The Michigan State University, and the
University of Wisconsin supported by the U.S. National Science
Foundation, http://www.brainmuseum.org, http://www.brains
.rad.msu.edu. Reprinted with permission. 

might reflect neuronal migration errors that may have oc-
curred during fetal development.

The planum temporale in the left hemisphere has for long
been suggested to be an important index of left hemispheric
language lateralization. It is a triangular landmark situated
on the supratemporal surface just posterior to the first Hes-
chl’s gyrus, inside the Sylvian fissure (see Figure 7.2). The
left planum coincides with part of Wernicke’s speech
comprehension area (Galaburda, 1993; Shapleske, Rossell,
Woodruff, & David, 1999). Postmortem observations of 200
adult brains (Geschwind & Levitsky, 1968; Wada, Clarke, &
Hamm, 1975) revealed a dissymetrically larger left planum
temporale in 73.5% of the brains, whereas 10.5% showed a
rightward asymmetry and 16% a symmetrically sized organi-
zation. Corresponding figures reported on 307 ordinary
fetal or neonatal specimens were 55%, 16%, and 29% (Chi,
Dooling, & Gilles, 1977; Wada et al., 1975). Galaburda et al.
(1985) and Humphreys et al. (1990) found symmetrically
sized planum temporale in the dyslexic brains due to an en-
larged right hemisphere planum.

Another set of postmortem examinations was performed
on thalamic structures, that is, the lateral geniculate nu-

cleus (LGN) of the visual pathway and the medial genicu-
late nucleus (MGN) of the auditory pathway. The magno-
cellular layers of the LGN were found to be more
disorganized in dyslexic than in normal brains (Galaburda
& Livingstone, 1993; Livingstone et al., 1991). Further-
more, dyslexic brains’ magnocell bodies were 27% smaller
and appeared more variable in size and shape. No differ-
ences were seen in the parvocellular lamination or the par-
vocell size of the LGN. In the same autopsy specimens,
Galaburda, Menard, and Rosen (1994) reported smaller
MGN neurons on the left side for the dyslexic brains
specifically. These also exhibited a relative excess of small
neurons and a relative paucity of large neurons on the left
side as compared to control brains. The structural de-
viances found in the LGN of dyslexic brains may reflect
slowness in the early segments of magnocellular channels,
whereas the MGN differences may be related to auditory
rate processing dysfunctions described in language-
impaired children (Galaburda, Schrott, Sherman, Rosen, &
Denenberg, 1996).

Galaburda’s group has presented autopsy data on nine
brains of individuals (six males and three females) with a
history of dyslexia. Three of the male and one of the female
patients were reported to have histories of delayed lan-
guage acquisition (Galaburda et al., 1985; Humphreys
et al., 1990). All dyslexic brains have displayed evidence of
symmetric plana temporali (Galaburda, 1988, 1989;
Humphreys et al., 1990). Neuronal ectopias and architec-
tonic dysplasias were observed in all male cases and two of
the females (Galaburda, 1993). Other cerebrocortical de-
viances in dyslexic autopsy specimens such as microgyria
and cortical scars were less uniform than the pattern of
dysgenesis (Galaburda, 1993). Overall, dyslexic female
brains showed fewer and differently located microcortical
malformations when compared to male brains (Humphreys
et al., 1990). Histological differences in thalamic struc-
tures are limited to reports on five dyslexic brains versus
five (Livingstone et al., 1991) or seven (Galaburda et al.,
1994) control brains. Galaburda (1988, 1989, 1993; Gal-
aburda et al., 1996) has hypothesized that dyslexia arises
as a consequence of anomalous neural development, possi-
bly resulting from brain injury during the prenatal period.

To complete the picture, two postmortem findings in
SLI children should be briefly mentioned here. Landau,
Goldstein, and Kleffner (1960) observed bilateral perisyl-
vian cystic lesions with surrounding dysplasia and a severe
retrograde degeneration in the MGN of a male brain. In a
female autopsy specimen, Cohen, Campbell, and Yaghmai
(1989) found a dysplastic microgyrus in the left insular cor-
tex and decreased asymmetry of the plana temporali.
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Despite the robustness of most of the findings provided
by Galaburda and collaborators, there are methodological
issues complicating the interpretation of the results. For in-
stance, many subjects with dyslexia had a history of co-
morbid disorders or prior head injuries (Galaburda et al.,
1985; Humphreys et al., 1990), which would have prevented
their participation in neuroimaging studies. Another con-
cern may be seen in storage duration of postmortem brains.
It is conceivable that the brains of dyslexic subjects have
been stored for a longer period of time than those of the
control subjects, putting them at higher risk of cell shrink-
age. Also, the number of autopsy specimens examined so
far is small. In postmortem studies, reliable identification
of microanatomical deviances in general and the bound-
aries of the planum temporale in particular have often
proved to be difficult (Kirch & Weinberger, 1986; Shap-
leske et al., 1999).

Structural Neuroimaging Studies

The irregularity with respect to the planum temporale has
also been observed in vivo neuroimaging studies of peri-
sylvian language regions. Authors employing magnetic res-
onance imaging (MRI) reported unusual asymmetry (i.e.,
Right hemisphere = Left hemisphere or right hemisphere >
Left hemisphere) of the planum temporale in individuals
with SLI (Gauger, Lombardino, & Leonard, 1997) or
dyslexia (Flowers, 1993; Hynd, Semrud-Clikeman, Lorys,
Novey, & Eliopulos, 1990; Larsen, Høien, Lundberg, &
Ødegaard, 1990). Larsen et al. found that 13 out of 19
dyslexic adolescents displayed symmetric plana as com-
pared to only 5 out of 17 normal readers. All dyslexics ex-
hibiting phonological problems showed absence of typical
leftward asymmetry. This led the authors to propose that
symmetrical plana temporali might be a possible neurobio-
logical substrate for phonological processing impairment
in dyslexia.

Measurements of the greater perisylvian region in the
vicinity of the planum temporale have also yielded devia-
tions in both SLI and dyslexia (see Figure 7.2). Plante,
Swisher, Vance, and Rapcsak (1991) evaluated MRI scans
of the broader perisylvian-language area in 16 boys with
and without SLI. Seventy-five percent of the SLI children
did not show the usual leftward asymmetry, and 25% of
the controls showed atypical perisylvian configuration.
Deviant asymmetry patterns were also observed more
frequently in first-degree relatives of children with SLI,
supporting the notion of a biological predisposition
(Plante, 1991).

In SLI, Gauger et al. (1997) demonstrated greater right-
ward asymmetry of planum+, which includes both planum

temporale and planum parietale (i.e., the posterior, vertical
part of the planum). Heiervang et al. (2000) found no
changes in the lateralization of the planum+ in boys with
dyslexia. Analyzing the planum parietale, they found that
dyslexics were less likely to show the expected rightward
asymmetry than controls.

Regarding anterior portions of the perisylvian region,
SLI children showed a tendency toward atypical right-
greater-than-left asymmetry of the pars triangularis,
which coincides with parts of Broca’s speech production
area (Gauger et al., 1997). De Fosse et al. (2004) repli-
cated observations of reversed asymmetry in anterior lan-
guage cortex in boys with SLI. In a similar vein, adult male
dyslexics demonstrated stronger right-hemisphere prepon-
derance for Broca’s region (Robichon, Levrier, Farnarier,
& Habib, 2000).

The issue of perisylvian asymmetries is not conclusive,
however. There have been other contradictory observations
reported in both SLI and dyslexia. Some investigators
have challenged the view of altered planum temporale
asymmetry (Best & Demb, 1999; Heiervang et al., 2000;
C. M. Leonard et al., 1993; Preis, Jäncke, Schittler, Huang,
& Steinmetz, 1998; Robichon et al., 2000; Rumsey, Dono-
hue, et al., 1997; Schultz et al., 1994). For instance, C. M.
Leonard et al. found an exaggerated leftward asymmetry in
the planum temporale in a group of compensated dyslexics
compared to unaffected relatives and controls. Best and
Demb observed similar asymmetries in planum temporale
lateralization; however, this lateralization was reduced
when the sulcul tissue was excluded from analysis. Criti-
cism has also arisen with respect to planum parietale asym-
metries (Gauger et al., 1997; C. M. Leonard et al., 1993;
Preis et al., 1998; Rumsey, Donohue, et al., 1997). Eckert
et al. (2003) have suggested a different anatomical basis in
pars triangularis and the cerebellum. They found that mea-
sures of the right cerebellar anterior lobe and the left and
right pars triangularis correctly classified a majority of the
subjects (72% dyslexics and 88% controls). Several factors
may contribute to these inconsistencies. For instance, vari-
ations in measurement techniques (such as defining the
anatomical boundaries) as well as methodological and de-
sign flaws (such as small sample sizes, differences in diag-
nostic standards, and comorbidity) have been proposed
(Heim & Keil, 2004).

As a promising new variable, parameters of white mat-
ter morphometry have been studied. Examining the mi-
crostructure of temporoparietal areas using diffusion
tensor imaging, Klingberg et al. (2000) observed reduced
integrity of white matter tied to the left hemisphere as a
function of reading test performance. In a study by Herbert
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et al. (2004), radiate white matter volume of SLI children
was enlarged compared to controls. These findings have
been interpreted as evidence for a general deficit in cere-
bral connectivity as an etiological factor contributing to
developmental language disorders.

One suggestion proposed to explain the observed reduc-
tion in cerebral asymmetry in LLI is that it might be the re-
sult of anomalous interhemispheric pathways coursing
through the corpus callosum to the perisylvian-language
regions (Filipek, 1995). Based on animal models, Gal-
aburda’s group (Galaburda, Rosen, & Sherman, 1990;
Rosen, Sherman, & Galaburda, 1989) has hypothesized
that more symmetric brains have a stronger interhemi-
spheric connectivity, which may be reflected by a larger
size of the corpus callosum and vice versa. To date, there
are only a few studies using MRI that compare the size of
the corpus callosum in individuals with dyslexia and
nondyslexic controls (Duara et al., 1991; Hynd et al., 1995;
Larsen, Høien, & Ødegaard, 1992; Robichon & Habib,
1998; Rumsey et al., 1996; von Plessen et al., 2002). Re-
sults of these are not convergent. Some found an increase in
the size of the corpus callosum in dyslexic individuals, es-
pecially in the posterior splenium (Duara et al., 1991;
Rumsey et al., 1996) and its rostrally adjacent segment, the
isthmus (Robichon & Habib, 1998; Rumsey et al., 1996),
but others did not report this difference (Hynd et al., 1995;
Larsen et al., 1992; von Plessen et al., 2002).

Mixed results characterize the literature on SLI as well.
Gauger et al. (1997) measured normal total callosum size
in children with SLI, although they tended to be less likely
to show typical asymmetry patterns in perisylvian-lan-
guage regions. Njiokiktjien, deSonneville, and Vaal (1994)
found the corpus callosum to be larger in an LLI group ex-
hibiting both familial SLI and dyslexia compared with non-
familial cases. No differences for absolute corpus callosum
size and its subareas were observed by Preis, Steinmetz,
Knorr, and Jäncke (2000).

It is apparent that no consistent structural correlates
have been associated with SLI or dyslexia using MRI tech-
niques. Several factors possibly accounting for the incon-
sistent findings have been outlined earlier. Because the
relationship of neurostructural deviances and behavior re-
mains elusive, more insights can be expected from func-
tional brain-imaging methods.

Functional Neuroimaging Studies

Regarding SLI, functional neuroimaging studies mainly
presented single photon emission computer tomography
(SPECT) data (Chiron et al., 1999; Denays et al., 1989;
Tzourio, Heim, Zilbovicius, Gerard, & Mazoyer, 1994).

Their findings favor the hypothesis of deviant language lat-
eralization in children with SLI. For instance, Denays et al.
observed hypoperfusion in the inferior frontal convolution
of the left hemisphere, encompassing Broca’s area, in chil-
dren with expressive impairments. In children having both
production and comprehension deficits, hypoperfusion was
evident in the left temporoparietal region as well as in the
upper and middle areas of the right frontal cortex. Al-
though Chiron et al. found similar hypoactivity in Broca’s
area of the expressive type, functional brain-imaging stud-
ies in SLI are sparse and need further corroboration.

The neuroimaging literature on dyslexia offers a num-
ber of functional investigations, using positron emission to-
mography (PET) or functional magnetic resonance imaging
(fMRI). These techniques provide higher spatial resolution
than SPECT. Most of the studies were conducted in adult
individuals and primarily targeted mechanisms hypothe-
sized to be compromised in dyslexia: phonological process-
ing, auditory rate processing, and visual motion perception
(magnocellular dysfunction).

Brain Activation during Phonological Tasks. Rum-
sey et al. (1992) were one of the first teams to perform
PET scans on dyslexic adults. Male subjects participated in
two tasks: a phonological awareness task, in which they
were asked to press a button when two spoken words
rhymed with each other, and a nonverbal task, in which
they were required to push a button whenever a simple tar-
get tone in a sequence of others was detected. In controls,
activation of left temporoparietal regions (angular/supra-
marginal gyrus) was specifically related to rhyme judg-
ments. Dyslexics showed reduced blood flow in the left
temporoparietal cortex during rhyming, but did not differ
from controls in this area during rest or tone detection. The
pattern of results was assumed to indicate a left tem-
poroparietal dysfunction associated with phonological task
demands in dyslexia.

S. E. Shaywitz et al. (1998) investigated dyslexic adults
with fMRI using a set of hierarchically organized visual
tasks intended to progressively increase demands on phono-
logical analysis. The tasks required same-different judg-
ments concerning line orientation (e.g., [\\V]-[\\V]), letter
case (e.g., [bbBb]-[bbBb]), single-letter rhyme (e.g., [T]-
[V]), pseudoword rhyme (e.g., [leat]-[jete]), and semantic
category (e.g., [corn]-[rice]). On tasks making explicit de-
mands on phonological processing (e.g., pseudoword
rhyming), dyslexic adults in contrast to unimpaired readers
showed a relative underengagement of left posterior regions
(Wernicke’s area, the angular gyrus, and striate cortex)
coupled with a disproportionately elevated response in a
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left anterior region (inferior frontal gyrus). This has been
suggested to be a reflection of functional disruption in the
posterior cortical systems engaged in phonological decod-
ing and a compensatory reliance on Broca’s area.

Similar brain imaging results using visual presentation
of various phonological tasks have been reported by other
researchers (Brunswick, McCrory, Price, Frith, & Frith,
1999; Paulesu et al., 1996; Rumsey, Nace, et al., 1997).
These studies indicate that adults with dyslexia show typi-
cal or enhanced activity in left hemisphere frontal regions,
but reduced or absent activity in left posterior areas. In
contrast, McCrory, Frith, Brunswick, and Price (2000) ob-
served right hemisphere differences during auditory verbal
repetition. Dyslexic men demonstrated less hemodynamic
activation than normal readers in the right superior tempo-
ral and right postcentral gyri. The mixed results seem to
imply that the neural manifestation of phonological disrup-
tion in dyslexia is perhaps task specific. In fact, a current
PET study by McCrory, Mechelli, Frith, and Price (2005)
showed diminished metabolism in a left occipitotemporal
area during word reading and picture naming.

Based on findings in adults, it is not possible to deter-
mine whether the digressions from typical cerebral re-
sponse patterns in dyslexia reflect a fundamental deficit of
phonological processing or are a compensation for poor
reading in adulthood. There is hence growing interest in ex-
amining children and adolescents using fMRI. Temple et al.
(2001) recorded data for 11-year-old dyslexic and normal-
reading children during tasks of rhyming and matching vi-
sually presented letter pairs (e.g., Do T and D rhyme? and
Are P and P the same? respectively). During (phonologi-
cal) letter rhyming, activity in left frontal-lobe regions was
evident in both groups, whereas activity in the left tem-
poroparietal cortex was observed only in controls. During
(orthographic) letter matching, normal readers demon-
strated activity throughout the extrastriate visual cortex,
whereas dyslexic readers showed reduced extrastriate re-
sponses. Thus, altered temporoparietal activation probed
by rhyme letters in dyslexic children parallels prior find-
ings in dyslexic adults, indicating a core phonological
deficit. Moreover, childhood dyslexia may be characterized
by impaired extrastriate activity thought to be important
for orthographic processing.

In a study by Georgiewa et al. (1999), 14-year-old
dyslexics showed reduced activation in Broca’s area and in
the left inferior temporal lobe during tasks that invoke sub-
stantial grapheme-phoneme conversions and phonological
awareness. Neither the dyslexic nor the control group dis-
played temporoparietal activity, however. This finding is in
contrast to what has been observed in younger children

(Temple et al., 2001) as well as in adult samples (see ear-
lier remarks). The differences could be task related (covert
behavioral response in the Georgiewa study versus overt
response in the other studies), which has also been sug-
gested by a more recent fMRI experiment of Georgiewa
et al. (2002).

Studying a large sample of 144 individuals (7 to 18
years), B. A. Shaywitz et al. (2002) reported that dyslexic
readers exhibited lesser activation than unimpaired readers
in posterior brain regions (including parietotemporal sites
and sites in the occipitotemporal area) and in the inferior
frontal gyri during tasks relying on phonology. The reduced
activity in anterior regions contrasted their earlier findings
in adults (S. E. Shaywitz et al., 1998). However, a positive
correlation between chronological age and bilateral activa-
tion in the inferior frontal gyri of dyslexic individuals led
these researchers to suggest that frontal sites become in-
creasingly incorporated with age in compensating for the
posterior regions. Even though the notion of compensation
is promising (S. E. Shaywitz et al., 2003), the influence of
chronological age as an important factor needs to be exam-
ined in greater detail.

Brain Activation in Auditory Rate Processing. Al-
though many imaging studies have explored the phonologi-
cal hypothesis, only a few studies investigating the neural
correlates of auditory rate processing in dyslexia have been
carried out until recently. Using fMRI, Temple et al. (2000)
employed nonspeech analogues of consonant-vowel-conso-
nant stimuli with either brief (rapid) or temporally ex-
tended (slow) acoustic transitions differing in pitch in an
active paradigm. Adult participants had to identify the
higher pitched sound. Unimpaired readers displayed in-
creased activity in the left prefrontal cortex in response to
rapid relative to slow transitions, but dyslexic readers
showed no differential activity. Further, magnitude of the
differential response was inversely correlated with perfor-
mance in rapid auditory processing, as measured by thresh-
old needed for sequencing three 20-ms tones presented at
different rates. Following these results, Temple and collab-
orators point to the possible role of left prefrontal regions
as mediating rapid auditory processing.

Comparable evidence was obtained by Ruff, Cardebat,
Marie, and Démonet (2002) using naturally spoken speech
stimuli. Functional MRI scans of adult dyslexics and con-
trols were compared during passive discrimination of sylla-
ble pairs selected from a /ma/-/na/ continuum. Speech rate
was either normal or slowed down. Only in controls was
discrimination of normally paced syllables associated with
activation in a frontal-parietal network (Broca’s area and
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left supramarginal gyrus). The frontal component was less
responsive to slowed speech in controls but predominantly
activated in dyslexics. No modulation by speech rate was
found in the parietal component, which has been consid-
ered pivotal for phoneme representations (Démonet, Fiez,
Paulesu, Petersen, & Zatorre, 1996). The authors sug-
gested that enhanced activation of Broca’s area might re-
flect a neural correlate of improved performance on
temporally extended syllables reported in children with
SLI. Further, the left supramarginal gyrus was assumed to
be compromised by a more severe deficit than speech rate
dysfunction.

In a sample of healthy adults, Zaehle, Wüstenberg,
Meyer, and Jäncke (2004) demonstrated shared neural net-
works (viz., posterior perisylvian regions) for both verbal
and nonverbal tasks. Such work needs to be conducted in
both children and adults with LLI.

Brain Activation during Visual Motion Perception.
Several fMRI investigations provided evidence for a selec-
tive deficit in the magnocellular system in adults with
dyslexia (e.g., Demb et al., 1997, 1998; Eden et al., 1996).
Eden et al. measured cerebral activation while partici-
pants passively viewed either a coherently moving dot
stimulus (magnocellular stimulus) or a stationary pattern
(parvocellular stimulus). Moving stimuli were expected to
elicit strong responses in area V5 (MT) that is located in
an extrastriate region at the junction of the occipital and
temporal lobes (Zeki, 1993). In unimpaired readers, the
magnocellular stimulus activated V5/MT bilaterally, but
it failed to activate this area in dyslexic readers. Parvocel-
lular stimulus did not elicit any differences between the
two groups.

Demb et al. (1997, 1998) examined brain signals in re-
sponse to low-luminance moving gratings (magnocellular
stimuli) as opposed to control stimuli “designed to stimu-
late multiple pathways” (1997, p. 13363). Dyslexic individ-
uals showed reduced activity relative to controls both in
primary visual cortex (V1) and several extrastriate regions
(inter alia MT+) in response to moving gratings of various
contrasts. Participants exhibiting stronger V1 and MT+ ac-
tivity demonstrated better speed discrimination perfor-
mance and tended to be faster readers.

Discrepancies in results might be attributable to differ-
ences in sample selection, stimuli, or procedures used for
localizing visual brain areas. Whereas the phonological hy-
pothesis of dyslexia has received valuable support from re-
cent PET and fMRI research, hemodynamic studies on
both visual magnocellular and auditory rate processing are
limited, specifically in child populations.

5 Event-related potentials are characterized by precise time lock-
ing to a sensory stimulus (e.g., luminance change, tone, or me-
chanical tap) or internal event (e.g., preparation for a target
stimulus). They can be detected by averaging single-trial re-
sponses.

Electrophysiological Studies

Functional MRI and PET provide excellent spatial resolu-
tion in examining brain processes believed to be compro-
mised in LLI, and electroencephalography (EEG) and
magnetoencephalography (MEG) allow us to investigate
temporal processes in greater detail (see Figures 7.3a and
7.3b). Event-related potentials (ERPs)5 of the EEG are in-
creasingly used in developmental and clinical research as
they are noninvasive ( like fMRI) and do not require overt
responses by an individual (see Cheour, Leppänen, &
Kraus, 2000; Leppänen & Lyytinen, 1997; Molfese et al.,
2002; Nelson & Monk, 2001; Rockstroh et al., 1999). Their
magnetic counterparts, termed event-related fields (ERFs),
can be analyzed using methods increasing spatial resolu-
tion and estimating underlying sources. Therefore, MEG
has the added advantage of high spatial resolution as com-
pared to EEG and, in some instances, PET (Elbert, 1998).

Electroencephalography/Event-Related Potentials.
Visual ERPs have been frequently used to examine putative
deficits in the magnocellular pathways in dyslexia. This
work has demonstrated that dyslexics’ ERP components
were reduced or delayed for visual stimuli with low spatial
and high temporal frequencies (e.g., Kubová et al., 1995;
Lehmkuhle et al., 1993; Livingstone et al., 1991). Most re-
cently, tasks involving moving stimuli, which are particu-
larly sensitive to magnocellular deficits, have yielded
supportive evidence in children (Scheuerpflug et al., 2004;
Schulte-Körne, Bartling, Deimel, & Remschmidt, 2004).

A promising parameter suitable to investigate auditory
processing in both normal samples and clinical conditions
happens to be mismatch negativity (MMN). The mismatch
response is elicited by a so-called passive oddball para-
digm, in which infrequent acoustic (deviant) stimuli are in-
terspersed in a series of frequently presented (standard)
stimuli. The MMN likely reflects temporofrontal neural
activity and usually peaks between 100 and 250 ms after
stimulus onset. It is assumed to index a preattentive neu-
ronal change-detection mechanism (Näätänen, 2001).

Mismatch studies using stop consonant-vowel syllables
showed attenuated response in dyslexic and learning-im-
paired individuals compared to controls (Bradlow et al.,
1999; Kraus et al., 1996; Schulte-Körne, Deimel, Bartling,
& Remschmidt, 1998, 2001). Kujala et al. (2000) addressed
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Figure 7.3 (a) An EEG/ERP testing session showing a 9-month-old child seated on her mother’s lap and being entertained by an ex-
perimenter during a passive auditory oddball paradigm. ERPs are recorded from 62 scalp sites (64 in adults) using the Geodesic Sen-
sor Net (Electrical Geodesics, Inc., Eugene, Oregon). (b) An adult subject in a MEG laboratory. Pictured is a whole-head
neuromagnetometer (MAGNES 2500, 4D Neuroimaging, San Diego, CA) inside a magnetically shielded chamber. The device houses
148 detection coils (magnetometers), forming a helmet-like array. It is sensitive to changes in magnetocortical activity, having tempo-
ral resolution in the range of milliseconds.

the issue of whether this mitigated mismatch response is
due to a phonological processing deficit or a more general
auditory impairment. They used two sets of stimuli, which
were presented to adult dyslexics and normal readers: The
test stimuli consisted of four 500-Hz tones with silent in-
tertone intervals of either 200, 150, and 50 ms (standard
pattern) or 200, 50, and 150 ms (deviant pattern); the con-
trol stimuli comprised 500-Hz tone pairs separated by
either 150 ms (standard pair) or 50 ms (deviant pair). No
group differences were found in the MMN amplitude to the
temporal change in the control condition. In the test condi-
tion, for normal readers biphasic MMNs were elicited, but
dyslexic readers showed only the second MMN. The bipha-
sic MMN reflected a response to the two deviations in the
test stimuli: a quick tone following the second sound, and a
delayed tone following the third sound. The auditory sys-
tem of the dyslexics seems to discriminate only the second
deviation. Behavioral discrimination performance paral-
leled the mismatch findings. Kujala and collaborators
inferred that dyslexic individuals have problems in process-
ing auditory temporal information only when presented in
a complex context, as in the case of the linguistic domain
(i.e., phonemes in words), not otherwise. This study is one
of the most informative concerning the two competing hy-

6 Neuronal source activity within a defined time window of
ERFs is estimated and projected onto structural brain images.

potheses. However, we need further work to clarify the re-
lation between auditory rate processing and phonological
skills, as other studies using simple nonverbal stimuli often
showed normal MMN to duration changes in both SLI and
dyslexia (Baldeweg, Richardson, Watkins, Foale, & Gruze-
lier, 1999; Korpilahti & Lang, 1994).

Magnetoencephalography/Event-Related Fields. Most
MEG studies in dyslexia have been concerned with
magnetic source imaging6 during performance of various
reading tasks (Helenius, Salmelin, Service, & Connolly,
1999; Helenius, Tarkiainen, Cornelissen, Hansen, &
Salmelin, 1999; Salmelin, Service, Kiesilä, Uutela, & Salo-
nen, 1996; Simos, Breier, Fletcher, Bergman, & Papanico-
laou, 2000; Simos, Breier, Fletcher, Foorman, et al., 2000).
Overall, these studies support the findings of hemodynamic
deviances in language-related brain sites in dyslexia (see
section on Functional Neuroimaging Studies). For instance,
Salmelin et al. found that print processing was associated
with enhanced source activity in the inferior temporo-occip-
ital border of the left hemisphere at about 180 ms following
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stimulus onset in controls but not in dyslexic adults. Also,
between 200 and 400 ms, controls showed activation in
the left temporal region and dyslexic participants showed
activation of the left inferior frontal cortex (approxi-
mately in Broca’s area). This pattern may reflect poste-
rior cortical anomaly and compensatory reliance on
frontal lobe systems, which has been related to the phono-
logical deficit discussed earlier. Differences in source
activity in posterior brain sites have been detected in chil-
dren with dyslexia during engagement in printed pseudo-
word rhyme-matching and word-recognition tasks (Simos,
Breier, Fletcher, Bergman, et al., 2000; Simos, Breier,
Fletcher, Foorman, et al., 2000). Dyslexics displayed re-
duced activity in the left temporoparietal cortex following
stimulus onset, coupled with a high density of source
clusters in homologous right hemisphere regions as com-
pared to normal developers.

Some recent MEG experiments in the auditory domain
have examined early sensory components elicited by tones
or speech sounds (e.g., Helenius, Salmelin, Richardson,
Leinonen, & Lyytinen, 2002; Helenius, Salmelin, Service,
et al., 2002; Nagarajan et al., 1999). In the context of the
auditory rate processing hypothesis, Nagarajan et al. com-
pared adult poor readers and controls on tone-sequence
perception. Sequences of two brief sinusoidal tones differ-
ing in pitch were presented at each of three different ISIs,
and participants were asked to press the appropriate but-
tons to indicate the correct order. Early ERF amplitudes
(around 100 ms) for the second stimulus of a sequence
were smaller in poor readers than in controls for ISIs of 100
or 200 ms, but not for the long ISI of 500 ms. This neuronal
deviance was corroborated by a similar performance pro-
file on tasks measuring perceptual interference between
rapidly successive stimuli.

In the very same latency range, Heim, Eulitz, and Elbert
(2003a, 2003b) reported asymmetrical localization of
ERFs elicited by stop consonant-vowel syllables in con-
trols. This asymmetry reflected a more anterior localiza-
tion in the right hemisphere than in the left and was not
present in dyslexic children or in dyslexic adults. Whereas
there was no group difference in the left, dyslexics’ sources
in the right hemisphere were located posterior to those of
controls. Right hemisphere anomaly also characterizes
later time segments (150 to 300 ms) of the cortical re-
sponse to syllables in language-impaired children (Heim,
Eulitz, Keil, Rockstroh, & Elbert, 2003). These findings
may reflect atypical organization of the primary auditory
cortex and adjacent areas, in particular the planum tempo-
rale. As a consequence, other (right posterior) perisylvian

regions may become involved in auditory processing. Sub-
stituted regions, however, may not perform the task as effi-
ciently as a normally developed planum temporale would.

Given the inconsistencies with functional neuroimaging
studies, it is legitimate to ask whether SLI and dyslexia are
necessarily limited to one or the other hemisphere. Various
deficits making up the complex disorders might be associ-
ated with different neural bases. A complete picture, there-
fore, should include both high temporal and spatial
resolution data as provided by a combined approach of
electrocortical parameters and imaging techniques and,
most important, theory-driven behavioral tasks (Heim &
Keil, 2004).

Animal Studies

Given the neuroanatomic variance seen in the postmortem
and neuroimaging studies described, it is posited that
brain abnormalities hypothesized to be associated with
LLI may occur quite early in life. As SLI may involve
basic acoustic abilities that support language but are not
speech specific, it is possible to examine such processes in
an animal model (Clark, Rosen, Tallal, & Fitch, 2000;
Fitch, Tallal, Brown, Galaburda, & Rosen, 1994). Studies
of animals with induced cortical neuromigrational or ge-
netic anomalies designed to mimic those found in LLI pro-
vide a converging framework to examine the existence of a
common neurobiological mechanism, which acts develop-
mentally to disrupt sensory processing systems (Fitch &
Tallal, 2003). Research using animal models has improved
our understanding of the ontogeny of these anomalies. Re-
sults obtained to date suggest that focal cellular anomalies
such as ectopias and microgyria arise as a consequence of
interference with critical periods of neuromigration, pos-
sibly resulting from focal ischemic damage (e.g., Dvorák,
Feit, & Jurankova, 1978; Humphreys, Rosen, Press, Sher-
man, & Galaburda, 1991; Rosen, Sherman, Richman,
Stone, & Galaburda, 1992; see Fitch & Tallal, 2003), orig-
inating in the prenatal period.

Studies using an animal model of induced neocortical
microgyric lesions revealed that rats tested in a behavioral
paradigm, similar to the infant tasks used by Benasich and
colleagues (see section on Prospective Studies in Infants
and Kindergartners), showed significant deficits in rapid
auditory processing (Fitch et al., 1994). Such findings sug-
gest that a common mechanism underlies specialization for
rate processing in both humans and animals (Fitch & Tal-
lal, 2003). Furthermore, these animals show anomalies in
the thalamic medial geniculate nucleus or MGN (Herman,
Galaburda, Fitch, Carter, & Rosen, 1997). Event-related
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responses recorded from either surface electrodes or im-
planted electrodes (placed in the primary auditory cortex
and in MGN) in mice with ectopias also document altered
rapid auditory processing (Frenkel, Sherman, Bashan, Gal-
aburda, & LoTurco, 2000). A strong and specific relation
was shown between alterations in auditory ERPs and num-
ber of ectopias.

Several studies shed further light on the consequences
of microgyric lesions in this animal model in the develop-
ing rat (Friedman, Peiffer, Clark, Benasich, & Fitch, 2004;
Peiffer, Friedman, Rosen, & Fitch, 2004; Peiffer, Rosen, &
Fitch, 2002). Specifically, it was demonstrated that devel-
opmental shifts in gap detection abilities are observable
across early development, and that improvements in audi-
tory acuity due to repeated testing can be observed even at
the youngest ages (Friedman et al., 2004). In another study,
juvenile rats with bilateral microgyria, but not their adult
counterparts, exhibited impaired detection of short-dura-
tion silent gaps in white noise when compared to age-
matched sham littermates (Peiffer et al., 2004). In adult
rats, more temporally demanding acoustic discrimination
tasks were required to elicit the deleterious effects of micr-
ogyria. These findings converge on data from humans with
impairments in rapid auditory processing. In infancy and
early childhood, an initial difficulty in gap detection is
seen. Adults with a history of SLI or dyslexia may not show
this deficit (McAnally & Stein, 1996; Protopapas, Ahissar,
& Merzenich, 1997), nor is it consistent in older children
(Bishop, Carlyon, Deeks, & Bishop, 1999). However, more
demanding acoustic tasks (rapid, sequential, and brief
stimuli) continue to elicit higher thresholds in dyslexic
adults (e.g., Hari & Kiesilä, 1996).

Another current study indicates that the consequences
of bilateral microgyria lesions (e.g., reorganization, alter-
ations in thalamic morphology, and rapid auditory process-
ing deficits) are surprisingly robust and do not appear to be
ameliorated by passive acoustic stimulation across devel-
opment (Peiffer et al., 2002).

Thus, the converging research cited here suggests that
morphological abnormalities observed in the cortex and
thalamic nuclei in both human and animal subjects may
well play a part in inefficient rapid auditory processing
(Herman et al., 1997; Jernigan, Hesselink, Sowell, & Tal-
lal, 1991; Tallal, Jernigan, & Trauner, 1994). Further, there
are clear differences elicited in the rat and mouse models
as a function of age and perhaps environment, as has been
proposed in humans (see Bishop & Snowling, 2004). Re-
sults of this kind support the utility of animal models in
elucidating the potential mechanisms underlying finely

tuned auditory resolution, including the study of develop-
mental changes in the auditory system (Fitch et al., 1994;
see Fitch, Read, & Benasich, 2001).

Genetic Approaches

Over the past decades, evidence was collected in support of
the hypothesis that SLI and dyslexia, or at least some sub-
types of these conditions, may be hereditary. Initial re-
ports of family aggregation derived from individual family
case histories, and case-control family studies followed.
Other research focused on examining the concordance of
oral and written language impairments in twins as a means
of looking at the rate of heritability. Findings of both fam-
ily aggregation and twin studies have stimulated the quest
for genes involved in the transmission of LLI.

Family Aggregation Studies

Both SLI and dyslexia cluster in families and in many cases
co-occur in the same individuals (see section on Prevalence
Estimates). Case studies capitalizing on family histories of
language-impaired children showed that 24% to 63% of the
children had at least one affected relative (Byrne, Willer-
man, & Ashmore, 1974; Gopnik & Crago, 1991; Hurst,
Baraitser, Auger, Graham, & Norell, 1990; Ingram, 1959;
Luchsinger, 1970; Robinson, 1987). The wide range in fre-
quency rates might be due to differences in diagnostic stan-
dards and subject characteristics. Plante, Shenkman, and
Clark (1996) compared direct testing versus questionnaire
data in groups of parents of children with SLI and adult
controls. Questionnaire results indicated that 38% of the
parents having an affected child exhibited prior impair-
ments in oral and/or written language skills. None of the
controls reported such history. Corresponding SLI figures
based on test battery scores were 63% and 17%. Gopnik
and Crago tested 20 (out of 36) members of a three-genera-
tion family and found only seven to fall in the normal range
of language development. Some of the affected members,
however, would not be considered SLI by conventional di-
agnostic standards (see section on Definition: Specific
Language Impairment). The phenotype or behavioral pro-
file was quite broad, including virtually every aspect of
language. Also, mental impairments, a history of psychi-
atric problems, or oral-motor dysfunctions have been docu-
mented (Gopnik, 1994; Vargha-Khadem, Watkins, Alcock,
Fletcher, & Passingham, 1995).

Several investigations determined the prevalence of
speech and language problems in the family members of in-
dividuals with SLI as compared to data from relatives of
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controls with no speech or language disorder history. In
many of these case-control studies, the affected individual
(proband) was clinically identified, and information about
the family was collected by questionnaires (Bishop & Ed-
mundson, 1986; Neils & Aram, 1986; Rice et al., 1998;
Tomblin, 1989). Overall, a robust effect of familiality was
suggested. Rates of impairments in families of SLI
probands ranged from approximately 20% to 25% versus
3% to 7% in control families. Higher percentages were
seen when researchers used a broader phenotype that en-
compassed language and learning problems (Tallal et al.,
1989a; van der Lely & Stollwerck, 1996). Here, the inci-
dence of SLI was on the order of 40% to 80% in proband
families and 20% to 30% in control families.

More recently, Tallal et al. (2001) used direct testing in
a case-control family design and found the rate of SLI for
the first-degree relatives of probands (30%) to be signifi-
cantly higher than for control families (7%). Affectance
rates for fathers and mothers were approximately equal,
whereas brothers showed about 3 times higher incidence
than sisters did. In proband families, SLI occurred in 13%
of offspring (excluding the proband) with neither parent af-
fected, 40% of offspring with one parent affected, and 71%
of offspring with both parents having SLI.

Evidence of familial aggregation in dyslexia has been re-
ported in very early case studies. For instance, Stephenson
(1907) described a three-generation family history of
dyslexia affecting six individuals. In a classic study based
on interview data from more than 100 families, Hallgren
(1950) estimated the risk for first-degree relatives to be
41%. Similar estimates have been obtained by researchers
using direct testing, with familial recurrence rates for sib-
lings and parents ranging from 39% to 43% and 27%
to 49%, respectively (Finucci, Guthrie, Childs, Abbey, &
Childs, 1976; Gilger et al., 1991; Vogler, DeFries, &
Decker, 1985). The Colorado Longitudinal Family Reading
Study tested reading and cognitive abilities in 125 reading-
disabled proband families and 125 matched controls. Mani-
fold deficits were found in primary relatives of probands,
providing indirect evidence for the familial nature of the
disorder (DeFries, Singer, Foch, & Lewitter, 1978). Al-
though the phenotype of dyslexia varied considerably
across these investigations, recurrence rates demonstrate
striking similarity. Further, siblings appear to be at greater
risk for reading and spelling impairments when at least one
parent is diagnosed (Gilger, Hanebuth, Smith, & Penning-
ton, 1996; Wolff & Melngailis, 1994).

Taken together, there is a high probability for family
members to have some type of SLI or dyslexia when one

other member is affected. Communalities of the two disor-
ders in terms of psychological and neurobiological vari-
ables raise the question of etiological interrelationships.
This issue has been addressed by a very recent case-control
family study, using a battery of language, reading, and au-
ditory rate processing tests (Flax et al., 2003). Approxi-
mately two-thirds of the SLI probands also met diagnostic
criteria for reading disability. The occurrence rates of SLI
(25%) and reading disability (23%) in their immediate and
extended relatives were significantly elevated compared
to rates for controls. Of particular importance, a high co-
occurrence (46%) of the two conditions was also manifest
in the same sample of relatives. Consistent with epidemio-
logical research, gender differences were observed in
proband families for both conditions. Specifically, male
family members outbalanced females by a factor of 2.

Family aggregation studies provide information about
the extent to which SLI and dyslexia run down generations.
Because family members share environmental factors as
well as genes, this approach cannot be used to assess the
heritability of any given disorder. Twin studies offer one
possibility to answer research questions related to the ge-
netic transmission in a natural environment.

Twin Studies

Twin studies take advantage of the fact that monozygotic
(MZ) twins are genetically identical, whereas dizygotic
(DZ) twins share on average 50% of their genes. Conse-
quently, MZ twins should be concordant for inherited traits
roughly twice as often as DZ twins. In this vein, Tomblin
and Buckwalter (1994) examined 82 pairs of twins that in-
cluded at least one child having SLI (proband). Based on
direct testing, concordance rate of SLI was 80% for MZ
and 38% for DZ twins. Similar rates have been reported by
B. A. Lewis and Thomson (1992) in twins suffering from a
variety of speech, language, and learning difficulties.
Here, concordance rates amounted to 86% and 48%, re-
spectively. In addition, Bishop (1992) demonstrated an in-
teresting interplay between environment and genetic
endowment, both differentially contributing to past and
present language ability. Work from the same laboratory
(Bishop, North, & Donlan, 1995) showed higher concor-
dance for males than females, exemplifying the often re-
ported gender ratio for SLI.

Concordance rate differences have also been demon-
strated for dyslexia. Zerbin-Rüdin (1967) reviewed 51
cases, of whom at least one twin within a pair suffered
from reading problems. Level of concordance was nearly
100% for MZ and 35% for DZ pairs. Recruiting 62 pairs
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from a mother-of-twins club, Bakwin (1973) reported rates
of 84% and 20% for MZ and DZ twins, respectively. Sub-
sequent research demonstrated a somewhat lower but still
significant concordance ratio (68% for MZ twins versus
38% for DZ twins), possibly as a result of avoiding method-
ological shortcomings pertaining to sample recruitment
and diagnostic standards (see DeFries & Alarcón, 1996).

Other behavior genetic studies make use of correla-
tional and multiple regression analyses to assess heritabil-
ity of language/ literacy ability in the normal and deficient
range. Such methods are based on the assumption that oral
and written language skills represent continuous traits
being normally distributed in the population. Heritability
in the normal range is evident when correlations between
probands’ and co-twins’ test scores are significantly
higher for MZ compared to DZ pairs. When probands are
ascertained by extreme low test scores, co-twins’ scores on
the same test will regress toward the performance mean of
an unselected population. To the degree that the disability
is heritable, there should be greater regression in DZ co-
twin scores. If heritability estimates for LLI twins exceed
those for normal samples, this indicates that certain genes
contribute to the linguistic variance observed among af-
fected individuals, but not to the variance in the general
population (DeFries & Fulker, 1985; LaBuda, DeFries, &
Fulker, 1986).

In a current project, Viding et al. (2004) assessed the
heritability of SLI in a large community sample (n = 972
pairs) of 4-year-old twins. Regression analyses indicated
that language disability as indexed by a composite score is
being substantially influenced by genes. Group heritability
showed an increasing trend from 38% to 76% as a function
of severity of impairment. Although more boys than girls
were found to be impaired, no differences emerged in
terms of genetic and environmental contributions.

Moderate but significant heritability has also been
demonstrated for the normal range of language ability at 4
years, which has amounted to 39% (Colledge et al., 2002).
More than 50% of the genetic influence on language per-
formance was found to overlap with genetic influence on
nonverbal cognitive skills. This overlap may be even more
pronounced at later stages of development (see the discus-
sion on interrelations between verbal and nonverbal abili-
ties in the sections on “Definition”).

The two studies in preschoolers suggest similar heri-
tability estimates for milder language disability (38%) and
language ability in the normal range (39%). When the most
severe cases are considered, heritability for language dis-
ability exceeds the value for normal language ability by ap-

7 In a proband group, heritability for the very same measure
was 82%.

proximately a factor of 2. This raises the possibility that
genes may be more important in causing severe language
impairment than milder variants of the condition. It is also
conceivable that additional genes contribute to the pheno-
type of language disability, but not to the variance in nor-
mal language skills.

A study by Bishop, Bishop, et al. (1999) focused on her-
itability estimates of phonological and auditory processing
skills in children with SLI and normal developers. Correla-
tions between proband and co-twin on auditory scores were
equally high for MZ and DZ pairs, suggesting an interpre-
tation in terms of shared environment rather than genes.
Nonsignificant results of extreme score analyses were as-
serted as further evidence for this view. In contrast, sub-
stantial heritability was demonstrated for phonological
skills in the normal as well as deficient range. Following
these and additional findings, Bishop, Carlyon, and collab-
orators (1999) propose that auditory deficits are neither
necessary nor sufficient for causing SLI, but nevertheless
can affect severity of impairment in genetically predis-
posed individuals.

Within the scope of the Colorado Twin Reading Study,
DeFries, Fulker, and LaBuda (1987) performed regression
analyses on literacy skills in a sample of 64 MZ and 55 DZ
pairs (8 to 18 years). Group heritability for a composite
score indicated that about 30% of the cognitive profile in
dyslexia is attributable to heritable factors. This value in-
creased to nearly 60% when a larger sample of 223 MZ and
169 DZ twins was examined (Wadsworth, Olson, Penning-
ton, & DeFries, 2000). Alarcón and DeFries (1997) ex-
tended their analyses to a normal group of Colorado twins
and likewise found substantial genetic influence (66%) on
literacy scores.7

Somewhat different findings emerged from the London
Twin Study involving 13-year-old children (J. Stevenson,
1991; J. Stevenson, Graham, Fredman, & McLoughlin,
1987). Deficits in spelling appeared to be significantly
heritable, whereas reading performance was best explained
by shared environment. Considerable variations in reading
instructions among the U.K. children have been put forth
as one possibility to explain the disparity (Bishop, 2001).

Several twin studies provide evidence that some compo-
nents of reading and spelling performance are under strong
genetic influence (see Grigorenko, 2001; Schulte-Körne,
2001). The Colorado Study (Olson, Wise, Conners, Rack,
& Fulker, 1989) reported heritability (about 46%) for a
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phonological decoding measure with a strong genetic con-
tribution to reading performance on the order of 90%. Or-
thographic skills were not heritable, however. Research
including a larger sample showed that 56% of orthographic
ability in the lower range could be accounted for by genes
(Olson, Forsberg, & Wise, 1994). Data on phonological
awareness scores add similar evidence. More recently, high
heritability scores have been obtained for rapid automa-
tized naming (58% to 65%). Its relationship with reading
measures suggested that reading deficits covary genetically
with impaired rapid naming (Davis et al., 2001).

Olson and Datta (2002) explored the association of read-
ing skills and visual processing across the full range of
reading ability. Generally, children with better word-read-
ing performance tended to display higher visual contrast
sensitivity. Proband-co-twin correlations of test scores in-
dicated significant genetic influence on individual differ-
ences in reading, but not in contrast sensitivity. The authors
claim that the modest shared variance between these mea-
sures should be attributed to environmental factors.

Bishop and colleagues (Bishop, 2001; Bishop, Adams,
& Norbury, 2004) addressed the issue of a common basis
of SLI and dyslexia. Heritability of reading disability was
strikingly high in children having difficulty in repeating
pseudowords, whereas those with intact pseudoword repe-
tition performance did not show impact of genes. Thus,
genetic factors are specifically relevant when literacy
problems are severe and/or accompanied by oral language
impairment.

In summary, the genetic basis of at least some propor-
tion of LLI has been repeatedly demonstrated. A word of
caution is in order, however. First, the mechanism of ge-
netic transmission remains to be elucidated, as there is evi-
dence for both major locus and polygenic inheritance (see
L. B. Leonard, 1998; Pennington, 1995; Schulte-Körne,
2001). Second, estimates of genetic variance still face a
substantial number of methodological issues. For instance,
less stringent criteria in selection of research participants
tend to lower heritability estimates. Whereas environmen-
tal factors may be of particular importance for milder lan-
guage and literacy impairments (see earlier discussion),
subtype classification may promote more homogeneous re-
sults in behavioral genetic studies (e.g., Castles, Datta,
Gayán, & Olson, 1999).

Molecular-Genetic Studies

In both SLI and dyslexia, several methods have been pur-
sued to identify genes predisposing to disorder. Linkage
analysis (indirect DNA analysis) aims at locating a disease
gene with respect to its chromosomal region. There are re-

gions of human DNA, so-called polymorphic markers, that
vary substantially across individuals but do not affect the
phenotype. The familial transmission of the marker allele is
compared with the transmission of the trait phenotype.
Their genetic loci are considered to be linked when they are
inherited more frequently than expected by chance. This
linkage does narrow down the search to genes that are close
to the marker on the chromosome (see Pennington, 2001).

For linkage studies, either multiple family members
from large pedigrees or a number of nuclear families (or
sibling pairs) need to be compiled, based on an affected
proband. As far as SLI is concerned, several genetic loci
have been identified. The SLI Consortium (2002) found
linkage sites on the long arms (q) of chromosomes 16 and
19 when the phenotype trait was defined by impaired
phonological memory or poor expressive language, respec-
tively. Bartlett et al. (2002) reported evidence for linkage
between a region on chromosome 13q and susceptibility for
SLI by use of an LLI phenotype.

The majority of families segregating SLI show com-
plex patterns of inheritance. The KE family, a three-
generation pedigree, represents one exception in that
approximately half the members encounter severe distur-
bances in speech and language. All affected individuals,
but none of the unaffected, carry a defective gene
(FOXP2) located on chromosome 7q. This suggests an au-
tosomal-dominant transmission of a monogenic trait
(Fisher, Vargha-Khadem, Watkins, Monaco, & Pembrey,
1998). To date, there is no evidence that language-im-
paired individuals unrelated to the KE family exhibit such
mutation (Meaburn, Dale, Craig, & Plomin, 2002; New-
bury et al., 2002). Recently, O’Brien, Zhang, Nishimura,
Tomblin, and Murray (2003) documented significant asso-
ciations of two loci in the vicinity of FOXP2 and a lan-
guage-impaired phenotype.

Gene linkage investigations in dyslexia posit loci on
chromosomes 1 to 3, 6, 15, and 18 (see Fisher & DeFries,
2002; Grigorenko, 2001; Schulte-Körne, 2001). As one of
the first teams in the field, Smith, Kimberling, Penning-
ton, and Lubs (1983) observed linkage between the cen-
tromeric region of chromosome 15 and reading disability
in families with apparent autosomal dominant transmis-
sion. Addition of more multiplex families provided evi-
dence for the genetic heterogeneity of the disorder (Smith,
Kimberling, & Pennington, 1991): Linkages were spread
to a more distal region on 15q as well as on a site of the
short arm (p) of chromosome 6. Significant localizations
on the long arm of chromosome 15 have also been re-
ported by other researchers (e.g., Grigorenko et al., 1997;
Schulte-Körne, Grimm, et al., 1998). Close to these re-



Prospective Studies in Infants and Kindergartners 297

gions, Taipale et al. (2003) uncovered a candidate gene for
developmental dyslexia.

One of the most consistent findings provides linkage of
dyslexia-related phenotypes to loci on chromosome 6p, es-
pecially in the vicinity of the human leukocyte antigen
(HLA) region (Cardon et al., 1994; Fisher et al., 1999;
Gayán et al., 1999; Grigorenko et al., 1997; Smith et al.,
1991). HLA belongs to the major histocompatibility com-
plex, a cluster of genes essential to the immune system.
Several autoimmune disorders (such as Type 1 diabetes and
rheumatoid arthritis) have been localized to HLA. An as-
sociation between autoimmune disease and dyslexia was
originally proposed by Geschwind and Behan (1982). Some
researchers detected unusual serum antibodies in mothers
of dyslexic children (Behan, Behan, & Geschwind, 1985;
Vincent et al., 2002), but reports of comorbidity in
probands with dyslexia and their immediate relatives for
autoimmune disorders remain controversial (e.g., Gilger
et al., 1998; Hugdahl, Synnevag, & Satz, 1990). Neverthe-
less, Stein (2001) suggested a possible neural-immune in-
teraction in that the development of surface antigens
common to magnocells is probably regulated by major his-
tocompatibility complex molecules. Maternal prenatal
mechanisms might modify the offspring’s immunological
profile (Gilger et al., 1998), contributing to deficient devel-
opment of magnocells. In line with this notion, Benasich
(2002) found that infants with a positive family history of
autoimmune disorders performed less well on rapid audi-
tory processing and language tests than controls did. Con-
versely, families with a positive history for SLI tended to
exhibit elevated rates of autoimmune disorders (Choudhury
& Benasich, 2003). Thus far, however, SLI has not been
linked to chromosome 6.

The current studies suggest a potential genetic compo-
nent underlying at least a subset of individuals with LLI.
There is no evidence for overlap between the gene linkages
found in SLI and dyslexia. Consistency of the molecular ge-
netic data is moderated by a variety of variables, including
phenotype definition, sample size, and statistical methods
used. Traditional linkage mapping is based on univariate
analyses performed on several measures (e.g., phonological
decoding, rapid automatized naming) constituting the phe-
notype. Usually, statistical adjustments are made for multi-
ple tests. Marlow et al. (2003) demonstrated that the power
to detect significant linkage increased when multivariate
analysis was run. Therefore, one cannot infer that SLI and
dyslexia are mediated by separate genetic mechanisms.
None of the linkage results can be considered definite and
detection of additional gene loci associated with oral and
written language disturbances will likely emerge.

PROSPECTIVE STUDIES IN INFANTS
AND KINDERGARTNERS

Substantial evidence continues to accrue that both SLI and
dyslexia tend to occur across generations (see section on
Genetic Approaches). Therefore, it is possible to study
children who are at genetic risk as a function of family his-
tory for LLI even at a very early stage in their development.
Prospective approaches using behavioral paradigms and
electrocortical parameters may shed light on long-standing
questions regarding etiology, developmental course, and
pattern of deficits seen in these conditions. Moreover, in-
teractive processes essential to normal and atypical lan-
guage development may be delineated.

Specific Language Impairment

Given the extraordinary ability of very young infants to
discriminate both speech and nonspeech acoustic input,
differences in rapid auditory processing (RAP) thresholds
should be detectable very early in infancy and could serve
as a predictor of later language competence (Benasich &
Read, 1999; Benasich & Tallal, 1996).

In infancy, RAP abilities are assessed in several differ-
ent ways, including operantly conditioned head-turn proce-
dures (Benasich & Tallal, 1996; Richardson, Leppänen,
Leiwo, & Lyytinen, 2003; Trehub & Henderson, 1996), au-
ditory-visual habituation and recognition memory tasks
(AVH/RM; Benasich & Tallal, 1996), and EEG/ERPs (e.g.,
Benasich, Thomas, Choudhury, & Leppänen, 2002; Leppä-
nen et al., 2002). Each paradigm capitalizes on systematic
variations of the temporal properties inherit in the acoustic
signal. In the head-turn procedure, an infant’s orienting re-
sponse to a target auditory signal is visually reinforced
until a contingency develops and the child is able to reliably
discriminate between target and nontarget sounds (see Fig-
ure 7.4). This task requires an infant to focus on the rele-
vant auditory signal, learn the contingency, and sustain
attention to the relevant auditory signal throughout the test
session. AVH/RM paradigms are based on the well-known
propensity of infants to differentially prefer novel as com-
pared to familiar stimuli. Infants are first habituated to a
complex auditory-visual stimulus, and auditory discrimina-
tion is assessed by the introduction of a novel auditory
stimulus while keeping the visual component constant. A
recovery of attention to the new auditory stimulus is taken
as an indicator of auditory perceptual discrimination and
recognition memory.

In a series of studies, Benasich and colleagues (Benasich
& Tallal, 1996, 2002; Benasich et al., 2002; Choudhury &
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Figure 7.4 Photographs of a 9-month-old infant attending to the experimenter performing a puppet show across the table from her
(Panel A) and then correctly responding to a target sound (Panel B) in the test phase of a go/no go operant conditioning head-turn par-
adigm. Correct head-turns are contingently reinforced by activation of an electronic toy.

Benasich, 2003; Spitz, Tallal, Flax, & Benasich, 1997) ex-
amined two groups of infants: normal controls with no
known family history of SLI (FH−) and infants born into
families with a positive history of SLI (FH+). Group and
individual differences in RAP abilities were examined
using converging paradigms. In the initial study, infants
were trained in a two-alternative forced choice procedure
to discriminate two tone sequences that differed in pitch
(100 and 100 Hz, or 100 and 300 Hz) with 75-ms duration
tones and 500-ms intertone intervals (Benasich & Tallal,
1996). Once the tone-pair/direction contingency was ac-
quired, the interval between the tones was dropped to 300
ms and then gradually decreased until the infant could no
longer discriminate between the two tone sequences (the
infant’s RAP threshold). Infants first tested at 7.5 months
of age were prospectively followed through 36 months (Be-
nasich & Tallal, 2002; Benasich et al., 2002). At the initial
visit, significant differences in RAP thresholds were ob-

served in FH+ infants as compared to FH− infants, with
about 50% of the FH+ infants showing elevated thresholds
(Benasich & Tallal, 1996).

Follow-up of this sample revealed that RAP perfor-
mance in infancy was the best predictor of expressive and
receptive language at 12, 16, and 24 months (Benasich &
Tallal, 2002). Infant RAP threshold and being male to-
gether predicted 39% to 41% of the variance in 36-month
language outcome. Discriminate function analyses permit-
ted accurate classification to language-impaired versus
nonimpaired groups at 36 months (using a criterion for im-
paired of at least 1 standard deviation below the mean of
Stanford-Binet language subtests). Interestingly, no predic-
tive relations were seen to nonverbal abilities such as motor
or spatial skills.

These findings have been replicated in additional sam-
ples (see Benasich & Leevers, 2003). Detailed analysis of
the data suggests that linguistic outcomes are related to
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early RAP thresholds in both normally developing infants
and infants at high familial risk for SLI.

Recently, Benasich’s team (Benasich et al., 2005)
showed that 6-month-old FH+ and FH− infants also dif-
fer in patterns of brain activation to virtually the same
sounds presented in the behavioral RAP tasks. Moreover,
amplitude and latency of a negative ERP component were
reported to be inversely associated with expressive
and receptive language abilities at 24 months of age. In a
similar vein, Friedrich, Weber, and Friederici (2004)
reported a delayed mismatch-like response to stop
consonant-vowel syllables in German 2-month-old infants
born into families with a history of SLI. Follow-up of these
children as they begin to enter school is critically important.

The idea that individual variability in infant sensory
processing is predictive of later language abilities fits
well with findings from several other studies. For exam-
ple, Trehub and Henderson’s (1996) retrospective study
revealed that children who performed above the median
on auditory gap detection tasks in infancy had larger
productive vocabularies, used longer, more complex sen-
tences, and produced more irregular words at 16 to 29
months as compared with those who had scored below the
median. In an ERP study conducted within 36 hours
after birth, Molfese and Molfese (1985, 1997) reported
that specific brain response patterns elicited by conso-
nant-vowel syllables allow children to be sorted as to
whether their verbal IQ is above or below the norm at 5
years of age.

It seems likely that early deficits in lower-level process-
ing skills have their effect quite early on in development,
when acoustic and phonological maps are being con-
structed (Benasich & Read, 1999). Slower, more effortful
processing of acoustic information may contribute to an in-
ability to extract the acoustic key features of a language
and to map its unique phoneme distribution into the audi-
tory cortex.

Developmental Dyslexia

The original and pioneering study in this area was done by
Scarborough (1990, 1991), who followed a sample of 32
children, born into families with a history of dyslexia, from
age 30 months through 8 years. At the end of grade 2, 65%
of the at-risk children could be classified as reading dis-
abled. Retrospective analyses of early language skills re-
vealed that already at 30 months of age, those children who
later became dyslexic produced shorter and less complex
utterances as well as more errors in pronunciation. Tests of

receptive and expressive language at 36 and 42 months
showed poorly developed vocabulary skills and continuing
syntactic weakness. At age 60 months, these children were
impaired in terms of letter-sound knowledge, object nam-
ing, and rhyming. They also had lower productive vocabu-
laries, but the syntactic deficits reported for the younger
age appeared reduced. The changing patterns of deficit re-
ported were not observed in children from dyslexic families
who became normal readers. Thus, dyslexics’ deficits in
early linguistic skills may not be exclusively phonological
in nature and may manifest differently as a function of age.

Converging evidence is provided by other research
teams. For instance, Lefly and Pennington (1996) followed
73 children at high risk for dyslexia and 57 low-risk con-
trols from before entry to kindergarten through just before
the start of first grade. In kindergarten, high-risk children
were impaired in areas of letter knowledge, initial conso-
nant detection, rhyme oddity, and rapid naming. Imminent
to first grade, the two groups differed in terms of phono-
logical awareness skills. Follow-up at the end of second
grade revealed that 34% of the high-risk children had been
diagnosed as reading disabled, compared with 6% of the
controls (Pennington & Lefly, 2001). Even more striking
was the finding that at-risk children, who were well within
the normal reading range at the end of second grade, scored
lower than controls on most measures of reading and
spelling. However, children who went on to be dyslexic
showed a broader phonological deficit encompassing both
implicit (phonological retrieval and short-term memory)
and explicit (phonological awareness) skills. Letter-name
knowledge at age 5 continued to be a moderately good pre-
dictor of reading disability (Pennington & Lefly, 2001). In
a similar vein, Elbro, Borstrøm, and Petersen (1998) re-
ported that Danish kindergartners with a history of
parental dyslexia exhibited deficits on tests of morpheme
deletion and articulation, but only those who later became
dyslexic demonstrated collateral impairments in letter
naming and a variety of phonological skills.

More recently, Gallagher, Frith, and Snowling (2000)
documented literacy outcomes in children having a first-
degree dyslexic relative and controls from nondyslexic
families. When first seen at 45 months of age, at-risk chil-
dren already showed signs of slower language development.
At 6 years of age, 57% of the at-risk group was delayed in
literacy development compared to 12% of the controls.
Letter knowledge at 45 months was the strongest predictor
of literacy level at age 6 years. A follow-up of this sample
to age 8 years strongly suggests that children born
into dyslexic families have an increased risk of literacy
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problems even when classified as normal readers (Snowl-
ing, Gallagher, & Frith, 2003).

Following these findings, several researchers hold the
view that dyslexia reflects a multifactorial trait consistent
with the interaction of multiple genes and environmental
factors, resulting in continuous phenotype variations (e.g.,
Pennington & Lefly, 2001; Snowling et al., 2003). “Ar-
guably, when the level of risk reaches a certain threshold,
the classic dyslexia profile emerges, but there are varying
degrees of subclinical impairment, particularly in dyslexic
families” (Snowling et al., 2003, p. 359).

Examination of developmental trajectories of prelinguis-
tic infants differing as a function of familial risk for
dyslexia is the focus of the collaborative Jyväskylä Longi-
tudinal Study (see Lyytinen et al., 2004). Approximately
200 Finnish at-risk children and controls have been fol-
lowed from birth through school age by using both behav-
ioral and ERP paradigms. At the neural level, the earliest
group differences have already been observed within a few
days of birth: Whereas in controls, ERP responses to stop-
consonant syllables were most evident over the left hemi-
sphere, at-risk newborns showed greater activity over right
temporal and parietal areas (Guttorm, Leppänen, Richard-
son, & Lyytinen, 2001; Guttorm, Leppänen, Tolvanen, &
Lyytinen, 2003). The disparity was even more prominent
when rate of stimulus presentation was slowed down (Lep-
pänen, Pihko, Eklund, & Lyytinen, 1999).

Leppänen et al. (2002) further evaluated ERP compo-
nents in 6-month-olds. Here, infants with a positive family
history were found to exhibit less differential response to
consonant-duration changes. Using a behavioral paradigm,
Richardson and colleagues (Richardson, 1998; Richardson
et al., 2003) demonstrated that at-risk infants of this age
group required longer consonant duration to categorize
speech sounds than controls did. This same divergence was
observed in their dyslexic parents.

Maximal sentence length at age 2 years turned out to be
the earliest language measure that differentiated the two
groups. From age 3.5 years, at-risk children exhibited less
well-developed phonological and naming skills and contin-
ued to be delayed when entering school and moving
through the early grades. These early deficits were predic-
tive of language and reading outcomes at school age (Lyyti-
nen et al., 2001, 2004).

Overall, the earliest measures that highlight group dif-
ferences are basic indices of speech processing in infancy.
Significant predictive associations from infancy to school
age have also emerged when early reading scores were used
as dependent variables. Of particular interest is the finding
that predictive relationships exist across the entire sample,

albeit higher in the at-risk group given its larger variance in
predictor and dependent variables (Lyytinen et al., 2004).

As detailed here, a very large literature has accrued in
the area of LLI and many studies have been conducted in
older children already diagnosed with the disorder. Longi-
tudinal studies have shown that more than 50% of children
who meet diagnostic criteria for SLI subsequently or con-
currently also meet the criteria for dyslexia, and many, but
by no means all, dyslexic individuals show oral language
deficits. Prospective studies extend research demonstrat-
ing differences between LLI and normal individuals to
at-risk infants as a function of family history of language-
based learning disorders. Such data indicate that identifi-
cation and remediation must begin in the 1st years of life to
prevent early impairments from exerting negative cascad-
ing effects on language, academic, and social skills.

REMEDIAL INTERVENTION

Research in animals and humans has demonstrated that
central nervous system mechanisms can be modified by ex-
perience (see Buonomano & Merzenich, 1998; Elbert,
Heim, & Rockstroh, 2001). As a consequence, neural
plasticity has become an important research topic and the-
oretical framework for contemporary developmental
psychopathology. For instance, animals raised in enriched
environments or trained on motor tasks show relative in-
creases of brain volume and number of synapses (Nelson,
1999). Experience-related changes in the sensory cortex
are posited to occur as a consequence of heavy training
schedules realized in behaviorally relevant settings (Elbert
& Heim, 2001; Elbert et al., 2001). A promising approach
to understand the neural underpinnings in SLI and dyslexia
would thus be to assess the effect of training on affected
individuals beyond the behavioral level. In fact, there has
been a spurt in literature monitoring neurophysiological
correlates of various intervention techniques.

As one point of departure, Merzenich and Tallal
(Merzenich et al., 1996; Tallal et al., 1996) implemented a
hierarchy of computer-based audiovisual training exercises
aiming to ameliorate auditory rate processing and, ulti-
mately, language skills. Considering both the mechanisms
of neural plasticity and the finding of deficient processing
of rapidly successive sounds, they submitted children with
LLI to a daily training extended over 4 weeks. Rapid transi-
tional speech and nonspeech stimuli were initially disam-
biguated by prolonging them in time and/or amplifying
them. As training progressed and the children demonstrated
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success, the modified acoustic stimuli were presented at
rates that became closer and closer to those that occur in
natural speech. Exercises resulted not only in improvements
of auditory rate skills, but also in performance gains on
phonological and language tests. Habib et al. (1999) found
comparable evidence in children with dyslexia.

The effect of training on the brain processes underlying
these changes was examined by Temple et al. (2003)
using fMRI. They documented significant improvements in
dyslexic children’s oral language and reading performance
following training. At the neural level, intervention effects
were observed in brain regions typically associated with
phonological processing ( left temporoparietal cortex and
left inferior frontal gyrus) as well as right hemisphere
frontal and temporal regions and anterior cingulate gyrus.

Another potential method to parameterize the cortical
effects of behavioral plasticity is the electrocortical mis-
match response. Kujala et al. (2001) found enhanced MMN
and faster reaction time to sound sequences following au-
diovisual training without linguistic material in a group of
dyslexic children. Because these changes were accompa-
nied by improvements in reading skills, the authors suggest
that the disorder is at least partially based on a general au-
ditory deficit.

In an intervention study with SLI children, Heim, Eu-
litz, Keil, et al. (2003) examined the magnetic counterpart
of the MMN, the so-called mismatch field (MMF) evoked
by stop consonant-vowel syllables. Children participated in
multimodal training that included syllabic speaking, writ-
ing, and reading. The training of reading and writing fol-
lowed a syllabic principle developed by Buschmann
(Hofmann, 1998). Writing training had three major charac-
teristics: First, the child said a word while writing it down
(coarticulation); second, coarticulation was performed on
a syllable-by-syllable basis (syllabic speaking); and third,
before the child had learned coarticulation, he or she prac-
ticed syllabic speaking with flourishes of the writing arm
while stepping sideways in the writing direction (flourish-
ing exercise). Reading training was similar. Syllabic speak-
ing was the same as during writing training, but the
children coarticulated while drawing small inverted arches
under the syllables. Improvements on various measures of
literacy skills were found. Moreover, the syllabic training
seemed to normalize neural response to phoneme process-
ing: Before training, the SLI children displayed a stronger
mismatch response in the right hemisphere than in the left,
whereas their left hemispheric MMF was similar to that
observed in controls. After training, groups did not differ
in the magnitude of the right hemispheric MMF, leading to
a comparable left-lateralized mismatch activity pattern.

Simos et al. (2002) used magnetic source imaging during a
pseudoword reading task in children with dyslexia. They
found a similar increase in the right hemisphere prior to in-
tervention. Following training emphasizing phonology,
there was a significant enhancement in the left superior
temporal gyrus, although the peak activation was still de-
layed compared to the control children.

The MEG findings (Heim, Eulitz, Keil, et al., 2003;
Simos et al., 2002) are in contrast to what has been ob-
served using fMRI (Temple et al., 2003) with respect to the
role of the right hemisphere during remediation. The incon-
sistencies could be modality related or task related. An-
other possibility is that there might be multiple subtypes of
LLI with different underlying neuronal profiles: Heim, Eu-
litz, and Elbert (2002) contrasted the neuronal responses
between two subgroups of dyslexic individuals. Group 1
displayed improved discrimination on temporally extended
stop-consonant pairs, whereas group 2 did not show any
difference. In terms of the neurophysiological correlates,
only group 1 exhibited a right hemispheric MMF enhance-
ment to prolonged syllables.

This brief survey indicates that remedial training
in LLI can impact not only psychological and behavioral
processes, but also neurophysiological parameters of
cortical organization. Future studies need to address is-
sues emanating from different subtypes of LLI, different
modalities, different training methods, different tasks tap-
ping various aspects of language/ literacy skills, and also
whether the resulting neural plasticity is a transient or per-
manent phenomenon. Nevertheless, findings on basic re-
search represent an important avenue for the development
and implementation of preventive interventions, which in
turn may fertilize current theorizing.

FUTURE DIRECTIONS AND
RECOMMENDATIONS

Despite almost 2 centuries of intense study and debate,
there is surprisingly much that remains unspecified regard-
ing the etiology, developmental trajectory, and mutability
of childhood language disorders. Although substantial
achievements in diagnostics, epidemiology, and remedial
intervention of LLI have emerged in the face of technical
advances in the behavioral and molecular neurosciences,
considerable theoretical dissent still exists. An enduring
question is whether phonological deficits observed in LLI
are specific to linguistic systems or derive from constraints
in basic mechanisms, encompassing attention, perception,
memory, and/or motor processes. The research reviewed in
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this chapter clearly indicates that both SLI and dyslexia
reflect a heterogeneous group of disorders. Although the
two conditions differ in several ways, there are also strik-
ing communalities in terms of behavior, epidemiology, her-
itability, functional neuroanatomy, and developmental
precursors. However, the specific neurocognitive profile
underlying the genesis and putative interaction of oral and
written language difficulties is not as yet well understood.
Thomas and Karmiloff-Smith (2002) recently claimed that
the developmental process is pivotal for explaining the
“end-state impairments” seen in such conditions. Simi-
larly, Johnson (1997) put forth an interactive specializa-
tion approach, in which the process of organization of the
interactions between brain areas across development is
stressed. Cicchetti and Toth (1992) argued that develop-
mental models are necessary to inform prevention and in-
tervention efforts. Conversely, prevention and intervention
trials in childhood disorders can contribute to our under-
standing of normal and abnormal developmental theory
(Cicchetti & Hinshaw, 2002). Adopting a developmental
psychopathology approach based on a multiple-levels-of-
analysis perspective, we offer the following recommenda-
tions for future research:

1. Several studies failed to replicate the finding of an au-
ditory rate processing deficit observed in SLI and
dyslexia (see McArthur & Bishop, 2001). Negative re-
sults may arise from the use of less strict diagnostic
standards (e.g., inclusion of children who scored only
slightly below the norm in reading ability), advent of
inappropriate tasks (e.g., very easy tasks produce
ceiling effects), and the possibility that not all lan-
guage/ literacy impairments evolve from an auditory
rate dysfunction (Fitch & Tallal, 2003). Recent work,
however, suggests that subjects’ age and maturation
moderate auditory skills in LLI (Bishop & McArthur,
2004; Hautus, Setchell, Waldie, & Kirk, 2003; Wright
& Zecker, 2004). Benasich and colleagues (Benasich &
Tallal, 2002; Benasich et al., 2002, 2005) documented
that rapid auditory processing abilities in infants dif-
fered as a function of family history for SLI and were
predictive of later language outcome. This has been
demonstrated by using behavioral as well as electro-
cortical parameters. Bishop and McArthur reported
divergence of ERP and behavioral data in older indi-
viduals. Adolescents with SLI performed as well as
controls in an auditory backward-masking task, yet all
of the SLI participants showed aberrant ERP responses
to the same stimuli presented in the behavioral para-
digm. This may point to the possibility that older
subjects have developed compensatory neural imple-

mentation to cope with behavioral deficits, and per-
haps language/ literacy skills. The use of convergent
methodologies is hence highly recommended to detect
(even subtle) sensory deficits and monitor develop-
mental /maturational characteristics.

2. Continued research on basic deficits across modalities
(auditory, visual, tactile, and motor) within the same
LLI samples is required to evaluate the viability of a
panmodality model (Stein, 2001; Tallal et al., 1993).
Within this framework, several aspects should be ad-
dressed: (1) the impact of task difficulty or complex-
ity, (2) the notion that a deficit in one or more
modalities represents a subgroup-specific phenome-
non, and (3) whether the putative cross-modal pheno-
type varies as a function of age.

3. The major competing hypotheses (phonological, audi-
tory rate, and magnocellular deficit) for LLI should be
studied in multiple case designs across different age
groups to clarify outstanding issues regarding associa-
tive and causal relationships between the deficits (see
also Ramus et al., 2003). Theory-driven behavioral
tasks as well as exploitation of high-temporal and high-
spatial resolution technologies (e.g., EEG and fMRI,
respectively) may provide a complete picture.

4. Various techniques, such as EEG, MEG, fMRI, and
PET, have been used to investigate the functional neu-
roanatomy of LLI. The findings, however, are not con-
sistent in that many studies have observed a divergence
from normal patterns related to the left hemisphere
(e.g., Brunswick et al., 1999; S. E. Shaywitz et al.,
1998; Temple et al., 2000), whereas others have re-
ported a deviance related to the right hemisphere (e.g.,
Heim, Eulitz, & Elbert, 2003a, 2003b; Heim, Eulitz,
Keil, et al., 2003; McCrory et al., 2000). As discussed
earlier, the disparity might occur for a number of
reasons, including the heterogeneity of disorders, task
differences (e.g., reading versus auditory verbal repeti-
tion), and kind of measurement technique used (e.g.,
high-temporal MEG or high-spatial fMRI). It is
conceivable that different subtypes of both SLI and
dyslexia are associated with different neural substrates.
Also, symptom diversity of the complex conditions may
be reflected in a variety of neural bases. Systematic in-
vestigation of the aforementioned variables is therefore
required to clarify these possibilities.

5. Another issue that needs to be examined carefully is
whether the observed deviations in functional neu-
roanatomy vary in lower levels (phoneme or syllable)
and higher (word or sentence) stages of linguistic pro-
cessing (Hellige, 1993). There has been a burst of new
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findings in the auditory literature indicating hemi-
spheric differences with regard to rapid versus slower
temporal processing (e.g., Poeppel et al., 2004; Zatorre
& Belin, 2001). Poeppel and collaborators documented
that auditory word/pseudoword judgments, categorical
perception of consonant-vowel syllables, and direction
discrimination of frequency-modulated tones differen-
tially engage left and right auditory cortex. Such re-
sults suggest differential lateralization of phonetic
versus prosodic processing for speech on the basis of
differing spectral properties of the auditory input.
However, neither the lateralization of phonemes (e.g.,
Tervaniemi et al., 2000) nor that of prosody (e.g.,
Baum & Dwivedi, 2003) has been completely under-
stood yet. These issues might have implications in the
understanding of the neural bases of LLI. One of the
latest hypotheses proposed by Goswami et al. (2002)
suggests that dyslexic children might in fact be im-
paired in rhythm detection, and this process of rhythm
detection operates at a syllabic level. Further work is
needed to understand the neural implications of this
hypothesis.

6. Neurophysiological studies in child samples are
necessary to investigate whether deviations from
typical brain responses reflect a fundamental deficit
or compensation for poor language and literacy
skills in adulthood. There are a limited number of
fMRI investigations exploring phonological and or-
thographic skills in dyslexic children, but auditory
and visual rate processing needs to be examined in
greater detail. As far as SLI is concerned, hemody-
namic and electrophysiological studies are particu-
larly scarce.

7. Another promising way to address the causality-com-
pensatory issue is to assess the effect of training on
neural processes. One goal that needs to be pursued
for the advancement of both SLI and dyslexia research
is to design clearly delimited intervention paradigms
that tap specific deficits of the conditions or use the
currently available techniques and clarify the effect of
their specific components.

8. Early brain injury in rodents has been found to result
in behavioral and morphological changes that vary as a
function of age and experience and may produce al-
tered psychophysical thresholds comparable to those
observed in individuals with dyslexia and SLI (see sec-
tion on Animal Studies). These variables have also
been proposed to moderate basic sensory processing in
humans (see Bishop & Snowling, 2004). Animal mod-
els are hence crucial for elucidating the potential sub-

strates and mechanisms underlying acoustic processes
in the course of development.

9. Prospective longitudinal studies beginning in early in-
fancy are still few in number. Continued research in this
area is needed to advance our understanding of develop-
mental trajectories characterizing normal and atypical
language. Here the use of different methodologies, such
as theory-driven behavioral tasks, neurophysiological
techniques, and molecular genetic approaches seems in-
dispensable. For instance, ERP measurements can al-
ready be conducted in neonates and thus provide
insights in early sensory processing. Data derived from
at-risk infants compared to infants with a negative fam-
ily history for LLI give us perhaps the most compelling
evidence of the developmental impact of early sensory
processing skills on language development and disor-
ders under consideration.

10. Family-risk studies in dyslexia suggest that well-devel-
oped language skills help children to compensate for
reading and spelling problems (Pennington & Lefly,
2001; Snowling et al., 2003). Literacy assessment
should therefore always be accompanied by oral-lan-
guage testing. Moreover, training of language skills
needs to be considered an important building block of
reading and spelling intervention programs.

11. There is a high risk of LLI in children whose immedi-
ate relatives themselves experienced language and/or
literacy impairments (see section on Prospective Stud-
ies in Infants and Kindergartners). During early in-
fancy, critical foundations of phonemic perception and
later language are laid down. The potential for altering
later outcome may be maximally effective during this
early period. Development of age-appropriate training
strategies based on prospective longitudinal research
will be of great importance.

12. So far, linkage mapping and related analysis methods
have revealed no overlap in gene loci for SLI and
dyslexia (see section on Molecular-Genetic Studies).
As outlined earlier in this chapter, statistical pitfalls
(i.e., use of univariate testing) may have influenced
such results. Further molecular-genetic investigations
adopting a multivariate-analysis approach (Marlow
et al., 2003) may open a new avenue to explore similar-
ities or dissimilarities in SLI and dyslexia genotypes
(see also Bishop & Snowling, 2004).

The overview presented here underscores the complex-
ity of developmental language disorders and the critical
importance of adopting a convergent methodological /de-
velopmental perspective. We have attempted to present an
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integrated view of molecular, cellular, macroscopic, and
behavioral evidence gleaned across disciplines that con-
tribute to our current understanding of language disorders.
It seems quite likely not only that the precursors of LLI can
be seen very early in the 1st year of life, but also that lan-
guage deficits persist, usually in subtle form, into later
childhood, adolescence, and conceivably into adulthood.
Therefore, the impact of developmental disorders of lan-
guage on society is substantive. LLI has been shown to lead
to reading and other academic achievement problems, an
increased incidence of social and emotional problems,
higher adjudication rates, and school dropout (see Snow
et al., 1998; Tallal, 2004; Tallal & Benasich, 2002). The
broad recommendations we delineate here represent an at-
tempt to summarize the critical directions for basic re-
search in this burgeoning field. With the advent of more
sophisticated neuroimaging procedures and increasing use
of converging methodologies and multiple levels of analy-
sis, the opportunity for narrowing down the candidate
causal mechanisms for such disorders is within our grasp.
Future research may well lead to a better understanding of
the neurobiological origins of language-based learning dis-
abilities and the development of effective intervention
techniques.
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Autism Spectrum Disorder is the term that is currently
used to describe the broad range of pervasive developmen-
tal disorders. These disorders include Autistic Disorder,
Asperger’s Disorder (also referred to as Asperger’s syn-
drome), Rett’s Disorder, Childhood Disintegrative Disor-

der, and Pervasive Developmental Disorder Not Otherwise
Specified (PDD-NOS).

The Autism spectrum disorders involve impairments in
reciprocal social interaction and communication and the
presence of restricted, stereotyped, and repetitive interests
and behaviors. Of these three symptom domains, impair-
ments in social interaction are considered a primary fea-
ture of these disorders. These impairments include a lack
of social and emotional reciprocity; atypical nonverbal be-
haviors such as atypical eye-to-eye gaze, facial expressions,
body postures, and gestures to regulate social interaction;
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lack of interest and/or difficulty relating to others, particu-
larly peers; and a failure to share enjoyment and interests
with others. A great deal of heterogeneity exists among the
Autism spectrum disorders in terms of the number and
severity of symptoms across the three domains (social,
communication, and stereotyped/restricted interests and
behaviors) and in cognitive and adaptive functioning. Fur-
ther, within each diagnostic category, impairments differ
across individuals and, for any given individual, symptoms
may change across the life span.

DIAGNOSIS, COURSE, AND PROGNOSIS

The Diagnostic and Statistical Manual of Mental Disorders,
fourth edition (DSM-IV; American Psychiatric Associa-
tion, 1994) and the International Classification of Diseases,
10th edition (ICD-10; World Health Organization, 1992)
are two widely used systems for diagnosing Autism spec-
trum disorders. The specific criteria for each of the Autism
spectrum disorders are described next.

Autistic Disorder

The diagnostic criteria for Autistic Disorder include at
least six symptoms across three domains of functioning,
with at least two symptoms in the area of social interaction,
one in communication, and one in restricted interests and
behaviors. Delays or abnormal functioning in at least one
area—social interaction, language, symbolic or imagina-
tive play—must be present before 3 years of age, and symp-
toms cannot be better accounted for by Rett’s Disorder or
Childhood Disintegrative Disorder (see following discus-
sion). Individuals with Autism vary widely in symptom ex-
pression, cognitive level, and adaptive abilities. For a more
detailed discussion, see the section on Symptom Presenta-
tion later in this chapter.

Asperger’s Disorder

The characteristics that define Asperger’s Disorder in-
clude intact formal language skills (e.g., vocabulary,
grammar), with impairments in the social use of language
and in nonverbal expression, social awkwardness, and idio-
syncratic and consuming interests (Volkmar & Klin,
2001). Although motor clumsiness is not a defining feature
of Asperger’s Disorder, it is often observed (Volkmar &
Klin, 2001). The DSM-IV diagnostic criteria for As-
perger’s Disorder include at least two symptoms in the do-
main of social interaction and one symptom in the domain

of restricted interests and behaviors. Further, individuals
with Asperger’s Disorder do not demonstrate clinically
significant delays in general cognitive ability, self-help
skills, and adaptive development. Differentiating As-
perger’s Disorder and high-functioning Autism is often
difficult to do clinically, and the empirical validity of such
a distinction has not yet been unequivocally established
(Ozonoff & Griffith, 2000; Volkmar & Klin, 2001).

Asperger’s Disorder was included as a separate diagnos-
tic category only in the more recent revisions of the DSM-
IV and ICD-10 classification systems, and epidemiologic
data on this subtype of Autism Spectrum Disorder are
scarce. The first systematic epidemiologic study of As-
perger’s Disorder was conducted in Sweden and yielded a
prevalence rate of 28.5 per 10,000 (Ehlers & Gillberg,
1993). In a review of epidemiologic surveys, Fombonne and
Tidmarsh (2003) concluded that the number of children
with Autism was 5 times that of children with Asperger’s
Disorder, on average, suggesting that the prevalence of As-
perger’s is approximately 2 per 10,000. The authors note
that future studies should focus on slightly older children
(ages 8 to 12 years) as Asperger’s Disorder is often diag-
nosed much later than Autism.

Rett’s Disorder

Rett’s Disorder occurs in 1 in 10,000 to 15,000 individuals,
has been reported only in females, and involves a progres-
sive deterioration of functioning between 6 and 18 months
of age. Children with Rett’s Disorder follow an apparently
normal prenatal and perinatal period of development, with
typical, early psychomotor development and normal head
circumference at birth. This period of fairly typical devel-
opment is followed by a gradual loss of speech and pur-
poseful hand use and the development of microcephaly,
seizures, autistic features, difficulties in coordinating gait
or trunk movements, and stereotypic hand movements. In-
terest in social engagement diminishes in the first few
years following onset, but may reemerge later. Individuals
with Rett’s Disorder have severe impairment in language
development, severe psychomotor retardation, and severe
to profound mental retardation. It was discovered that some
cases of Rett’s Disorder are caused by mutations in the
gene (MECP2) encoding X-linked methyl-CpG-binding
protein 2 (Amir et al., 1999).

Childhood Disintegrative Disorder

Childhood Disintegrative Disorder (CDD), also termed
Heller’s syndrome, is characterized by a marked regression
in several areas of functioning following typical develop-
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ment in the first 2 years of life. Regression can occur any
time after the first 2 years and before age 10, but onset typ-
ically occurs before 4 years of age. This regression typi-
cally includes a loss of previously acquired skills in at least
two of the following areas: expressive or receptive lan-
guage, social abilities or adaptive behavior, bowel or blad-
der control, play, and motor skills. Individuals with this
disorder also demonstrate impairments in two of the three
domains that characterize Autism: social interaction, com-
munication, and restricted, repetitive behavior.

Approximately 1 in 3 to 5 children with Autism are also
reported to show a regression in language and social skills
following a period of ostensibly typical development, but
this regression generally occurs prior to 24 months of age.
These children are classified as having Autism rather than
Childhood Disintegrative Disorder. For a more detailed
discussion of developmental course in Autism, see later
discussion.

CDD is very rare and much less common than Autistic Dis-
order (DSM-IV; American Psychiatric Association, 1994).

Pervasive Developmental Disorder Not
Otherwise Specified

A diagnosis of PDD-NOSis given when there exist clini-
cally significant impairments in social interaction and/or
communication, or restricted interests and behaviors are
present, but criteria for a specific Autism Spectrum Disor-
der are not met. This usually occurs in cases where symp-
toms are present but are too few in number to meet criteria
for a specific diagnosis. Similar to the other diagnostic cat-
egories, a diagnosis of PDD-NOS includes individuals of
varying symptom severity, cognitive ability, and level of
adaptive skills.

Differential Diagnosis and Comorbidity

Accurate diagnosis is critical for obtaining proper treat-
ment and the best possible outcome. Therefore, it is impor-
tant to understand how Autism spectrum disorders differ
from other commonly diagnosed disorders of childhood and
which conditions are comorbid with Autism.

Differentiating among the Autism Spectrum Disorders

Although the DSM-IV defines Autistic Disorder, As-
perger’s Disorder, and PDD-NOSpecified as separate dis-
orders, children often receive different diagnoses within
the Autism spectrum depending on the clinician and diag-
nostic instrument used to make the diagnosis. Although this
can be confusing to parents and, in some cases, can impact

1 SLI is a developmental language disorder that refers to
below-average performance on standardized language tests in
the absence of other disorders, such as mental retardation or
hearing loss.

a family’s eligibility for federal- and state-mandated inter-
vention services, treatment recommendations are essen-
tially the same across the spectrum (see section on
interventions later in this chapter).

Mental Retardation

Estimates of the percentage of individuals with Autism
who also have mental retardation range from 75% to 89%
(Filipek et al., 1999; Fombonne, 1999; Steffenburg & Gill-
berg, 1986) to 40% to 71% (Baird et al., 2000; Chakrabarti
& Fombonne, 2001). More recent ( lower) estimates may re-
flect an increase in diagnoses of higher-functioning indi-
viduals and/or effective early intervention.

Although approximately 75% of children with Autism
also have mental retardation, the two disorders can be dis-
tinguished based on differences in a number of areas. Stud-
ies that have compared children with Autism to children
with mental retardation of similar intellectual ability have
shown that children with Autism often exhibit an uneven
cognitive profile that is different from children with mental
retardation. This pattern consists of higher scores on mea-
sures of visual-spatial skills and auditory rote memory and
lower scores on verbal comprehension (Happe, 1994; Lock-
yer & Rutter, 1970). In addition, a number of studies have
identified differences between children with Autism and
children with mental retardation in nonverbal communica-
tion skills, motor imitation, social cognition, play, and
emotion recognition and expression (see Symptom Presen-
tation section later in this chapter). Similarities include
simple motor stereotypes, including self-injurious behav-
iors, which appear to be a function of mental age rather
than diagnosis (G. Dawson, Meltzoff, Osterling, & Rinaldi,
1998; Wing, 1978).

Due to the high comorbidity of Autism and mental retar-
dation, the individual’s developmental level and a thorough
knowledge of typical developmental milestones is critical
to making an accurate diagnosis.

Specific Language Impairment

All children with Autism have deficits in the communica-
tive use of language (Lord & Paul, 1997; Tager-Flusberg,
1999; Wilkinson, 1998), and most have impairments as
well in the formal aspects of language, such as vocabulary,
complex syntax, and morphology, similar to those shown by
children with specific language impairment (SLI)1 (Bar-
tak, Rutter, & Cox, 1975; Bishop, North, & Donlan, 1996;
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Dollaghan & Campbell, 1998; Gathercole & Baddeley,
1990; Tager-Flusberg & Cooper, 1999). Thus, Autism and
SLI appear to be distinct disorders but highly comorbid.
Research has compared the language profiles of children
with Autism to those of children with SLI and found strik-
ing similarities. Children with Autism (ages 4 to 14 years)
were given a language battery to assess phonological, lexi-
cal, and higher-order semantic and grammatical language
skills (Kjelgaard & Tager-Flusberg, 2001). The sample was
then divided into three groups based on their overall scores
on the battery: normal, borderline, and impaired language.
Children with impaired language demonstrated language
profiles that were very similar to those previously observed
in children with SLI, including better vocabulary relative
to higher-order language abilities, poor performance on
phonological processing (nonword repetition test), and dif-
ficulties in marking tense. This same group of researchers
then examined the brain structure of children with Autism
using magnetic resonance imaging (MRI), focusing specif-
ically on the language regions of the cortex. Similar to chil-
dren with SLI, the children with Autism showed larger
right cortical regions relative to left regions, unlike con-
trols, who showed larger left regions. These authors con-
clude that there is a subtype of children with Autism with
the same neurocognitive phenotype as children with SLI.
Genetic studies provide further clues to a shared genetic
basis of these two disorders (see section on Etiology).

Nonverbal Learning Disability

Nonverbal learning disability (NLD) is characterized by
lower nonverbal skills (i.e., visual-spatial, mathematics,
handwriting) relative to verbal skills. Children with NLD
also tend to be clumsy and exhibit social difficulties. Many
children with Asperger’s Disorder and some children with
high-functioning Autism also meet criteria for NLD and
may benefit from special educational services aimed at
improving math and motor skills (Ozonoff, Dawson, &
McPartland, 2002).

Tic Disorders

Many individuals with Autism exhibit stereotypic move-
ments or vocalizations that are considered to be volitional
and do not cause distress to the individual. Tics, however,
refer to sudden, rapid, recurrent, stereotypical movements
or vocalizations that cause marked distress to the individ-
ual and are generally believed to be involuntary. A study of
447 individuals with Autism spectrum disorders reported
the presence of tics in more than 30% of the sample, with
4.3% meeting criteria for a specific tic disorder, Tourette’s
syndrome (Baron-Cohen, Scahill, Izaguirre, Hornsey, &

Robertson, 1999). An additional 2.2% were diagnosed with
probable Tourette’s syndrome, yielding a combined rate of
6.5%, which is greater than the general population risk.
These results suggest an increased risk for tic disorders in
individuals with Autism, although larger-scale epidemio-
logical studies are needed.

Attention-Deficit/Hyperactivity Disorder

One of the most common initial misdiagnoses, particularly
for children with high-functioning Autism and Asperger’s
Disorder, is Attention-Deficit /Hyperactivity Disorder
(ADHD; Ozonoff et al., 2002). Children with ADHD show
difficulties sustaining attention and organizing tasks, are
easily distracted, often do not seem to listen when spoken
to, exhibit an excessive activity level, interrupt others,
and talk excessively. Many children with Autism and As-
perger’s Disorder exhibit these same symptoms, but for
very different reasons. For instance, due to the significant
social and executive function deficits in Autism, these
children may not seem to be listening when spoken to and
may interrupt others, talk excessively, and show difficulty
in organizing tasks and following through on assignments.
Key distinguishing features of Asperger’s Disorder are
profound difficulties in social interaction and the presence
of preoccupations and restricted range of interests.

Obsessive-Compulsive Disorder

Children with Autism often exhibit an insistence on rou-
tines and rituals and a high need for order, which may be
confused with Obsessive-Compulsive Disorder (OCD;
Ozonoff et al., 2002). Most children with OCD experience
their behavior as intrusive and odd and wish that they could
stop performing the behaviors. They also experience anxi-
ety that is alleviated by engaging in the behaviors. In con-
trast, children with Autism have little insight into the
nature of their repetitive and ritualistic behaviors, do not
realize that the behaviors may be considered odd, and do
not try to stop engaging in them. In addition, the need for
routine and order in Autism is only one in a constellation of
symptoms that characterize the disorder. In some cases, an
individual may suffer from both Autism and OCD. Comor-
bid diagnosis of Autism Spectrum Disorder and OCD
ranges from 1.5% to 29% (Lainhart, 1999). In such cases,
treatment should address both disorders.

Other Anxiety Disorders

Symptoms of anxiety are frequently observed in children
across the Autism spectrum, making it difficult to deter-
mine whether these symptoms represent a truly separate
disorder. Nevertheless, Lainhart (1999) estimated a 7% to
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84% comorbid rate of anxiety disorders in individuals with
Autism, with Generalized Anxiety Disorder, agoraphobia,
separation anxiety, and simple phobia being the most com-
mon. Symptoms of anxiety can often be ameliorated by
medication and/or appropriate behavioral interventions
(see section on interventions later in this chapter).

Depression

Depression is commonly comorbid with Autism, occurring
at rates ranging from 4% to 58% (Lainhart, 1999).
Although symptoms of depression occur most frequently
in adolescents and adults with Asperger’s Disorder or
PDD-NOS, they can occur in children (Ghaziuddin &
Greden, 1998; Wozniak et al., 1997). Primary symptoms
are not always related to mood and may include increased
agitation, aggression, self-injurious behavior, increased
engagement in compulsive and repetitive behaviors, social
withdrawal, changes in sleep and appetite, and general de-
terioration in functioning (Howlin, 1997; Lainhart & Fol-
stein, 1994). Major Depression in individuals with Autism
is often ameliorated by antidepressant therapy (Lainhart &
Folstein, 1994).

Seizure Disorders

Individuals with Autism are at increased risk for develop-
ing seizure disorders, with prevalence rates ranging from
5% to 39% (Ballaban-Gil & Tuchman, 2000; Tidmarsh &
Volkmar, 2003) and age of onset either before 3 years of
age or, more frequently, during puberty (11 to 14 years;
Gillberg & Steffenburg, 1987; Goode, Rutter, & Howlin,
1994; Rutter, 1970; Volkmar & Nelson, 1990). Seizure dis-
orders are more common in very low-functioning individu-
als (i.e., IQ of less than 50) and in females (Rutter, 1984;
Volkmar & Nelson, 1990). In addition, epileptiform abnor-
malities without evidence of clinical seizures are also com-
mon (one study reported 21% of 392 children) in Autism
(Tuchman & Rapin, 1997).

Early Identification

Some parents of children with Autism report being con-
cerned about their child’s development since birth, and, by
18 months, most parents raise concerns with their primary
health care provider (Howlin & Asgharian, 1999; Rogers,
2001; Siegel, Pilner, Eschler, & Elliot, 1988). However, the
age at which a diagnosis is confirmed tends to be much
older. In a survey of 770 parents of children with Autism
and Asperger’s Disorder, the average age at which a formal
diagnosis was confirmed was 5.5 years for Autism and 11

years for Asperger’s Disorder (Howlin & Asgharian,
1999). Refining methods of early identification and diag-
nosis allows for early intervention and better outcomes for
young children with these disorders.

Reliability and Stability of Early Diagnosis

Research indicates that symptoms of Autism are often
present during infancy and that Autism spectrum disorders
can be detected as early as 18 months of age and reliably
diagnosed by 20 to 24 months (Baron-Cohen et al., 1996;
Rogers, 2001). Further, there is now evidence that a diagno-
sis of Autism at age 2 remains stable over time. For in-
stance, Lord (1995) found that 14 of 16 children receiving
a clinical diagnosis of Autism at age 2 received an indepen-
dent clinical diagnosis of Autism at age 3. Baron-Cohen
et al. reported that 10 out of 10 children diagnosed with
Autism at 18 to 20 months retained the diagnosis at 3.5
years. W. L. Stone et al. (1999) showed that 96% of the
children in their study retained a diagnosis of Autism or
PDD-NOS from age 2 to 3. Others have shown that diagno-
sis of Autism spectrum disorders in children under 3 years
of age is reliable across clinicians, although less so when
distinguishing Autism from PDD-NOS (W. L. Stone et al.,
1999; Volkmar, Szatmari, & Sparrow, 1993).

Early Symptoms

Previous studies have identified a number of characteris-
tics that distinguish preschool and early elementary school-
age children with Autism from those with developmental
delay. These include impairments in joint attention, imita-
tion, symbolic play, and responses to emotion (e.g., Char-
man & Baron-Cohen, 1997; Charman et al., 1998; G.
Dawson, Meltzoff, Osterling, & Rinaldi, 1998; G. Dawson,
Meltzoff, Osterling, Rinaldi, & Brown, 1998; Mundy, Sig-
man, Ungerer, & Sherman, 1986; W. L. Stone, Ousley, &
Littleford, 1997; W. L. Stone et al., 1999). Relatively few
controlled studies, however, have examined how children
with Autism below age 3 differ from children with related
disabilities, such as developmental delays, and most of
these have relied on observations made from home video-
tapes (e.g., Baranek, 1999; Osterling, Dawson, & Munson,
2002). Charman et al. (1998) found that 20-month-olds
with Autism were more impaired in joint attention, re-
sponses to another’s distress, pretend play, and imitation,
compared to those with language delay. Other studies
found that 24-month-olds with Autism performed fewer
joint attention gestures, including pointing and showing,
and had more impaired language and imitation skills than
typically developing and language impaired children (Lord
& Paul, 1997; W. L. Stone et al., 1997).
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Retrospective studies of home videotapes have been an
especially fruitful area of research. Using this method,
investigators have been able to observe the early social,
language, motor, and play behaviors of infants who later re-
ceive a diagnosis on the Autism spectrum and to examine
developmental differences between infants with Autism
and typically developing infants (Mars, Mauk, & Dowrick,
1998; Osterling & Dawson, 1994) and infants with mental
retardation (Baranek, 1999; Osterling & Dawson, 1999). In
one such study, Osterling and Dawson (1994) examined
videotapes of 1st birthday parties and demonstrated that 1-
year-olds later diagnosed with Autism could be distin-
guished from 1-year-old typically developing infants. How
often a child looked at the face of another person (gaze)
correctly classified the greatest number of children (77%).
When gaze was combined with the behaviors of showing,
pointing, and orienting to name (i.e., social orienting), 91%
of the infants with typical development and with Autism
were correctly classified. These results were replicated by
Mars et al., who used blind scoring to evaluate home video-
tapes of 1st birthday parties of 25 infants later diagnosed
with Autism and 25 typically developing infants. Again,
the variable “looks at faces” was found to be a powerful
discriminator between the two groups, as well as joint at-
tention (e.g., pointing) behaviors.

A subsequent home videotape study compared 1-year-
olds later diagnosed with an Autism Spectrum Disorder
(ASD) with 1-year-olds later diagnosed with mental retar-
dation and 1-year-olds with typical development. This
study showed that 1-year-olds with ASD could be distin-
guished not only from typical 1-year-olds, but also from 1-
year-olds with mental retardation (Osterling et al., 2002).
This is important due to the high comorbidity of Autism
and mental retardation. In this study, the infants with ASD
were less likely to look at others and to orient to their
name than were infants with mental retardation. Joint at-
tention behaviors, however, did not distinguish between
ASD and developmental delay at 1 year of age, suggesting
that other behaviors related to attending to people and
other’s speech might be important in distinguishing ASD
from developmental delay at very young ages. In yet an-
other home videotape study, a failure to orient to name was
the best discriminator between 8- to 10-month-olds with
ASD versus typical development (Werner, Dawson, Oster-
ling, & Dinno, 2000). Again, joint attention did not distin-
guish the two groups at this young age.

Screening Instruments

A number of promising early screening methods have been
developed to detect symptoms of Autism in infants and tod-

dlers, including the Checklist for Autism in Toddlers
(CHAT; Baron-Cohen, Allen, & Gillberg, 1992), the Modi-
fied Checklist for Autism in Toddlers (M-CHAT; Robins,
Fein, Barton, & Green, 2001), the Pervasive Developmen-
tal Disorders Screening Tests (PDDST; Siegel & Hayer,
1999), and the Screening Tool for Autism in Two Year Olds
(STAT; W. L. Stone, Coonrod, & Ousley, 2000). However,
none of these instruments are currently in widespread use.
The CHAT, a parent report and behavioral observation
measure, has been shown to have high specificity (98%)
but low sensitivity (38%), suggesting that it is not adequate
for screening in public health settings (Baird et al., 2000).
More promising results have been shown for the M-CHAT,
a parent report measure, with a specificity of 95% and a
sensitivity of 97% (Robins et al., 2001). The PDDST dif-
fers from the CHAT and the M-CHAT in that it offers dif-
ferent versions for primary care clinics, developmental
clinics, and Autism specialty clinics. The primary care ver-
sion yielded a sensitivity of 85% and specificity of 71%
(Siegel & Hayer, 1999). The STAT is still under develop-
ment but has been shown to discriminate well between chil-
dren with Autism and other developmental disorders in a
small sample of 2-year-olds (W. L. Stone et al., 2000).

It is likely that screening methods currently under devel-
opment will continue to need refinement. This refinement
will depend on research aimed at identifying early emerg-
ing behaviors that can distinguish very young children with
Autism from those with related disabilities, such as devel-
opmental delay. Behaviors such as joint attention, gestures,
verbal language, and pretend play may have limited utility
in distinguishing infants and toddlers with Autism from
those with developmental delay as these behaviors are not
normally present until 1 to 2 years of age; 18- to 24-month-
old toddlers with significant developmental delay would
not be expected to show these behaviors.

Developmental Course

There are generally two patterns of symptom development
in Autism. The most common course involves the emer-
gence of symptoms in the 1st year of life. In roughly a third
of cases, however, there is a regression in skills following a
period of fairly typical development.

Early Onset

Symptoms of Autism typically emerge early, within the
first 12 months of life. This pattern of symptom develop-
ment is referred to as early-onset Autism. Both parent re-
port (Lord, 1995) and home videotape studies (Baranek,
1999; Osterling & Dawson, 1994; Werner et al., 2000;
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Werner, Dawson, & Munson, 2001) have confirmed that for
many children with Autism, symptoms may emerge as
early as 8 months of age.

Regression

Symptoms of Autism may also appear after a period of
fairly typical development, with a regression or loss of pre-
viously acquired skills generally occurring prior to 24
months of age. This pattern of symptom emergence in
Autism has been estimated to occur in 20% to 47% of cases
(e.g., Davidovitch, Glick, Holtzman, Tirosh, & Safir, 2000;
Kurita, 1985; Lord, 1995; B. A. Taylor et al., 2002), with
typical age of onset ranging from 16 months (B. J. Williams
& Ozonoff, 2001) to 24 months (Davidovitch et al., 2000).
Primarily, there is a loss of language skills, although losses
can occur in social interest and responsiveness, nonverbal
communication, cognitive ability, and self-help/adaptive
behavior. Osterling and Dawson (1999) examined home
videotapes of children with reported regression and found
that, indeed, these children displayed typical social and
communication behaviors at 1 year of age. However, using
retrospective parent report, two other studies have shown
that approximately 50% of the children who were reported
to have lost skills after 1 year of age actually showed a delay
in skills prior to the reported regression (Werner et al.,
2001; B. J. Williams & Ozonoff, 2001). Werner and col-
leagues found that children with versus without a history of
early regression did not differ in language, cognitive, or
symptom outcome at age 3 to 4 years (Werner, Dawson,
Munson, & Osterling, in press).

Autism across the Life Span

Although Autism is considered to be a lifelong disorder,
the specific constellation of symptoms and the severity of
those symptoms tend to fluctuate across development
(Lord, 1997). One study reported improvements from age 5
in social and communication skills and in repetitive behav-
iors in a sample of 38 adolescents and young adults, with
13% of the sample no longer meeting criteria for Autism
(Piven, Harper, Palmer, & Arndt, 1996).

With such changing patterns and severity of symptoms,
both current and historical reports of symptoms are often
required to make an accurate diagnosis and for inclusion in
genetic studies of Autism. The Autism Diagnostic Inter-
view-Revised (Le Couteur, Lord, & Rutter, 2003; Lord, Rut-
ter, & Le Couteur, 1994) is a standardized, semistructured
parent interview that provides both a current and a lifetime
diagnosis for individuals with a mental age of 18 months or

greater. However, it relies on retrospective parent report and
should therefore be combined with other sources of infor-
mation, such as behavioral observation, in making a diagno-
sis. One such behavioral measure that is widely used is the
Autism Diagnostic Observation Schedule (ADOS; Lord
et al., 2000; Lord, Rutter, DiLavore, & Risi, 1999; Lord,
Rutter, Goode, & Heemsbergen, 1989), designed to assess
individuals at varying stages of development and language
level, from nonverbal children to high-functioning adults
(there are four modules in all). The ADOS is a standardized,
semistructured play interaction that provides opportunities
for reciprocal social interaction, communication, and imag-
inative play and can be used across a wide range of chrono-
logical and mental ages (normative data exist for ages
ranging from 15 months to 40 years).

Prognosis

Although the diagnosis of Autism tends to be quite stable
into adolescence and adulthood, outcome is more varied.
For as many as 75% of individuals with Autism, outcome
tends to be poor. However, fair to good outcomes (i.e., ade-
quate functioning in social, work, and school domains) are
observed in at least 25% of individuals (Gillberg & Stef-
fenburg, 1987; Nordin & Gillberg, 1998; Sigman & Nor-
man, 1999). A more recent study that followed children
with Autism from age 2 to age 9 found that as many as 40%
obtained good outcomes based on language and cognitive
scores (W. L. Stone, Turner, Pozdol, & Smoski, 2003). Al-
though outcome is typically best for individuals with nor-
mal to near-normal intelligence, it is still lower than
expected based on general intellectual ability. For instance,
many individuals with Autism who have normal intelli-
gence nevertheless require supervised living arrangements,
are employed in low-level jobs, and do not develop friend-
ships or marry (Tsatsanis, 2003). Compared to earlier
studies (i.e., prior to 1980), however, there is evidence of
better outcome in Autism in more recent years (Howlin &
Goode, 1998). Improved outcome is likely related to avail-
ability of early and appropriate interventions.

Predictors of Outcome

Identifying specific factors that predict outcome in
Autism is of critical importance for both researchers and
clinicians and can lead to improved, targeted early inter-
ventions. IQ above 50 and language (specifically, mean-
ingful speech by 5 to 6 years of age) remain the strongest
predictors of positive outcomes for these children (Bartak
& Rutter, 1976; Gillberg, 1991; Gillberg & Steffenburg,
1987; Lincoln, Courchesne, Kilman, Elmasian, & Allen,
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1988; Lockyer & Rutter, 1970). Early language ability has
been shown to predict both academic achievement and so-
cial competence (Howlin, Mawhood, & Rutter, 2000; Ven-
ter, Lord, & Schopler, 1992). In addition, a number of
studies have indicated that early, intensive behavioral in-
tervention is associated with higher IQ scores, a greater
likelihood of developing language, and an increased
chance of being placed in a regular education classroom
(G. Dawson & Osterling, 1997; Lord & Schopler, 1989;
Lovaas, 1987; McEachin, Smith, & Lovaas, 1993; Sigman
& Ruskin, 1999).

Other predictors of language and social outcome include
total speech and language therapy received, early expres-
sive language ability, imitation and joint attention abilities,
social interaction and shared affect, toy play, and age of di-
agnosis, with earlier diagnoses relating to poorer outcomes
(Rogers & Hepburn, 2003; W. L. Stone et al., 2003; Toth,
Dawson, Munson, Estes, & Abbott, 2003). Of particular
importance, gains in verbal IQ have been observed in chil-
dren with Autism beyond the preschool years (Lord, DiLa-
vore, Shulman, Risi, & Pickles, 2003; Nordin & Gillberg,
1998; W. L. Stone et al., 2003).

EPIDEMIOLOGY

Autism was once believed to be a rare disorder, occurring
at a rate of 4 to 5 in 10,000. In recent years, however, re-
ported cases of Autism have increased significantly, lead-
ing to both public and scientific debate as to whether these
estimates reflect a true increase in the number of children
with this disorder, or increased awareness and detection
along with a broadening definition of Autism.

Prevalence

The prevalence of Autism spectrum disorders has in-
creased significantly in the past few decades. A large epi-
demiological study conducted by the Centers for Disease
Control (CDC) found a prevalence rate of 34 per 10,000
among 3- to 10-year-old children in metropolitan Atlanta
(Yeargin-Allsopp et al., 2003). One of the strengths of this
study was sample size: 987 confirmed cases, compared to
many previous studies with a median sample size of 50
(Fombonne, 2003). However, this rate of 34 per 10,000 is
likely to be an underestimate. Higher-functioning individu-
als may have been missed, and younger children may not
have been identified. Fombonne suggests that the rate re-
ported for 5- to 8-year-olds in the CDC study—of 41 to 45
in 10,000—may be more accurate and is similar to other

surveys that report a prevalence rate of 60 per 10,000
(Baird et al., 2000; Bertrand et al., 2001; Chakrabarti &
Fombonne, 2001; Fombonne, 2003). There has been public
debate about a possible epidemic of Autism as rates are 3 to
4 times higher than in the 1970s. However, this apparent
rise in rates may be, in part, the result of a broadening def-
inition of Autism, particularly at the less severe end of the
spectrum; methodological differences in surveys of preva-
lence, particularly in methods for case finding (e.g., rely-
ing on single versus multiple sources for case
identification); and an increasing use of the diagnosis of
Autism so that families can take advantage of federally
mandated early intervention programs (Fombonne, 2003).

Gender

Autism affects males at rates 3 to 4 times higher than fe-
males (Fombonne, 1999; Volkmar et al., 1993; Yeargin-
Allsopp et al., 2003). However, when females are affected,
they more often fall in the severe mental retardation range
(IQ < 35) and exhibit more severe symptomatology than
males with the disorder (Volkmar et al., 1993). Further,
the recurrence risk rate for siblings of females with
Autism is twice that of siblings of males with Autism
(Jorde et al., 1990).

Socioeconomic Status and Culture

Autism affects individuals at all socioeconomic levels
(Fombonne, 1999, 2003; Steffenburg & Gillberg, 1986;
Wing & Gould, 1979) and in all parts of the world, includ-
ing Canada (Bryson, Clark, & Smith, 1988), England
(Chakrabarti & Fombonne, 2001; Wing & Gould, 1979),
France (Cialdella & Mamelle, 1989; Fombonne, Bolton,
Prior, Jordan, & Rutter, 1997), Sweden (Steffenburg &
Gillberg, 1986), Norway (Sponheim & Skjeldal, 1998),
Iceland (Magnusson & Saemundsen, 2001), Japan (Honda,
Shimizu, Misumi, Nimi, & Ohashi, 1996; Sugiyama &
Abe, 1989), Hong Kong (Chung, Luk, & Lee, 1990), Russia
(Lebedinskaya & Nikolskaya, 1993), and Croatia (Bujas-
Petkovic, 1993).

SYMPTOM PRESENTATION

Symptoms of Autism include impairments in the broad do-
mains of social interaction, play, language and communica-
tion, and a restrictive range of interests and activities.
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Specific symptoms in each of these broader domains are
described next.

Impairments in Social Interaction

Although symptom presentation varies widely across indi-
viduals and across the life span, impairments in social at-
tention are a primary early feature of the disorder. It has
been hypothesized that a lack of normal attention to social
stimuli, such as faces, voices, and emotional expressions,
deprives the child with Autism of social information input
during the 1st years of life, disrupting normal brain and be-
havioral development as well as subsequent social develop-
ment (Mundy & Neal, 2001). Such impairments in social
attention, particularly joint attention skills, are believed to
also impede the development of language (Bono, Daley, &
Sigman, 2003; Carpenter, Nagell, & Tomasello, 1998; G.
Dawson, Toth, et al., 2004; Mundy, Sigman, & Kasari,
1990; Rogers & Hepburn, 2003; Sigman & Ruskin, 1999;
Tomasello & Farrar, 1986).

One theory that has been proposed to explain the social
attention impairments in Autism is that these impairments
are the result of an underlying impairment in social moti-
vation, or a failure to find social stimuli inherently re-
warding (G. Dawson, Toth, et al., 2004; G. Dawson, Webb,
et al., 2002; Mundy & Neal, 2001). According to this
view, the preferential attention to social stimuli (faces,
emotional expressions, voices) that is typically present
very early in life is most often accompanied by affective
sharing between infant and caregiver. This mutual ex-
change of positive affect during episodes involving eye
contact is inherently rewarding to the typically developing
toddler and serves to motivate the child to notice and at-
tend to social and affective cues. It is hypothesized that
the child with Autism fails to find eye-to-eye gaze inher-
ently rewarding and is therefore less motivated and less
likely to attend to social stimuli, make meaning out of
others’ emotional expressions, and participate in early so-
cial exchanges. As a result, the child with Autism has
fewer opportunities to engage in acts that allow for the ac-
quisition and development of social communication and
language skills.

Social Orienting Impairments

Perhaps the first social attention impairment in Autism is a
lack of normal “social orienting,” namely, the tendency to
spontaneously orient to naturally occurring social stimuli
in one’s environment (G. Dawson, Meltzoff, Osterling, Ri-
naldi, & Brown, 1998). In typical development, infants de-

vote particular attention to social stimuli, including faces,
voices, and other aspects of human beings (Rochat & Stri-
ano, 1999). Indeed, by 6 months of age, typically develop-
ing infants will actively orient (i.e., turn head and/or eyes)
to novel stimuli, particularly social stimuli (e.g., being
called by name; Trevarthen, 1979). Children with Autism,
however, exhibit early impairments in social orienting.
Home videotape studies of infants later diagnosed with
Autism (Osterling & Dawson, 1994; Osterling et al., 2002;
Werner et al., 2000) revealed social attention impairments,
including a failure to look at others and orient to their name
in 12-month-olds, and a failure to orient to name in 8- to
10-month-old infants. In two experimental studies of pre-
school children with Autism and mental age-matched chil-
dren with developmental delay, children with Autism more
frequently failed to orient to both social and nonsocial
stimuli, but the impairment was more severe for social
stimuli (G. Dawson, Meltzoff, & Osterling, 1995; G. Daw-
son, Toth, et al., 2004).

Joint Attention

Joint attention behaviors include sharing attention to an ob-
ject or event (e.g., through the use of alternating eye gaze),
following the attention of another (e.g., following a gaze
or point), and directing attention (e.g., showing and point-
ing to objects/events). Some infants display some aspects of
joint attention (e.g., matching direction of mother’s gaze to
a visible target) as early as 6 months of age (Morales,
Mundy, & Rojas, 1998), and most infants display all of
these skills by 12 months of age (Carpenter et al., 1998;
Leekam & Moore, 2001). Research has established joint at-
tention ability as a core social-communication impairment
in children with Autism, present by 1 year of age and incor-
porated into the diagnostic criteria for the disorder (Mundy
et al., 1986; DSM-IV, American Psychiatric Association,
1994). Impairments in joint attention skills have been
found to distinguish preschool-age children with Autism
from those with typical and delayed development (Bacon,
Fein, Morris, Waterhouse, & Allen, 1998; Charman et al.,
1998; G. Dawson, Meltzoff, Osterling, & Rinaldi, 1998; G.
Dawson, Munson, et al., 2002; Mundy et al., 1986). Addi-
tionally, impairments in protodeclarative joint attention be-
haviors (e.g., pointing to show, sharing) seem to be more
severe than impairments in protoimperative joint attention
behaviors (e.g., pointing to make a request) in children
with Autism (Mundy et al., 1986, 1990; Sigman, Mundy,
Sherman, & Ungerer, 1986). Joint attention ability is pre-
dictive of both concurrent language ability and future gains
in expressive language skills for children with Autism
(Mundy et al., 1990; Mundy, Sigman, Ungerer, & Sherman,
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1987; Sigman & Ruskin, 1999; Toth et al., 2003). Taken to-
gether, these findings suggest that joint attention ability is
a pivotal skill in Autism as it appears to lay a foundation
for the development of more complex abilities, such as pre-
tend play, language, and theory of mind (Charman, 1997,
2003; Mundy & Crowson, 1997; Sigman, 1997).

Face Recognition

At birth, typically developing infants display a visual pref-
erence for the sounds, movements, and features of the
human face (Goren, Sarty, & Wu, 1975; Maurer & Salap-
atek, 1976; Morton & Johnson, 1991). Very early in life,
infants are not only able to recognize their mother’s face
(Bushnell, Sai, & Mullin, 1989), but they can also discrim-
inate some facial expressions (Nelson, 1993). Children
with Autism, however, do not show this same preference for
and fascination with faces. Osterling and Dawson (1994)
found in a study of home videotapes that a failure to look at
others’ faces best discriminated 12-month-olds with
Autism from 12-month-old typically developing infants.

Face matching and face recognition impairments have
been found across a number of studies in both children and
adults with Autism (Boucher & Lewis, 1992; Boucher,
Lewis, & Collis, 1998; Cipolotti, Robinson, Blair, & Frith,
1999; Hauck, Fein, Maltby, Waterhouse, & Feinstein, 1998;
Jambaque, Mottron, Ponsot, & Chiron, 1998; Klin et al.,
1999; Ozonoff, Pennington, & Rogers, 1990; Tantam, Mon-
aghan, Nicholson, & Stirling, 1989; Teunisse & DeGelder,
1994). Using electrophysiological measures, G. Dawson and
colleagues (G. Dawson, Carver, et al., 2002; McPartland,
Dawson, Carver, & Panagiotides, 2001a, 2001b) showed
that 3- to 4-year-old children with Autism failed to show a
differential brain electrical response to mother’s versus
stranger’s face, as did children with delayed and typical de-
velopment. Interestingly, however, the children with
Autism did show greater event-related potential (ERP) re-
sponses to the familiar versus unfamiliar object, similar to
the pattern of responses shown by chronological age-
matched typical children. This finding suggests that, in
children with Autism, the recognition memory impairment
is specific to faces and that this impairment is present by at
least 3 years of age.

Other studies have shown that individuals with Autism
process faces differently from controls (Celani, Battacchi,
& Arcidiacono, 1999; Davies, Bishop, Manstead, & Tan-
tam, 1994). For example, whereas typically developing in-
dividuals tend to focus on the eyes when processing faces,
individuals with Autism often focus on the mouth (Klin,
Jones, Schultz, Volkmar, & Cohen, 2002; Klin et al., 1999;
Langdell, 1978). Additionally, individuals with Autism do

not show the typical difficulty in processing inverted as op-
posed to upright faces (Hobson, Ouston, & Lee, 1988;
Langdell, 1978; McPartland et al., 2001a, 2001b). In a re-
cent ERP study, high-functioning adolescents and adults
with Autism were shown to exhibit longer latencies of the
N170 (face-specific) ERP component as compared to IQ-
matched adolescents and adults. In addition to overall
slower processing of face stimuli, the individuals with
Autism showed similar ERP patterns in response to upright
versus inverted faces and did not show the right-lateralized
ERP that is found in typical individuals (McPartland et al.,
2001a, 2001b).

Functional magnetic resonance imaging (fMRI) tech-
niques have also been used to study face processing in
Autism. Schultz et al. (2000) found that when individuals
with Autism were shown pictures of faces, they showed
less activation in the fusiform gyrus, a specialized region
of the brain devoted to face processing, than in the inferior
temporal gyri, a region of the brain that is typically used to
process objects. Future research is needed to explore the
connection between abnormalities in face processing and
other social attention impairments in Autism.

Emotion Recognition and Expression

In typical development, infants are able to recognize and
express emotions at a very young age. At 6 months of age,
infants respond differentially to happy versus sad expres-
sions (Cohn, Campbell, Matias, & Hopkins, 1990; Termine
& Izard, 1988). At 12 months, infants are able to modulate
their own behavior in response to the emotions expressed
by their mother, approaching an object when mother dis-
plays a joyful expression but not when she displays a fearful
expression (Klinnert, Campos, Sorce, Emde, & Svejda,
1983). By the end of the 2nd year of life, children are be-
ginning to talk about emotions and can label simple emo-
tions, such as happy, mad, and sad (Bretherton & Beeghly,
1982; Smiley & Huttenlocher, 1989). Children with
Autism, however, generally do not exhibit this typical pat-
tern of emotional development. A number of studies have
shown that children with Autism are impaired on tasks re-
quiring recognition and matching of emotional faces and
responding to the emotional displays of others (Bormann-
Kischkel, Vilsmeier, & Baude, 1995; Celani et al., 1999; G.
Dawson, Meltzoff, Osterling, & Rinaldi, 1998; G. Dawson,
Toth, et al., 2004; Hobson, Ouston, & Lee, 1989; Loveland
et al., 1997; Sigman, Kasari, Kwon, & Yirmiya, 1992; Sig-
man, Ungerer, Mundy, & Sherman, 1987). Baron-Cohen,
Spitz, and Cross (1993) reported that children with Autism
are able to recognize simple emotions, such as happy and
sad, which are typically caused by situations, but show
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greater difficulty than controls in recognizing surprise,
which is typically caused by beliefs. Others, however, have
shown that emotion recognition impairments may not be
specific to Autism, but related rather to verbal memory and
performance IQ (Buitelaar, van der Wees, Swaab-Barn-
eveld, & van der Gaag, 1999). In a study of children and
adolescents ages 8 to 18, no differences were found be-
tween children with Autism and age- and verbal IQ-
matched ADHD controls on emotion matching and emotion
recognition tasks (Buitelaar et al., 1999).

In one of the earliest studies of emotional expression in
Autism, children with Autism were found to exhibit signif-
icantly more negative emotions as well as incongruous
blends of emotion as compared to typical controls (Yir-
miya, Kasari, Sigman, & Mundy, 1989). Further, children
with Autism failed to show positive affect even in situa-
tions where positive affect is typically displayed, such as in
joint attention interactions (Kasari, Sigman, Mundy, &
Yirmiya, 1990). Dawson, Hill, Spencer, Galpert, and Wat-
son (1990) examined mother-child interactions and found
that children with Autism smiled as frequently as receptive
language age-matched typically developing children, but
were less likely to combine smiles with eye contact or to
smile reciprocally. These authors proposed that children
with Autism may have a specific impairment in their abil-
ity to engage in affective sharing experiences. When talk-
ing about emotion, children with Autism required more
time and more prompts, and their responses were more
scripted, as compared to age-matched typically developing
controls (Capps, Yirmiya, & Sigman, 1992). Finally, al-
though individuals with Autism are able to spontaneously
display facial expressions, Loveland et al. (1994) reported
that they showed a particular difficulty producing affective
expressions upon request without a model.

Many studies that have assessed emotion perception in
children with Autism have required language, making re-
sults difficult to interpret. G. Dawson and colleagues (G.
Dawson, Webb, Carver, Panagiotides, & McPartland, 2004)
used ERPs to determine whether 3- to 4-year-old children
with Autism Spectrum Disorder exhibited differential
brain responses to a fear versus a neutral facial expression,
present in typical development by 7 months of age. It was
found that children with ASD did not show the typical dif-
ference in amplitude of an early ERP component to the fear
versus neutral face, indicating early differences in neural
processing of emotion in Autism.

Imitation

Meltzoff and Moore (1977) demonstrated that newborns
are able to imitate facial expressions, which suggests that

this is an innate ability. Children with Autism, however,
show impairments in both immediate and deferred motor
imitation (G. Dawson, Meltzoff, Osterling, & Rinaldi,
1998; Sigman & Ungerer, 1984; W. L. Stone et al., 1997).
Of particular importance, imitation skills in children with
Autism have been shown to predict later social and lan-
guage learning (Charman et al., 2000, 2003; W. L. Stone
et al., 1997; W. L. Stone & Yoder, 2001). In one study, body
imitation was found to predict expressive language ability,
whereas object imitation predicted play skills (W. L. Stone
et al., 1997). Additionally, it has been theorized that a fail-
ure to engage in social imitative play may interfere with the
development of joint attention, social reciprocity, and later
theory of mind abilities (G. Dawson, 1991; Meltzoff &
Gopnick, 1993; Rogers & Pennington, 1991).

Theory of Mind

The ability to infer mental states, including intentions,
memories, and beliefs, and to then use this information to
understand and predict the behavior of others is “one of the
quintessential abilities that makes us human” (Baron-
Cohen, 2000, p. 3; see also Whiten, 1993). This ability is
referred to as “ theory of mind” and typically develops be-
tween 3 and 5 years of age (Flavell, 1999; Wellman, 1993;
Wellman, Cross, & Watson, 2001). Children with Autism,
however, show impairments on standard theory of mind
tasks, such as false-belief tasks that require the child to
infer what another person will think or do (Baron-Cohen,
2000; Baron-Cohen, Leslie, & Frith, 1985; Peterson,
2002). In one study, children were required to attribute be-
liefs to a puppet that differed from their own (Baron-
Cohen et al., 1985). Only 20% of the children with Autism
were able to do so, compared to 86% of children with
Down syndrome and typical development. Interestingly,
preschool-age children with Autism have been shown to
outperform typically developing preschoolers on a particu-
lar form of theory of mind task, the false-drawing task (Pe-
terson, 2002). In this task, children with Autism were
asked to draw a red apple with a green pen. When they
were finished, a green apple was placed next to the red
apple and the children were then told that another child
would be coming in the room and asked which apple was
drawn. The children with Autism were then asked the
false-belief test question, “What will he say?” One possible
explanation for this superior understanding of false belief
in a drawing context is that children with Autism may be
able to gain early insight into mental states in relation to fa-
miliar and nonverbal activities such as drawing, even when
fully developed theory of mind is absent (Peterson, 2002).
Some have argued that theory of mind development in
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Autism is not only delayed but is qualitatively different
from the typical pattern of development. For instance, in a
study of children with PDD-NOS who were given a story-
book theory of mind task, the children with PDD-NOS
showed specific difficulties in understanding and predict-
ing others’ emotions but were able to predict actions from
beliefs and desires (Serra, Loth, van Geert, Hurkens, &
Minderaa, 2002). Zelazo, Jacques, Burack, and Frye (2002)
examined rule-based reasoning in conjunction with theory
of mind tasks in older children and adolescents with
Autism and found that, for severely impaired individuals,
theory of mind performance was unrelated to rule use.
However, in less severely impaired individuals, the correla-
tion between theory of mind and rule use was high. These
findings suggest that poor performance on theory of mind
tasks may be related to a general difficulty in using rules to
integrate two incompatible perspectives. Some researchers
have proposed that theory of mind deficits are primary in
Autism and at the root of the difficulties observed in social
interaction and communication (Baron-Cohen et al., 1985);
others argue that theory of mind abilities hinge on earlier
developing social communication skills, such as joint atten-
tion (Mundy & Sigman, 1989).

Play and Language

Impairments in symbolic play, language, and communication
skills are present at an early age in individuals with Autism.

Symbolic Play

Representational, or symbolic, play typically emerges be-
tween 14 and 22 months of age and includes using an object
to represent another object (e.g., a block to represent a car),
using absent objects as if they were present (e.g., food that
does not exist), or animating objects (e.g., pretending that
stuffed animals can talk; Leslie, 1987). In children with
Autism, symbolic play is often absent at 18 months of age
(Baron-Cohen et al., 1996) or is delayed relative to mental
age-matched developmentally delayed and typical children
(Charman et al., 1998; G. Dawson, Meltzoff, Osterling, &
Rinaldi, 1998; Mundy et al., 1987; Wing & Gould, 1979).
For those children with Autism who do acquire symbolic
play skills, their level of symbolic play often remains below
that of their language abilities (Amato, Barrow, &
Domingo, 1999; Ungerer, 1989; Wing, 1978) and is often
less diverse and elaborate compared to that of developmen-
tally delayed and typical children (Ungerer & Sigman,
1981). Further, symbolic play has been associated with
both concurrent language and later social ability in young

children with Autism (Sigman & Ruskin, 1999). There ex-
ists some controversy as to the cause of this impairment;
some believe that it results from impairments in joint atten-
tion and understanding others, whereas others believe it
hinges on deficits in symbolic thinking and executive func-
tioning (Charman, 1997).

Language Ability

The acquisition and development of language in Autism is
often delayed and/or deviant, with approximately 30% of
individuals never acquiring spoken language (Bryson,
1996; Lord & Paul, 1997). This is hardly surprising given
that individuals with Autism often show early impairments
in symbolic play, imitation, and joint attention, which have
been shown to predict language ability. In addition to de-
lays in language acquisition, persons with Autism often
exhibit atypical speech patterns, including immediate
or delayed echolalia (i.e., verbatim repetition of words
or phrases), unusual prosody (e.g., atypical intonation,
rhythm, stress, and volume), and pronoun reversal (e.g.,
“you want a drink” instead of “I want a drink”), which can
persist into adulthood (Cantwell, Baker, Rutter, & Maw-
hood, 1989; Kanner, 1943; Lee, Hobson, & Chiat, 1994).

Moreover, individuals with Autism exhibit impairments
in both the pragmatic and the semantic aspects of language
(Kjelgaard & Tager-Flusberg, 2001; Lord & Paul, 1997;
Tager-Flusberg, 1993, 1999, 2001). Pragmatic impair-
ments include difficulty maintaining an appropriate level
of detail (e.g., often providing excessive or irrelevant de-
tails), speaking in a pedantic manner, and difficulties
in reciprocity, characterized by a failure to respond to
questions and comments initiated by the other person, a
tendency to monopolize the conversation (generally asso-
ciated with perseveration on favorite topics), and difficul-
ties staying on topic (i.e., often inserting random and
tangential comments; Capps, Kehres, & Sigman, 1998;
Eales, 1993; Tager-Flusberg, 1999, 2001). Some (Eales,
1993; Tager-Flusberg, 1993, 1996) have argued that these
pragmatic impairments, as well as abnormal pronoun use,
are related to deficits in perspective taking (i.e., under-
standing another person’s intentions).

Children with Autism also show impairments in how ef-
fectively they use language. In studies comparing children
with Autism to children with Down syndrome matched on
age and expressive language ability, children with Autism
showed less variety in their use of nouns, verbs, and adjec-
tives and used language less often to provide or elicit infor-
mation (Howlin, 1984; Tager-Flusberg, 1993, 1999).
Further, Kjelgaard and Tager-Flusberg (2001) found that
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children with Autism who had impaired language demon-
strated better vocabulary relative to higher-order language
abilities, with poor performance on phonological process-
ing and difficulties in marking tense, similar to children
with specific language impairment. Finally, in their com-
prehension of language, children with Autism often rely on
syntax as opposed to semantic content when deciphering
the meaning of a sentence (Paul, Fischer, & Cohen, 1988)
and often interpret what is said to them in a concrete and
literal manner (e.g., “It’s raining cats and dogs”).

For a discussion of overlap between language impair-
ment in Autism and specific language impairment, see the
earlier section on Diagnosis.

Restricted, Repetitive Interests and Behaviors

The third symptom domain in Autism is a restricted range
of behaviors, activities, and interests. Such behaviors in-
clude repetitive, stereotypic motor movements, including
hand flapping, finger flicking, and complex whole-body
movements, such as toe-walking and spinning, as well as
persistent preoccupation with parts of objects or repetitive
and nonfunctional use of objects (e.g., spinning wheels, lin-
ing things up; Campbell et al., 1990; Turner, 1999; Wing,
1988; Wing & Gould, 1979). More elaborate and complex
ritualistic interests and behaviors can include precise
arrangement of objects; insistence on a particular sequence
of actions (i.e., compulsions); adherence to sameness in
terms of routine, structure, and ordering of physical space;
and intense and focused preoccupations relating to particu-
lar topics and typically involving memorization of facts
(e.g., movies, camera models). Preoccupations with spe-
cific topics are often seen in high-functioning individuals
(Campbell et al., 1990; Turner, 1999; Wing, 1988; Wing &
Gould, 1979).

Studies that have attempted to identify the earliest
emerging impairments in Autism (i.e., within the first
12 months of life) have not shown stereotypic motor
movements or intense interests to be commonly present at
that early age (Baron-Cohen et al., 1996; Osterling &
Dawson, 1994; Robins et al., 2001). Further, young, typi-
cally developing children and children with other develop-
mental disabilities, including mental retardation and
Obsessive-Compulsive Disorder, often exhibit distress
due to changes in routine and a preference for sameness
(Evans et al., 1997). However, what may be specific to
Autism is the number and severity of these symptoms
(Charman & Swettenham, 2001).

Other Related Behaviors

The following behaviors are also common in Autism, al-
though the number and severity of these symptoms varies
across individuals.

Sensory Issues

Persons with Autism often seek sensory stimulation or
have heightened negative responses to sensory stimuli. For
instance, children with Autism may exhibit strong negative
reactions to sounds that would not affect most individuals,
such as the vacuum cleaner or noises at a distance. They
may also exhibit a hypersensitivity to touch, including the
feel of tags in clothing or a light embrace, while at the same
time appearing insensitive to pain or showing a preference
for deep pressure (e.g., tight hugs). Other children may
repetitively seek out certain textures (e.g., hair, metal),
touch objects to their tongue, or peer at objects out of the
corner of their eyes. These sensory issues can be mild or
can take up a large amount of time, interfering with family
activities and/or the child’s social functioning. Ornitz
(1989) has argued that an impairment in the ability to mod-
ulate sensory information can lead to both under- and over-
reactivity to sensory stimuli.

Attention Impairments and Hyperactivity

Estimates of overactivity and/or attentional problems in
Autism range from 21% to 72% (Lainhart, 1999). Children
with Autism often lack attention to people and to activities
that others want them to focus on, but then show overly fo-
cused attention on objects or other nonsocial stimuli. Hy-
peractivity in Autism appears to decrease with age but can
persist into adulthood in some individuals (Kobayashi &
Murata, 1998). Certain medications may improve attention
and decrease hyperactivity in some children, but more con-
trolled studies are needed (McDougle, 1998).

Self-Injurious Behaviors

Self-injurious behaviors include biting, scratching, head
banging, and hair pulling and are often an expression of
frustration (Donnellan, Mirenda, Mesaros, & Fassbender,
1984; Lainhart, 1999). In a recent study of 222 children
with Autism under age 7, 50% demonstrated self-injurious
behaviors, with as many as 15% showing severe behaviors
(Baghdadli, Pascal, Grisi, & Aussilloux, 2003). Risk fac-
tors for self-injurious behaviors include lower chronologi-
cal age, more severe symptoms of Autism, and more severe
delays in daily living skills (Baghdadli et al., 2003). Others
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have argued that these behaviors are related to level of cog-
nitive functioning (J. Dawson, Matson, & Cherry, 1998).

Sleep and Eating Problems

Rates of sleep disturbances in Autism have been estimated
to range from 11% to 65% (Chung et al., 1990; Rutter &
Lockyer, 1967; Taira, Takase, & Sasaki, 1998), with aver-
age age of onset being 2 years, 3 months (Taira et al.,
1998). The most common problems are difficulty falling
asleep, frequent awakening, and waking early in the morn-
ing (Taira et al., 1998). Approximately 20% of adults with
Autism also exhibit sleep problems (Kobayashi & Murata,
1998). However, sleep difficulties in children with Autism
appear to occur at rates similar to those found in children
with other psychiatric disorders (Rutter & Lockyer, 1967)
and are thus not unique to Autism.

There are frequent clinical reports of restricted eating
and unusual food preferences in Autism. For instance,
some individuals with Autism will eat only a few foods or
will eat only foods of a certain texture, color, or taste. Oth-
ers exhibit rigidity at meal times, such as insisting on eat-
ing only certain brands of foods or using only certain
utensils. Although eating problems can persist into adult-
hood, they do tend to improve as children grow older (Rut-
ter, 1970).

ETIOLOGY

Over the past 25 years, considerable evidence has accumu-
lated implicating genetic factors in Autism. Environmental
factors and gene-environment interactions likely also con-
tribute to the development of this disorder.

Environmental Risk Factors

Understanding environmental influences in Autism is im-
portant for several reasons. First, a better understanding of
environmental factors that contribute to the disorder could
help to confirm or refute reports of geographic clusters of
Autism and an overall increase in rates of Autism. Second,
environmental influences may help to shed light on the neu-
robiology of Autism. Finally, environmental factors would
help to account for the high degree of heterogeneity ob-
served in the disorder (Rodier & Hyman, 1998).

An increased rate of Autism has been reported in chil-
dren who were exposed to rubella infection in the first
trimester (Chess, 1977). It is likely that exposure to infec-
tious diseases such as rubella during prenatal development
may increase the risk of Autism by adding to other etiolog-

ical factors, such as genetic predisposition (Rodier &
Hyman, 1998). Many studies have investigated whether
general suboptimal conditions (complications) during
pregnancy, delivery, or infancy may contribute to Autism.
No single factor has emerged consistently, and individual
adverse events appear to have minimal impact (Bolton
et al., 1994, 1997; Bryson et al., 1988; Gillberg & Gillberg,
1983; Levy, Zoltak, & Saelens, 1988; Lord, Mulloy, Wen-
delboe, & Schopler, 1991). In studies of individuals with
high-functioning Autism, only one factor, a gestation pe-
riod of more than 42 weeks, was found to be associated
with the disorder (Lord et al., 1991). Piven et al. (1993)
found that first- or fourth-born children had Autism
more often than their siblings. Others have found no differ-
ences on pre- and perinatal optimality measures when
comparing the births of children with Autism to those of
typically developing children (Cryan, Byrne, O’Donovan,
& O’Callaghan, 1996). Bolton and colleagues (1997) have
concluded that optimality factors are not likely to play a di-
rect role in Autism. Such factors are more likely related to
extant fetal abnormalities, genetic factors (Bolton et al.,
1994, 1997), or possibly to teratologic factors (Rodier &
Hyman, 1998). Teratogenic exposure to thalidomide has
been associated with Autism (Miller & Strömland, 1993).
These researchers found that 5 of 15 thalidomide cases that
had exposure between the 20th and 24th days of gestation
had Autism, a rate of 33% during this critical period in
prenatal development. Prenatal exposure to valproic acid
(Moore et al., 2000; J. Williams, Whiten, Suddendorf, &
Perrett, 2001) and cocaine (Davis et al., 1992) may also in-
crease the risk of Autism.

In the late 1990s, it was proposed that a new variant
of Autism caused by immunization with the combined
measles, mumps, and rubella vaccine was responsible for
the increase in rates of the disorder (Wakefield, 1999;
Wakefield et al., 1998). These claims were made based on a
sample size of 12 children with Pervasive Developmental
Disorder who were referred for the evaluation of gastroin-
testinal diseases associated with developmental regression.
A number of epidemiological studies since then have
failed to confirm an association between the MMR vaccine
and Autism (for reviews, see Dales, Hammer, & Smith,
2001; Farrington, Miller, & Taylor, 2001; Fombonne &
Chakrabarti, 2001; Kaye, del Mar Melero-Montes, & Jick,
2001; E. N. Taylor et al., 1999; Wilson, Mills, Ross,
McGowan, & Jadad, 2003). In addition, Andrews et al.
(2002) have found that parents of children with Autism with
regression, who were diagnosed after the publicity alleging
the link between the MMR vaccine and Autism, tended to
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recall onset shortly after the vaccine more often than par-
ents of similar children who were diagnosed prior to the
publicity. Thimerosal, a preservative containing ethyl mer-
cury that is added to many vaccines, has also come under
scrutiny. In 1999, the FDA determined that infants receiv-
ing multiple vaccines might be exposed to greater levels of
mercury than is recommended. Although a recent review
found no evidence of harm from thimerosal in vaccines
(Ball, Ball, & Pratt, 2001), thimerosal-free vaccines are
now available for all routine childhood immunizations
(Kimmel, 2002). Several studies are currently under way ex-
amining the effects of thimerosal on childhood disorders.

Genetic Risk Factors

Next, we review what is known about genetic factors in Autism.

Single Gene Disorders

Five to 10% of Autism cases are due to an identifiable med-
ical disorder with a known inheritance pattern, including
Fragile X syndrome, untreated phenylketonuria (PKU),
tuberous sclerosis, and neurofibromatosis (Szatmari, Jones,
Zwaigenbaum, & MacLean, 1998). Fragile X syndrome in
particular accounts for about 8% of cases of Autism (Smal-
ley, Asarnow, & Spence, 1988).

Twin and Family Studies

A number of twin studies have provided evidence of a
strong genetic component to Autism (Bailey, Le Couteur,
Gottesman, & Bolton, 1995; Folstein & Rutter, 1977; Le
Couteur, Bailey, & Rutter, 1989; Ritvo, Freeman, Mason-
Brothers, Mo, & Ritvo, 1985; Steffenburg et al., 1989).
These studies have shown a higher concordance rate for
Autism in monozygotic (MZ), or identical, twin pairs than
in dizygotic (DZ), or fraternal, twins. In their seminal
study, Folstein and Rutter reported that 36% of MZ twins
were concordant for Autism, as compared to 0% of DZ
twins. When they included related social or cognitive im-
pairments, such as reading disability, language delay, artic-
ulation disorder, and mental handicap, 82% of the MZ
twins and 10% of the DZ twins were concordant for
Autism. A more recent study found that 60% of MZ twins
were concordant for the full syndrome of Autism, and more
than 90% were concordant when related social and cogni-
tive impairments were included (Bailey et al., 1995). Heri-
tability estimates are quite high, ranging from 91% to 93%
(Bailey et al., 1995).

Family studies have provided further evidence of the
heritability of Autism. The likelihood of having a second

child with Autism has been estimated at 4.5% (Jorde et al.,
1990, 1991), which is 45 to 90 times greater than the popu-
lation risk (Cook, 1998). Further, the recurrence risk rate
for siblings of females with Autism is twice that of siblings
of males with Autism (Jorde et al., 1990). Recurrence risk
rates following the birth of a second child with Autism
range from 16% to 35% (Szatmari et al., 1998). Autism
rates in second- (0.18%) and third- (0.12%) degree rela-
tives are much lower (Szatmari et al., 1998). This sharp de-
crease in risk rates from first- to second- and third-degree
relatives indicates that Autism is most likely the result of
multiple gene (5 to 10 or more) interactions (Jorde et al.,
1990; Pickles et al., 1995; Risch et al., 1999).

Broader Autism Phenotype

A broader Autism phenotype, or “lesser variant” of
Autism, is defined as having one or more difficulties in so-
cial functioning, communication, cognition, and inter-
ests/behaviors (Baron-Cohen & Hammer, 1997). Broader
phenotype studies have been on the rise in recent years and
have examined characteristics of first-, second-, and third-
degree relatives of individuals with Autism. As many as
10% to 25% of siblings who do not meet criteria for Autism
demonstrate broader phenotype impairments, including
learning difficulties, language and communication deficits,
and social impairments (Bolton et al., 1994; Bolton & Rut-
ter, 1990). A more recent study reported that 12% of sib-
lings and 10% of parents exhibited broader phenotype
characteristics (Starr et al., 2001).

Parents of children with Autism were 3 times as likely as
parents of children with Down syndrome to have had defi-
nite or probable language problems in childhood, including
articulation deficits, trouble learning to read, or trouble
with spelling, and showed a significant split between verbal
and performance IQ scores relative to controls (Folstein
et al., 1999). A study of personality traits in first-degree
relatives found that relatives of individuals with Autism
were more anxious, impulsive, aloof, shy, sensitive, irrita-
ble, and eccentric than relatives of individuals with Down
syndrome (Murphy et al., 2000). In this same study, three
factors were derived for the Autism group: withdrawn, dif-
ficult, and tense. The authors concluded that the withdrawn
and difficult factors appeared to reflect social functioning
impairments, whereas the tense factor appeared to be re-
lated to the burden of raising a child with Autism. In multi-
plex families (i.e., those with two or more children with
Autism), parents of children with high rates of repetitive
behaviors showed significantly more obsessive-compulsive
traits and were more likely to have Obsessive-Compulsive
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Disorder than parents of children with low repetitive be-
havior scores (Hollander, King, Delaney, Smith, & Silver-
man, 2003). Still other studies have reported increased
rates of pragmatic language impairments (Landa et al.,
1992) and executive function deficits (e.g., set shifting and
planning; Hughes, Plumet, & Leboyer, 1999) and difficul-
ties in reading comprehension and rapid automatized nam-
ing (Piven & Palmer, 1997) in family members.

In second- and third-degree relatives, Szatmari et al.
(2000) found that 10% demonstrated communication im-
pairments, 7% exhibited repetitive activities, 14% showed
social impairments, 23% met criteria for the “broad” defi-
nition of the lesser variant, and 7% met criteria for the
“narrow” definition of the lesser variant, as defined by
Bolton et al. (1994).

Like Autism, broader phenotype characteristics are
much more common in males than females, although this is
less true of the mildest cases, and are usually evident in
early childhood (Bailey, Phillips, & Rutter, 1996). How-
ever, unlike Autism, individuals with broader phenotype
characteristics are generally of normal intelligence, and no
association with epilepsy has been found (Bailey et al.,
1996). Some researchers have proposed that the broader
phenotype is simply a lower dose of the genetic predisposi-
tion to Autism, whereas others argue a “ two-hit” mecha-
nism. In this view, one set of factors predisposes the
individual to the broader phenotype, and a separate set of
factors is involved in the development of Autism (Bailey
et al., 1996). In any case, these findings in the broader phe-
notype literature suggest that incorporating quantitative
measures of autistic traits that may be expressed to a lesser
degree in relatives may be useful in studies of the genetic
basis of Autism.

Sibling Linkage and Quantitative Trait Locus Analyses

Sibling linkage studies use highly variable polymorphisms
spaced evenly throughout the genome to identify chromo-
some regions that are shared among siblings with Autism.
Thus far, findings from Autism linkage studies have been
inconsistent. Possible susceptibility regions include chro-
mosomes 1p, 2q, 7q, 13q, 16p, and 19q (Alarcon, Cantor,
Liu, & Gilliam, 2002; Ashley-Koch et al., 1999; Bailey
et al., 1998; Barrett et al., 1999; Bradford et al., 2001;
Buxbaum et al., 2001; International Molecular Genetic
Study of Autism Consortium, 1998, 2001; Liu, 2001;
Philippe et al., 1999; Risch et al., 1999). Only regions 2q
and 7q have been implicated in more than one study, with
chromosome 7 appearing the most promising (Ashley-Koch
et al., 1999; Barrett et al., 1999; Collaborative Linkage
Study of Autism, 2001). Chromosome 7 has been linked

both to Autism and to language disorders, such as specific
language impairment (Folstein & Mankoski, 2000; Warbur-
ton et al., 2000). In addition, the 7q31 region contains other
genes of interest, including the serotonin receptor gene and
the reelin gene (see section on Candidate Gene Studies).

Quantitative trait loci (QTL) refer to genetic loci that
modify the expression of a phenotypic trait in a continuous
rather than categorical way. In a study of multiplex fami-
lies that included parent and proband language phenotypes,
Bradford et al. (2001) found that the highest signals, on
chromosome 7q and 13q, were primarily accounted for by
families in which both probands exhibited language delay.
Similarly, a nonparametric multipoint linkage analysis of
152 families from the Autism Genetic Resource Exchange
that included QTL from the Autism Diagnostic Interview
(“age at first word,” “age at first phrase,” and a composite
of “repetitive and stereotyped behavior”) revealed the
most robust QTL results for “age at first word” on chromo-
some 7q (Alarcon et al., 2002).

Autism and Specific Language Impairment

Both Autism and SLI are highly heritable, complex genetic
disorders (Santangelo & Folstein, 1999; Tallal & Benasich,
2002; Tomblin & Zhang, 1999) that involve several genes.
In addition, family studies have distinguished a broader
phenotype. In family members of persons with Autism, ele-
vated rates of language-related impairments have been
found, including language delay and language-related
learning deficits (Bolton et al., 1994; Fombonne et al.,
1997; Piven & Palmer, 1997). Among siblings of persons
with SLI, there is an elevated risk of Autism (Tomblin,
Hafeman, & O’Brien, 2003). In addition, genetic studies
have reported linkage to the same region on chromosome
7 for both disorders (Fisher, Vargha-Khadem, Watkins,
Monaco, & Pembrey, 1998; International Molecular Ge-
netic Study of Autism Consortium, 1998). Therefore, it is
possible that families with SLI and Autism share some of
the same genetic and phenotypic characteristics. Future re-
search that targets the subgroup of children with Autism
who exhibit those aspects of language impairment that are
also characteristic of SLI may be useful in defining the ge-
netic phenotype of Autism.

Candidate Gene Studies

Numerous candidate gene studies in Autism have been con-
ducted, with little success thus far. Here, a few of such
studies are reviewed.

Increased blood and urinary serotonin levels and the
positive effect of selective serotonin reuptake inhibitors
(SSRIs) on some symptoms of Autism (see Intervention
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section later in this chapter) led to studies of genes in-
volved in the serotonin system. Although initial studies im-
plicated the serotonin transporter gene (Cook et al., 1997),
later studies did not confirm a link (Klauck, Poustka, Ben-
ner, Lesch, & Poustka, 1997; Maestrini et al., 1999; Per-
sico et al., 2000; Zhong et al., 1999).

Rodier, Ingram, Tisdale, Nelson, and Romano (1996)
conducted an autopsy study to examine the motor nuclei in
the brain stem of an individual with Autism. They found
shortening of the brain stem between the trapezoid body
and the inferior olive, and near-complete absence of the fa-
cial nucleus and superior olive, abnormalities similar to
those reported in HoxA-1 gene knock-out mice. The HoxA
and HoxD genes have also been shown to influence differ-
entiation of the fingers and toes. One trait, the relative
length of the second and fourth digits, has been found to
correlate with Autism (Manning, Callow, & Bundred,
2003). These findings suggest that the Hox genes may be
implicated in Autism. However, other studies have reported
conflicted findings regarding an association between the
HoxA-1 gene and Autism (B. Devlin et al., 2002; Gal-
lagher, Hawi, Kearney, Fitzgerald, & Gill, 2004; Ingram
et al., 2000; Li et al., 2002).

Reelin is an important secretory glycoprotein that regu-
lates normal layering of the brain, normal cell signaling,
correct axonal growth, synaptic plasticity, and pro-
grammed cell death (Adams & Cory, 1998; Fatemi, Stary,
Halt, & Realmuto, 2001; Ogawa et al., 1995). Fatemi and
colleagues found a decrease in the level of reelin in the
autistic cerebellum, which may be responsible for some of
the cognitive deficits in Autism. In another study by these
same researchers (Fatemi, Stary, & Egan, 2002), a reelin
410 deficiency was observed in autistic twins and their
first-degree relatives (mothers, fathers, and typically de-
veloping siblings). A genetic study of affected sib pairs did
not provide support for the reelin gene as a susceptibility
gene in Autism, but a family-based association study using
data from the Autism Diagnostic Interview-Revised found
that children with at least one large reelin gene allele (> 11
repeats) tended to have earlier onset of phrase speech
(Zhang et al., 2002). Therefore, the reelin gene may play
a role in the etiology of some cases of Autism. However,
it should be noted that reelin has also been implicated in
Schizophrenia (Fatemi, Earle, & McMenomy, 2000;
Guidotti et al., 2000; Impagnatiello et al., 1998), Bipolar
Disorder (Fatemi et al., 2000; Guidotti et al., 2000), Major
Depression (Fatemi et al., 2000), and possibly Schizoaffec-
tive Disorder (Fatemi, Stary, & Egan, 2002). Furthermore,
a more recent study found no evidence for a link between
reelin and Autism (G. Devlin et al., 2004).

Future Directions

Over the past 25 years, we have achieved a deeper under-
standing of the genetic and environmental risk factors in-
volved in the development of Autism. Regarding the study
of genetic factors in particular, we now know that Autism
cannot be attributed to a single gene, but rather, to multiple
gene interactions. Each gene acts as a risk factor for an ele-
ment of this complex disorder, with the greatest risk result-
ing from a large number of genes acting in concert. Recent
research also suggests that Autism susceptibility genes
may produce effects on a phenotypic continuum. Given this
possibility, future research will incorporate the use of di-
mensional measures—behavioral and/or biological—of
core Autism traits to aid in the identification of the spe-
cific genes involved in this disorder.

BRAIN FUNCTIONING AND
DEVELOPMENT IN AUTISM

It is believed that the brain regions affected in Autism are
disrupted early in development, very likely during the pre-
natal period. Brain regions hypothesized to be affected in-
clude the cerebellum, temporal lobe areas (e.g., medial
temporal lobe, fusiform gyrus, superior temporal sulcus),
the prefrontal cortex (both ventromedial and dorsolateral
prefrontal cortex and Broca’s area), and the inferior pari-
etal cortex (Bachevelier, 1994; Baron-Cohen et al., 2000;
Bauman & Kemper, 1994; Courchesne, 1989; G. Dawson,
Webb, et al., 2002).

Enlarged Cerebral Volume

Increased cerebral volume is one of the earliest abnormali-
ties in brain development apparent in children with Autism
(Bailey et al., 1998; Piven, Harper, et al., 1995, 1996;
Sparks et al., 2002). In a recent study by Courchesne and
colleagues (Courchesne, Carper, & Akshoomoff, 2003), it
was found that head circumference at birth in infants later
diagnosed with Autism Spectrum Disorder was signifi-
cantly smaller than that found in typically developing in-
fants; however, between 1 to 2 months of age and 6 to 14
months of age, there was an abnormally accelerated rate of
growth in head circumference in infants with ASD, more so
for those with Autistic Disorder as compared to PDD-NOS.
These results suggest that increased brain volume may be
an early indicator of Autism, preceding the behavioral
onset of the disorder (Courchesne et al., 2003). Further,
Aylward, Minshew, Field, Sparks, and Singh (2002) found
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that children with Autism age 12 years and younger had
significantly larger brain volumes than controls; however,
brain volumes for individuals with Autism over 12 years of
age did not differ from controls, suggesting that there is a
slight decrease in brain volume beginning in adolescence in
children with Autism at the same time that typically devel-
oping children are experiencing a slight increase in volume.
Although other studies have also shown brain enlargement
in younger children with Autism, but not in older children
or adults with Autism (Akshoomoff, Pierce, & Courchesne,
2002; Courchesne, Bartholomeusz, Karns, & Townsend, in
press; Courchesne et al., 2001), brain enlargement has also
been observed in older individuals with Autism through
postmortem and imaging studies; thus, within individuals,
the course of brain development may vary (Bailey et al.,
1998; Bauman & Kemper, 1985; Courchesne, Muller, &
Saitoh, 1999; Lainhart et al., 1997; Piven, Harper, et al.,
1995; Piven et al., 1996).

Cerebellum

Neuropathological studies have found reduced numbers of
Purkinje or granule cells in the cerebellum (Bailey et al.,
1998; Bauman & Kemper, 1994; Raymond, Bauman, &
Kemper, 1996). Courchesne (1989) has argued that loss of
Purkinje cells may disrupt normal cerebellar functioning
necessary for rapid shifts of attention, motor behaviors,
and associative learning, and may lead to excitatory inter-
ference to brain stem and thalamic systems, which mediate
attention and arousal. Early impairments in the cerebellum
may also affect later development of limbic regions
(Courchesne, Chisum, & Townsend, 1994).

Medial Temporal Lobe

Based on MRI of 3- to 4-year-old children with Autism
Spectrum Disorder compared to those with developmental
delay or typical development, Sparks et al. (2002) reported
that amygdala enlargement exceeded that of overall in-
creased cerebral volume and was related to more severe
joint attention and face recognition impairments (Howard
et al., 2000; Sparks et al., 2002). Right amygdala enlarge-
ment was found to predict a slower rate of growth in social
and language skills between ages 3 to 4 years and 6 to 7
years for children with Autistic Disorder (Munson et al.,
2004). Taken together, these findings suggest that early in-
creased amygdala volume may be a marker of severity of
Autism impairment.

Autopsy studies have revealed abnormalities of the me-
dial temporal lobe (MTL), including the amygdala, hip-
pocampus, and surrounding regions (Bauman & Kemper,
1994). Young children with Autism perform poorly on
MTL tasks, including visual recognition memory (paired
comparison, delayed nonmatched to sample) and deferred
imitation tasks (G. Dawson, Meltzoff, Osterling, & Ri-
naldi, 1998; G. Dawson, Munson, et al., 2002). It has been
hypothesized that Autism might involve an impairment in
other aspects of hippocampal functioning as well, such as
feature binding (i.e., binding of items or events into a cohe-
sive memory), context memory, and source memory (G.
Dawson, Webb, et al., 2002). Such memory functions are
important in representing social events (see H. Cohen
et al., 1999; N. Cohen & Eichenbaum, 1993). An impair-
ment in feature binding, that is, a failure to integrate infor-
mation into a meaningful whole (Mottron, Belleville, &
Menard, 1999; Shah & Frith, 1993), has also been demon-
strated in parents of children with Autism (Happe,
Briskman, & Frith, 2001) and may explain the difficulties
in face processing found in Autism.

A number of studies have shown that the MTL is involved
in social perception (Bachevalier, 2000; Baron-Cohen et al.,
2000; G. Dawson, 1996), including recognition of faces and
facial expressions (Aggleton, 1992; Jacobson, 1986; Nelson
& deHaan, 1996), forming associations between stimuli
and reward value (Baxter & Murray, 2000; Gaffan, 1992;
Malkova, Gaffan, & Murray, 1997), recognizing the affec-
tive significance of stimuli (LeDoux, 1987), perceiving
body movements, such as gaze direction (Brothers, Ring, &
Kling, 1990), and certain cognitive abilities that may be im-
portant for social perception and imitation (Murray &
Mishkin, 1985).

In a study by G. Dawson and colleagues (G. Dawson,
Meltzoff, Osterling, & Rinaldi, 1998), MTL and prefrontal
function in school-age children with Autism was assessed
by using the delayed nonmatch to sample (DNMS) and de-
layed response tasks, respectively. They found that chil-
dren with Autism were impaired on the DNMS task and the
delayed response task compared to mental age-matched
children with developmental delays and typical develop-
ment. Severity of Autism symptoms correlated strongly
with DNMS performance, but not with performance on the
delayed response task. To extend this study, a more com-
prehensive set of neuropsychological tasks was adminis-
tered to a younger and larger sample of children with
Autism (G. Dawson, Munson, et al., 2002). The test battery
included three tasks measuring dorsolateral prefrontal
function and three tasks assessing MTL and/or MTL-
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ventromedial prefrontal function. Interest in ventromedial
prefrontal function was based on findings that patients
with ventromedial prefrontal lesions also exhibited deficits
in social cognition and theory of mind (Cicerone & Tanen-
baum, 1997; Damasio, Tranel, & Damasio, 1990; V. E.
Stone, Baron-Cohen, & Knight, 1998). Furthermore, fMRI
studies have shown ventromedial prefrontal activation dur-
ing theory of mind and social attribution tasks (Fletcher
et al., 1995; Happe et al., 1996; Schultz, Romanski, & Tsat-
sanis, 2002).

G. Dawson, Munson, et al. (2002) examined the relation-
ship between performance on the neuropsychological tasks
and a core Autism symptom, joint attention. Results
showed that the children with Autism were significantly
impaired in joint attention ability compared to controls and
that performance on the MTL-ventromedial prefrontal
tasks was more strongly related to joint attention ability
than performance on the dorsolateral prefrontal tasks.
These findings suggest that core Autism symptoms, such as
joint attention ability, may be related to dysfunction of the
MTL-ventromedial prefrontal circuit.

A number of investigators have suggested that the sever-
ity or extent of MTL dysfunction varies across individuals
with Autism and may account for the variability in func-
tioning (Bachevalier, 1994; Barth, Fein, & Waterhouse,
1995; G. Dawson, 1996; Waterhouse, Fein, & Modahl,
1996). This idea is based on the work of Bachevalier, who
found that monkeys with both hippocampal and amygdala
lesions exhibited more severe memory and social impair-
ments than monkeys with amygdala lesions alone. In indi-
viduals with Autism, memory impairments related to MTL
function were found only in lower-functioning individuals
(Ameli, Courchesne, Lincoln, Kaufman, & Grillon, 1988;
Barth et al., 1995; Boucher, 1981; Boucher & Warrington,
1976; Rumsey & Hamburger, 1988). G. Dawson and col-
leagues (G. Dawson, Meltzoff, Osterling, & Rinaldi, 1998)
found that children with Autism who performed fewer im-
mediate and deferred imitative acts (hippocampal system)
also required more trials to reach criterion on the DNMS,
an MTL task, and exhibited more severe symptoms of
Autism, such as greater joint attention impairments.

A variation on this hypothesis posits that individuals
with less severe symptoms are impaired in the temporal-
parietal association regions and the parietal cortex but
have little or no MTL dysfunction, whereas individuals
with more severe symptoms have significant MTL dys-
function that then leads to prefrontal impairments (Water-
house et al., 1996). In this view, prefrontal impairments
are the downstream consequence of faulty MTL function-

ing. In support of this hypothesis, studies with monkeys
have shown that early MTL damage disrupts prefrontal
cortex development (Bertolino et al., 1997; Chlan-Fourney,
Webster, Felleman, & Bachevalier, 2000; Saunders,
Kolachana, Bachevalier, & Weinberger, 1998). In studies
of very young children with Autism (age 3 to 4), no dif-
ferences in prefrontal performance were found relative
to mental age-matched controls (G. Dawson, Munson,
et al., 2002; Griffith, Pennington, Wehner, & Rogers,
1999). However, older elementary school-age children with
Autism have demonstrated prefrontal (executive function)
deficits compared to controls (G. Dawson, Meltzoff, Os-
terling, & Rinaldi, 1998; McEvoy, Rogers, & Pennington,
1993; Pennington & Ozonoff, 1996). These results are not
surprising given that executive function ability is just
emerging during the preschool period (Diamond & Gold-
man-Rakic, 1989). Longitudinal studies of executive
function in younger, and also in more severely affected, in-
dividuals with Autism are needed to better understand the
course of prefrontal dysfunction in Autism.

Abnormalities in Brain Regions Involved in
Face Processing

Studies have shown that individuals with Autism are im-
paired in their ability to recognize and match faces
(Boucher & Lewis, 1992; Boucher et al., 1998; Cipolotti
et al., 1999; Hauck et al., 1998; Jambaque et al., 1998; Klin
et al., 1999; Ozonoff et al., 1990; Tantam et al., 1989; Teu-
nisse & DeGelder, 1994) and use atypical strategies for
processing faces (Hobson et al., 1988; Joseph, 2001; Klin
et al., 2002; Langdell, 1978). For typical individuals, the
most salient parts of the face are, in order of importance,
eyes, mouth, and nose (Shepherd, 1981). Individuals with
Autism, however, spend more time looking at the lower half
of the face rather than the eyes and are better at matching
faces when matching is based on the lower half of the face
as opposed to the upper face or eyes (Joseph, 2001;
Langdell, 1978). Further, Klin and colleagues (2002) used
eye-tracking technology to demonstrate that when viewing
emotional and dramatic scenes from a movie, adults with
Autism spent more time looking at mouths, bodies, and ob-
jects than eyes.

Functional MRI studies in Autism show no activation of
the fusiform gyrus, a brain area specialized for face pro-
cessing (Pierce, Muller, Ampbrose, Allen, & Courchesne,
2001; Schultz et al., 2000), and increased activation in the
frontotemporal regions, but not the amygdala, when mak-
ing inferences from the eyes (Baron-Cohen, Scahill, et al.,
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1999). Electrophysiological studies also have demonstrated
face processing abnormalities. As mentioned in the section
on Symptom Presentation, G. Dawson and colleagues
(G. Dawson, Carver, et al., 2002) found that 3- to 4-year-
old children with Autism failed to show differential ERPs
to faces, whereas they showed normal ERPs to objects. A
study of ERPs in adolescents and adults with Autism
demonstrated that these individuals have slower processing
of faces, fail to show a processing speed advantage for
faces relative to nonface stimuli, and have atypical lateral-
ization of ERPs to faces (McPartland et al., 2001a, 2001b).

It is possible that abnormal face processing in Autism is
related to an innate abnormality in face processing regions,
such as the fusiform face area and superior temporal sul-
cus. This would result in impairments in early stage face
processing (faulty “starter set” for encoding). Alterna-
tively, face processing impairments might be secondary to
an impairment in social motivation/sensitivity to social re-
ward. Specifically, an impairment in social motivation
might result in reduced attention to faces and facial expres-
sions. This might further lead to a failure to develop ex-
pertise in face processing (Carver & Dawson, 2002; G.
Dawson, Ashman, & Carver, 2000; Dawson & Zanolli,
2003; Grelotti, Gauthier, & Schultz, 2002; Mundy & Neal,
2001). If the latter explanation is correct, then early inter-
vention might be expected to have a significant impact on
face processing development. Early intervention ap-
proaches often focus on rewarding children for looking at
others and making eye contact (G. Dawson & Zanolli,
2003). Current studies are examining the impact of such
early interventions on the development of face processing
in children with Autism.

Brain Regions Involved in Motor Imitation

Motor imitation impairments are well documented in
Autism (G. Dawson & Adams, 1984; G. Dawson & Lewy,
1989; DeMyer et al., 1972; Meltzoff & Gopnik, 1993;
Rogers, 1999; Rogers & Pennington, 1991; I. M. Smith &
Bryson, 1994; J. Williams et al., 2001) and may be a pre-
cursor to the development of theory of mind (Meltzoff &
Gopnik, 1993). A number of brain regions are involved in
imitation. For example, patients with left frontal lesions
display dyspraxia (Goldenberg, 1995; Goldenberg & Hag-
man, 1997; Merians et al., 1997); the left hemisphere is ac-
tivated during imitation of hand and facial movements (G.
Dawson, Warrenburg, & Fuller, 1985), and, in animals,
cells in the superior temporal sulcus code the movements of
the face, limbs, and whole body (Oram & Perrett, 1994;

Perrett et al., 1984, 1985, 1989). In the prefrontal cortex in
monkeys, “mirror neurons” fire when a monkey performs
or views another monkey performing certain actions
(Gallese, Fadiga, Fogassi, & Rizzolatti, 1996; Rizzolatti,
Fadiga, Matelli, et al., 1996). Other brain areas that are im-
portant in motor imitation include the parietal and pre-
frontal regions (premotor cortex and Broca’s area; Grafton,
Arbib, Fadiga, & Rizzolatti, 1996; Rizzolatti, Fadiga,
Gallese, & Fogassi, 1996) and the superior temporal gyrus
(Decety, Chaminade, Grezes, & Meltzoff, 2002). Thus far,
few, if any, functional brain imaging studies have examined
patterns of brain activation during imitation in Autism;
this is an area ripe for study.

Brain Regions Involved in Language

As described in the sections on Diagnosis and Etiology,
some have argued that there is overlap between Autism and
specific language impairment, with a subgroup of individu-
als with Autism showing the characteristic profile of SLI
(Kjelgaard & Tager-Flusberg, 2001; Tager-Flusberg, 2003,
in press; Tager-Flusberg & Joseph, 2003). MRI findings
have shown that this subgroup of children with Autism has
the same neurocognitive phenotype as children with SLI.
Other studies of SLI have reported volumetric and asym-
metry differences in the planum temporale and parietal
and frontal cortex, as well as alterations in the magnocellu-
lar neurons in the lateral geniculate nucleus and medial
geniculate nucleus (see Tallal & Benasich, 2002). Positron
emission tomography (PET) studies of phonological pro-
cessing have most consistently activated Broca’s area (De-
monet et al., 1992; Paulescu, Frith, & Frackowiak, 1993;
Zatorre, Evans, Meyer, & Gjedde, 1992), the secondary au-
ditory cortex (Demonet et al., 1992; Paulescu et al., 1993;
Sergent, Zuck, Levesque, & MacDonald, 1992), and the
supramarginal gyrus (Paulescu et al., 1993; Petersen, Fox,
Posner, Mintun, & Raichle, 1989; Zatorre et al., 1992).

A phonological processing impairment in 3- to 4-year-
old children with Autism was found in a study of speech
processing using an electrophysiological mismatch negativ-
ity (MMN) paradigm (Coffey-Corina & Kuhl, 2001). In
this study, the children watched a video of their choice
while passively listening to two different speech sounds:
One syllable, /wa/, was presented on 85% of the trials
(standard), and a different syllable, /ba /, was presented on
the remaining 15% of trials (deviant). Results indicated
that whereas typically developing children showed a signif-
icant difference between standards and deviants, children
with Autism showed no significant difference for the two
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types of speech stimuli. Therefore, in some children with
Autism, basic auditory-linguistic processing may be funda-
mentally different.

Summary

In summary, Autism involves dysfunction of multiple
brain regions. Our understanding of the neural bases of
Autism has increased as a result of both structural and
functional brain imaging studies, many of which have
only recently included younger children. Additional re-
search, particularly longitudinal studies of brain function
in individuals with Autism, is needed to better understand
the complex course of brain development and function in
this disorder.

NEUROCHEMICAL FINDINGS AND
PHARMACOLOGICAL INTERVENTIONS

Findings from a number of studies suggest that neurochem-
ical factors play a major role in Autism (Tsai, 1999). Stud-
ies that have examined neurotransmitters in individuals
with Autism are reviewed next.

Serotonin

Serotonin is a neurotransmitter that affects a range of be-
haviors and processes, including sleep, appetite, learning,
memory, pain and sensory perception, motor function,
and early brain development and plasticity (Azmitia &
Whitaker-Azmitia, 1997; Lauder, 1993; Volkmar & An-
derson, 1989). Hyperserotonemia (i.e., having peripheral
serotonin levels in the upper 5% of the normal distribu-
tion) has been consistently reported in about one-third of
persons with Autism, with mean levels ranging from 17%
128% higher than controls (G. M. Anderson et al., 1987;
G. M. Anderson, Horne, Chatterjee, & Cohen, 1990;
G. M. Anderson & Hoshino, 1987; Cook et al., 1993; Her-
ault et al., 1996; Piven et al., 1991). Using PET technol-
ogy, researchers have been able to examine serotonin
more directly. For instance, in a study of seven boys with
Autism, a pattern of increased synthesis of serotonin in
the contralateral dentate nucleus of the cerebellum and
decreased synthesis of serotonin in the thalamus and
frontal cortex was observed (Chugani et al., 1997). Inter-
estingly, elevated levels of serotonin have also been ob-
served in roughly 50% of mothers and fathers and in 87%
of siblings of persons with Autism (Leboyer et al., 1999).

Dopamine

Most studies of dopamine in Autism have focused on ho-
movanillic acid (HVA), the main metabolite of dopamine.
Although results have not been consistent, some studies
have found elevated HVA levels in children with Autism
(Gillberg & Svennerholm, 1987). In another study, ele-
vated HVA levels were found in more severely impaired
children, especially those with more severe stereotypic and
repetitive motor behaviors (Narayan, Srinath, Anderson, &
Meundi, 1993). Dopamine agonists, such as stimulants,
have been shown to increase stereotypies, aggression, and
hyperactivity in children with Autism (Young, Kavanagh,
Anderson, Shaywitz, & Cohen, 1982), which suggests that
the dopamine system is involved in this disorder.

Epinephrine and Norepinephrine

Epinephrine and norepinephrine impact memory, attention,
arousal, movement, anxiety, and respiratory and cardiac
function (Volkmar & Anderson, 1989). Researchers have
investigated the idea that increased levels of norepineph-
rine (a neurotransmitter and hormone) may influence
symptoms of arousal and anxiety in individuals with
Autism. A number of studies have found no differences be-
tween Autism subjects and controls in cerebral spinal f luid,
plasma, and urinary excretion of norepinephrine’s princi-
pal metabolite, 3-methoxy-4-hydroxyphenyleneglycol, or in
urinary excretion rates of epinephrine, norepinephrine, and
vanillylmandelic acid (Gillberg, Svennerholm, & Hamil-
ton-Hellberg, 1983; Minderaa, Anderson, Volkmar, Akker-
huis, & Cohen, 1994; Young et al., 1982). In one study,
however, both epinephrine and norepinephrine were signifi-
cantly lower in the Autism group than in controls (Launay
et al., 1987).

Endogenous Opioids

Endogenous opioid peptides, or endorphins, have been
linked to social behaviors, emotion, motor activity, and
pain perception (Panksepp & Sahley, 1987). Some re-
searchers have suggested that elevated opioids may play a
role in the self-injurious behaviors and cognitive and so-
cioemotional deficits observed in Autism (Panksepp, 1979;
Panksepp & Sahley, 1987). Thus far, however, results have
been inconsistent, with some reporting increased levels of
opioids (Tordjman et al., 1997) and others reporting de-
creased levels of endorphins in Autism (Leboyer et al.,
1994; Sandman, Barron, Chicz-DeMet, & DeMet, 1990).
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Pharmacological Treatments

Most of the pharmacological studies to date have been
open trial (rather than controlled) studies with very small
sample sizes. Nevertheless, a number of drugs have been
shown to be promising in ameliorating certain symptoms of
Autism. Most of these drugs target related symptoms, such
as hyperactivity and self-injurious behavior, but some (e.g.,
SSRIs) have recently been shown to improve core social
symptoms of Autism.

Serotonergic Drugs

Two groups of medications that influence the serotonin
system—antidepressants and antianxiety drugs—have been
studied in Autism.

SSRIs and Other Antidepressants. Medications that
influence serotonin include clomipramine, f luoxetine
(Prozac), f luvoxamine, and sertraline. Extant evidence sug-
gests that these drugs may reduce hyperactivity in children
with Autism (Gordon, Rapoport, Hamburger, State, &
Mannheim, 1992; Gordon, State, Nelson, Hamburger, &
Rapoport, 1993) and improve obsessive-compulsive symp-
toms, social withdrawal, reciprocal social interaction,
motor stereotypies, aggression, and self-injurious behav-
iors (Gordon et al., 1993; Harvey & Cooray, 1995;
Hellings, Kelley, Gabrielli, Kilgore, & Shah, 1996; Mc-
Dougle, Price, & Goodman, 1990; Potenza & McDougle,
1997; Steingard, Zimnitzky, DeMaso, Bauman, & Bucci,
1997). However, use of these drugs can lead to serious car-
diovascular side effects and lowered seizure thresholds and
should therefore be prescribed with caution.

Antianxiety Drugs. In two studies of buspirone, re-
ductions in hyperactivity were noted (McCormick, 1997;
Realmuto, August, & Garfinkel, 1989). More research
needs to be done on the efficacy of antianxiety drugs in
treating symptoms of Autism.

Dopaminergic Drugs

Antipsychotics, including haloperidol, risperidone, and
clozapine, have all been shown to produce at least moderate
reductions in symptoms of hyperactivity, but effects are
less clear on symptoms of impulsivity and inattention
(L. T. Anderson & Campbell, 1989; L. T. Anderson et al.,
1984; Campbell et al., 1978; Fisman & Steele, 1996; Horri-
gan & Barnhill, 1997; Joshi, Capozzoli, & Coyle, 1988;
Malek-Ahmadi & Simonds, 1998; McDougle et al., 1997;
Nicolson, Awad, & Sloman, 1998; Perry, Pataki, Munoz-
Silva, Armenteros, & Silva, 1997; Potenza, Holmes, Kanes,

& McDougle, 1999; Zuddas, Ledda, Fratta, Muglia, &
Cianchetti, 1996). Risperidone and clozapine are both
dopamine and serotonin receptor antagonists.

Epinephrine- and Norepinephrine-Related Drugs

Clonidine is an adrenergic receptor agonist that decreases
norepinephrine neurotransmission (Tsai, 1999). There is
modest evidence that clonidine may reduce symptoms of
hyperactivity in children with Autism (Frankhauser, Karu-
manchi, German, Yates, & Karumanchi, 1992; Jaselskis,
Cook, Fletcher, & Leventhal, 1992). The use of clonidine
for managing hyperactivity and sleep problems in children
with Autism has escalated in recent years, although the
empirical data supporting its efficacy are scanty. De-
sipramine is a selective norepinephrine uptake inhibitor
that has been shown to reduce hyperactivity in children
with Autism (Gordon et al., 1992).

Psychostimulants

Again, very few studies have been done to assess the effects
of psychostimulants, such as Ritalin and d-amphetamine.
However, initial results suggest that these drugs may be
helpful in improving attention and social responsiveness
(Vitriol & Farber, 1981), irritability (Quintana et al., 1995),
and hyperactivity (Geller, Guttmacher, & Bleeg, 1981; Han-
den, Johnson, & Lubetsky, 2000). Other studies have shown
deleterious effects following the use of stimulants in pa-
tients with pervasive developmental disorders, including
overactivity and stereotypical behavior (Schmidt, 1982),
fearfulness, separation anxiety, and increased hyperactivity
(Realmuto et al., 1989), and agitation, aggression, and motor
and phonic tics (Volkmar, Hoder, & Cohen, 1985).

Opiate Agonists

Naltrexone has been shown to reduce hyperactivity in indi-
viduals with Autism (Campbell et al., 1993; Campbell,
Overall, Small, & Sokol, 1989; Kolmen, Feldman, Handen,
& Janosky, 1995, 1997; Willemsen-Swinkels, Buitelaar, Ni-
jhof, & Van Engeland, 1995; Willemsen-Swinkels, Buite-
laar, & Van Engeland, 1996). Opiate blockers may also
reduce self-injurious behaviors (Werry & Aman, 1999).

Vitamin and Diet Therapies

It should be noted that rigorous empirical studies of the ef-
ficacy of vitamin and dietary treatments for Autism are
lacking. Nevertheless, there has been some evidence for
metabolic abnormalities, including high or low excretion of
uric acid (Coleman & Gillberg, 1993; Lis, McLaughlin,
Lis, & Stubbs, 1976), high excretion of hippuric acid (Lis
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et al., 1976), low urinary tyrosine (Visconti et al., 1994),
and excretion of peptides (Kniusberg, Wiig, Lind, Nog-
land, & Reichelt, 1990; Reichelt, Kniusberg, Nodland, &
Lind, 1994), related to gut symptomatology (i.e., “leaky
gut”) in some individuals with Autism. A few studies have
examined vitamin and dietary therapies to address meta-
bolic abnormalities. For instance, pyridoxine (vitamin B6)
has been reported to improve social behavior and language,
increase interest in the environment, and reduce aggression
in subjects with Autism (Coleman, 1989; Kleijnen & Knip-
schild, 1991; Lelord, Barthelemy, & Martineau, 1988).
Folic acid has been reported to decrease hyperactivity and
increase attention and social behavior in subjects with
Autism with Fragile X syndrome (Coleman, 1989). The
diet most often associated with the treatment of Autism is
the low-casein and/or low-gluten diet (Kniusberg et al.,
1990). This diet is purported to improve symptoms of
Autism by removing proteins that produce toxic peptides. A
diet low in casein and gluten was reported to increase so-
cial interaction, improve language, and increase interest in
the environment after 1 year (Kniusberg et al., 1990). More
research on dietary intervention is clearly needed.

PSYCHOSOCIAL INTERVENTIONS

A number of psychosocial treatments are available for indi-
viduals with Autism. These treatments target skill domains
that are typically impaired in Autism, including social,
cognitive, language, and behavioral functioning. Regard-
less of the treatment approach, it is important that interven-
tion begin at an early age for the best prognosis.

Early Intervention

Early social and language input is critical for normal brain
and behavioral development (Mundy & Neal, 2001; Rogers,
1998). If Autism can be identified early and intervention
can begin during the first few sensitive years of life, there
is the greatest potential for having a significant impact on
the developing nervous system and improved social and be-
havioral outcomes for children with Autism (G. Dawson,
Ashman, et al., 2000; Rogers, 1998).

Several studies suggest that early intervention can result
in dramatic improvements in some children with Autism
(Birnbrauer & Leach, 1993; G. Dawson & Osterling, 1997;
Fenske, Zalenski, Krants, & McClannahand, 1985; Harris,
Handleman, Gordon, Kristoff, & Fuentes, 1991; Lovaas,
1987; McEachin et al., 1993; Rogers, 1998; Sheinkopf &

Siegel, 1998). As summarized by G. Dawson and Osterling,
Green, Brennan, and Fein (2002), Rogers, and the National
Research Council (2001), although intervention approaches
have varied across different outcome studies, most have
several features in common:

1. A focus on the curriculum domains of attention, imita-
tion, language, toy play, and social interaction;

2. Programs that incorporate developmental sequence;

3. Teaching strategies that offer a high level of support
for the child, many of which rely on principles of ap-
plied behavioral analysis (see later discussion);

4. Specific strategies focused on reducing interfering
/problem behaviors;

5. A high level of involvement of parents;

6. Careful transitioning from one-to-one teaching to
small groups;

7. Highly trained staff;

8. High levels of supervision of therapists; 

9. Intensive intervention consisting of about 25 hours a week
of structured intervention lasting for at least 2 years; and

10. Onset of intervention by 2 to 4 years.

When these features are present, results have been impres-
sive for a subgroup of children, including robust gains in IQ,
language, and educational placement (G. Dawson & Oster-
ling, 1997; Rogers, 1998). There is evidence that very early
intervention, by 2 to 3 years of age, results in more positive
outcomes than intervention that begins later (Simeonsson,
Olley, & Rosenthal, 1987).

There is some debate as to the optimal number of hours of
early intervention. Lovaas’s (1987) original study advocated
40 hours per week of one-on-one behavioral intervention
during the preschool period. The National Research Council
(2001) currently recommends at least 25 hours of structured
intervention for children with Autism, with a strong empha-
sis on one-on-one intervention, which can include special-
ized education, speech and language therapy, occupational
therapy, applied behavioral analysis, and other services that
promote the child’s communication and social development.

To date, most studies on the effectiveness of early
intervention have had significant methodological limita-
tions (for reviews, see G. Dawson & Osterling, 1997;
Rogers, 1998; T. Smith, 1999). Lovaas’s (1987) original
study showing positive effects of early intervention, al-
though important and provocative, had methodological
limitations with respect to choice of outcome measures,
selection bias, and representativeness of sample (Gresham
& MacMillan, 1998). In a randomized study, T. Smith,
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Groen, and Wynn (2000) compared a group of 15 children
receiving “intensive intervention” consisting of an aver-
age of 24 hours of early intervention weekly (with re-
duction in hours after year 1) to a group of 13 children
whose parents were taught to use early intervention tech-
niques for 5 hours per week over a 3- to 9-month period,
with consultation every 3 months thereafter. Children
began treatment at about age 3 and were seen at follow-up
at about age 7 to 8. At follow-up, the intensive treatment
group had a statistically significant advantage over
the parent training group in IQ, visual-spatial skills, and
language development, but not adaptive behavior. Within
the intensively treated group, children with a diagnosis of
PDD-NOS obtained higher outcome scores than those
with a diagnosis of Autism, although these differences
were not statistically significant. In both groups, large in-
dividual differences in response were apparent. In the in-
tensive treatment group, a standard deviation of 24 IQ
points was found at outcome. Some children in the inten-
sive treatment group obtained high achievement on lan-
guage tests, but others remained nonverbal and severely
cognitively impaired.

Given the tremendously high cost and burden of early
intervention for parents and society, it is important that the
efficacy of early intervention be examined more thor-
oughly. Moreover, additional research is needed to deter-
mine how best to transfer the university-based treatment
model to community school settings, which have fewer re-
sources available (Gresham & MacMillan, 1998). In the
next sections, early intervention approaches on which data
have been published are discussed.

Applied Behavior Analysis

Applied behavior analysis (ABA) refers to a set of princi-
ples, including operant learning, that are applied in an
individualized, one-on-one setting to promote communi-
cation, social, adaptive, and academic functioning. ABA,
specifically a traditional approach called discrete trial
teaching, was first applied to children with Autism in
the 1960s by \Ivar Lovaas at UCLA. Since that time, the
techniques used in the ABA approach to treating children
with Autism have become much more varied, with dis-
crete trial teaching being only one of many effective ABA
strategies.

In general, ABA involves the functional analysis of the
child’s behavior and motivation. It involves clearly defined
and observable goals based on the child’s abilities and
challenges and regular (i.e., daily or weekly) collection of
data to assess progress. These techniques are often used in
home programs to supplement educational services re-
ceived in the community, and a number of preschool inter-

vention programs have modified these techniques for use in
the classroom (S. R. Anderson, Campbell, & Cannon, 1994;
Handleman & Harris, 1994; McClannahan & Krantz, 1994;
Strain & Cordisco, 1994).

Naturalistic Interventions Incorporating Applied
Behavior Analysis Principles

In recent years, more naturalistic ABA strategies have
included incidental teaching (Hart & Risley, 1980; McGee,
Daly, Izeman, Mann, & Risley, 1991), natural language
paradigm or pivotal response training (an approach
that focuses on pivotal behaviors, such as motivation and
attention; R. L. Koegel & Koegel, 1995; R. L. Koegel,
O’Dell, & Koegel, 1987; Laski, Charlop, & Schreibman,
1988; Schreibman & Koegel, 1996), milieu teaching (Kaiser
& Hester, 1996), and the Denver model (Rogers, 1998;
Rogers & Lewis, 1989). These approaches emphasize natu-
rally occurring teaching opportunities and consequences
that encourage child motivation and initiation of learning.
Some approaches emphasize affective engagement and so-
cial relatedness (Rogers & Lewis, 1989).

Studies have shown that naturalistic approaches can re-
sult in more generalized responding, increased spontaneity,
and improved efficiency in teaching acquisition and general-
ization simultaneously (Schreibman, 1997; Schreibman &
Koegel, 1996). Further, these approaches have been shown
to be associated with more positive affect and fewer disrup-
tive behaviors than more traditional ABA teaching ap-
proaches (R. L. Koegel & Egel, 1979; Schreibman, Kaneko,
& Koegel, 1991). These approaches are currently being used
in the Walden Program at Emory University (McGee, Daly,
& Jacobs, 1994), the Learning Experiences, an Alternative
Program (Strain, Kohler, & Goldstein, 1996), and the Den-
ver treatment model developed by Sally Rogers (Rogers &
Lewis, 1989).

Treatment and Education of Autistic and Related
Communication-Handicapped Children

The Treatment and Education of Autistic and Related
Communication-Handicapped Children (TEACCH) pro-
gram was developed in the 1960s by Eric Schopler and col-
leagues (Schopler, Mesibov, Shigley, & Bashford, 1984).
This approach emphasizes visual structure and environ-
mental modifications and supports to promote independ-
ence and maximize generalization of skills. The TEACCH
program uses the visual, mechanical, and rote memory
strengths of many children with Autism to bootstrap less
developed language, imitation, cognitive, and social skills.
For example, the classroom is structured to provide chil-
dren with predictability and to ease transitions from one
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activity to the next. Visual formats, such as picture sched-
ules to outline tasks and show what is expected and what
comes next, are emphasized, as they are easily understood
and lessen anxiety, frustration, and tantrums. Such work
systems are especially useful for promoting attention, in-
dependent functioning, and successful completion of
tasks. Other intervention programs borrow from this ap-
proach, for example, by employing visual cues and envi-
ronmental supports to increase comprehension, facilitate
the exchange of information, and decrease problem behav-
iors (Dalrymple, 1995). In practice, many TEACCH
strategies are incorporated into both traditional and natu-
ralistic ABA programs.

Language and Communication Interventions

Improved language interventions that include motivational
techniques, such as following the child’s lead, emphasizing
the child’s motivation to respond, and providing frequent
opportunities for expressive language in natural settings,
have been shown to have a significant impact on the verbal
communication skills of children with Autism. As many as
85% to 90% of children who began such interventions be-
fore the age of 5 learned to use verbal communication as a
primary mode of communication (L. K. Koegel & Koegel,
1995; McGee et al., 1994). For children who were initially
nonverbal, these interventions yielded greater increases in
immediate and deferred verbal imitation, word production,
and spontaneous utterances as compared to more struc-
tured approaches (e.g., discrete trial training; R. L. Koegel
et al., 1987). For verbal children with delayed language,
greater improvements in verbal attempts, word approxima-
tions, word production, and word combinations were found
compared to discrete trial training formats (R. L. Koegel,
Koegel, & Surratt, 1992). Effective procedures are cur-
rently available for teaching children with Autism to use
language functions such as asking questions and other ver-
bal initiations, which are necessary for social competence
(Hung, 1977; L. K. Koegel, Camarata, Valdez-Menchaca,
& Koegel, 1998; L. K. Koegel, Koegel, Shoshan, & McNer-
ney, 1999; B. A. Taylor & Harris, 1995; Warren, Baxter,
Anderson, Marshall, & Baer, 1981).

Augmentative and alternative communicative (AAC) sys-
tems are also available for nonverbal children with Autism,
although problems with failure to generalize and use these
systems spontaneously have been noted by some (Mirenda &
Mathy-Laikko, 1989; Schlosser, Belfiore, Nigam, Blischak,
& Hetzroni, 1997; Stiebel, 1999; Storey & Provost, 1996).
Such systems include sign language, photographs, picture
exchange systems, communication books, and computer sys-
tems, among others.

Interventions Targeting Social Behavior

A number of interventions have been shown to facilitate so-
cial interactions among children with Autism of all ages.
Play-based interventions were shown to enhance the social
interactions of preschool-age children with Autism with par-
ents and other adults (G. Dawson & Galpert, 1990; Krantz
& McClannahan, 1998; Rogers, Herbison, Lewis, Pantone, &
Reis, 1986; Stahmer, 1995). To increase peer interactions,
typically developing peer models are taught to initiate play
with perseverance (Lord, 1984; Strain et al., 1996). This
approach has been shown to increase the social interactions
of young children with Autism, and both generalization and
maintenance of effects were demonstrated (Goldstein,
Kaczmarek, Pennington, & Shafer, 1992; Hoyson, Jamieson,
& Strain, 1984; Odom et al., 1999; Odom & Strain, 1986;
Strain, Kerr, & Ragland, 1979; Strain, Shores, & Timm,
1977). However, increases have not always generalized to
untrained peers (Lord, 1984).

For school-age children and adolescents with Autism, a
number of techniques have been shown to increase social in-
teractions, including pivotal response training to teach so-
ciodramatic role play (Thorp, Stahmer, & Schreibman,
1995), video modeling (Charlop & Milstein, 1989), direct
instruction (Coe, Matson, Fee, Manikam, & Linarello,
1990), social stories (Gray & Garand, 1993), peer-mediated
approaches (Lord, 1984; Lord & Magill-Evans, 1995;
Shafer, Egel, & Neef, 1984; Strain et al., 1979), social skills
groups (Kamps, Leonard, Vernon, Dugan, & Delquadri,
1992; Ozonoff & Miller, 1995), and visual cuing (Krantz &
McClannahan, 1993, 1998).

Special Education Services

There are a number of classroom options for children with
Autism, ranging from fully self-contained special education
classrooms to inclusion in regular education classrooms
with modifications. Federal legislation requires that schools
provide fair and unbiased evaluations to determine eligibil-
ity for special services. These special services, including
accommodations and objectives, form the basis of an indi-
vidualized education program. However, a diagnosis of an
Autism Spectrum Disorder does not always guarantee eligi-
bility for special education services. In these cases, parents
can rely on Section 504 of the Federal Rehabilitation Act of
1973, which provides for appropriate public education for
all people with disabilities, with “disabilities” broadly de-
fined. Under Section 504, educational accommodations and
modifications can be stipulated to help children with
Autism succeed in school. Such accommodations include
posted classroom schedules, written instructions, a special
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work area or divider to remove distractions, allocation of ad-
ditional time to complete assignments, permission to take
exams in an alternative format or to have extra time, behav-
ior modification plans (which may involve token or other
systems to reinforce appropriate behavior), handwriting al-
ternatives (e.g., tape-recorded lectures and notes), and spe-
cial help with transitions (Ozonoff et al., 2002).

Occupational Therapy, Sensory Integration
Therapy, and Auditory Integration Therapy

Very few controlled studies have been conducted to examine
the efficacy of occupational therapy, sensory integration
therapy, and auditory integration therapy in addressing sen-
sory and fine and gross motor impairments in Autism. Occu-
pational therapy is a common component of intervention
programs for young children with Autism and is designed to
promote skill development in the context of play and adap-
tive behavior. Sensory integration therapy (Ayres, 1972,
1979) emphasizes the relation between sensory experiences
and behavior. Strategies include the use of vestibular, pro-
prioceptive, and somatosensory activities, such as swinging
and deep pressure, to promote functional and adaptive re-
sponses to sensory stimuli. Although sensory and motor im-
pairments are common among children with Autism, these
interventions have not been well validated empirically (G.
Dawson & Watling, 2000).

Adults with Autism

State government agencies that provide services to people
with disabilities may provide some funding to families for
vocational training and assisted or semi-independent resi-
dential living programs.

Vocational Skills Training and Employment Options

Research has shown that training in vocational and adaptive
living skills is best achieved in a naturalistic setting
(Schopler & Mesibov, 1983). Further, persons with Autism
perform best in occupational settings that provide continued
support and in vocations that involve their particular inter-
ests as well as concrete and linear processes (Mathews,
1996; Sugiyama & Takahasi, 1996). The main agency that
provides vocational assistance to individuals with disabili-
ties is the Rehabilitation Services Administration, which
has chapters in each state. Employment options include shel-
tered employment at a job site operated by the local voca-
tional training agency, with jobs such as mail processing,
woodworking, and product assembly; secure employment,
similar to sheltered employment with the exception that the

adult with Autism is provided training in improving job
skills and behavior, which allows for the possibility of even-
tually working in a more competitive and independent work-
place; supported employment, working alongside adults
without disabilities but with the support and supervision of a
job coach (i.e., a professional or volunteer employed by the
employment training agency, not the employer); and compet-
itive employment, completely independent work requiring a
mastery of both job skills and behavior (Holmes, 2000).

Residential Living Programs

In the past, the only choices of living options for adults
with Autism were to keep these individuals at home with
their parents or place them in a segregated institution. In
more recent years, there has been a movement toward com-
munity integration, although not every area of the country
offers all of the following options: independent living in a
house or apartment with support services provided by agen-
cies and families to assist with complex issues such as
money management; supervised group living, usually in a
residential setting with trained staff; adult foster care,
wherein families receive government money to open their
home to adults with disabilities; skill development homes,
similar to adult foster care homes with the exception that
these families are trained to work with individuals with
Autism; and state-operated or privately run institutions
(Autism Society of America, 2001).

Independent Living

With effective intervention and social support, many adults
with Autism are able to lead independent, or semi-indepen-
dent, lives that are productive and satisfying. The special
strengths often associated with Autism, such as strong rote
memory and excellent visualization skills, as well as artistic
and musical capabilities, have allowed many persons with
Autism to work productively. Social skills training and adult
support groups have helped such individuals develop mean-
ingful relationships, including friendships and marriage.

CONCLUSION

This is an exciting period in research and clinical practice
aimed at helping individuals with Autism spectrum disor-
ders, as increasingly more research is being conducted that
will improve our understanding of the cause, nature, course,
and treatment of these disorders. As children are recognized
at earlier ages and high-quality early behavioral interven-
tions are more readily provided, the long-term prognosis
for individuals with Autism is improving, with a substantial
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subgroup attaining college-level education, satisfying rela-
tionships, and independent lives.

Progress in understanding the cause, nature, and treat-
ment of Autism will depend on an integration of scientific
approaches from genetics, cognitive neuroscience, and psy-
chology (developmental and clinical). This is a fundamental
premise of the discipline of developmental psychopathol-
ogy (Cicchetti, 1984, 1990, 1993). The rapidly emerging
fields of the neuroscience of emotion and social behavior
will inform our understanding of Autism, just as studies of
Autism are informing those same fields. New findings and
approaches to studying gene-environment relations and ge-
netic regulation of brain development and plasticity surely
will inform our understanding of Autism and help elucidate
the effects of early intervention on brain development and
behavior in Autism. Studies of the impact of early interven-
tions on brain and behavioral functioning in young children
with Autism will allow us to learn about the development
and plasticity of neural systems mediating face processing,
imitation, and language, among others. The genetics of
Autism will allow us to understand the genetic bases of so-
cial and language abilities and help explain normal vari-
ability in the phenotypic expression of these abilities.

Discovery of Autism susceptibility genes will likely
have a significant impact on how we understand the behav-
ioral phenotype of Autism, its subtypes, early detection,
and how to improve clinical intervention. For example, as
genes are discovered and animal models are developed, we
will begin to understand how early signs of Autism are
manifest and develop and how altered experience related to
brain dysfunction affects the development of later brain
structures and function. We very likely will be able to iden-
tify infants at risk for Autism based on the presence of
Autism susceptibility genes. This will lead to methods of
very early intervention. As many symptoms associated
with the Autism syndrome might be caused by the down-
stream consequences of an early altered trajectory of brain
and behavioral development, very early intervention might
potentially have a tremendous impact on outcome for many
children. As such, we can hope that eventually, some cases
of Autism might be preventable.
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Few child difficulties generate as much controversy and
concern in our society as problems with attention and im-
pulse control. Much of this discussion centers on the clini-
cal syndrome of Attention-Deficit /Hyperactivity Disorder
(ADHD; American Psychiatric Association, 1994). Dra-
matically rising rates of medication treatments for children,
particularly stimulants (Rappley, Gardiner, Jetton, &
Houang, 1995; Robison, Sclar, Skaer, & Galin, 1999; Safer
& Zito, 1999), have drawn the attention of social critics and
clinical scientists alike (Brown, 2003). Sociologists point

out that medicalization of behavior occurs when a problem
falls under the purview of the medical profession; for exam-
ple, American society has seen the medicalization of preg-
nancy and birth, drinking problems, and other processes
and conditions (Barsky & Borus, 1995; Conrad, 1992). The
medicalization of attentional problems and hyperactivity,
as well as disruptive behavior more generally, has spurred
controversy over the validity of ADHD as a psychiatric dis-
order (Searight & Mcclaren, 1998) and sparked concern
that rising medication rates may indicate an important
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shortage of other needed psychological or educational inter-
ventions for children (Safer & Krager, 1992) or that social
control is being served rather than mental health (Menzies,
1997). The concerns and criticisms attending ADHD have
become so vehement, and so misguided at many levels, that
a group of clinical and developmental scientists recently
issued a consensus statement asserting the validity of the
clinical syndrome of ADHD (Barkley, 2002) and experts
continue to restate the elements of support for its validity
(Faraone, 2005).

Along with the running public controversy, research on
ADHD has also witnessed advances in the past decade.
Particularly notable has been the development of more de-
tailed neuropsychological theories that attempt to integrate
the various cognitive findings regarding children with
ADHD (Barkley, 1997, 2006; Nigg, 2001, 2006; Sagvolden,
Johansen, Aase, & Russell, 2005; Sergeant, Oosterlaan, &
van der Meere, 1999). These models emphasize the regula-
tory functions involved in executive control, regulation of
arousal, and related processes that we discuss in this chap-
ter. At the same time, theories that integrate the role of so-
cialization processes along with neuropsychology in the
development of these problem behaviors have been in
shorter supply (Campbell, 2002; Johnston & Mash, 2001;
Olson, 2002).

In light of widespread interest in it, we devote consider-
able space in this chapter to the ADHD syndrome, its
likely causal mechanisms, its heterogeneity and subtypes,
the boundaries of its validity as a disease construct, and
its place in a developmental psychopathology framework.
Because so much ongoing controversy and recent theoriz-
ing concerns the status of within-child developmental
mechanisms, we emphasize internal neural and psycholog-
ical control systems and their development. We also high-
light the often overlooked role of the child’s interpersonal
network, plus wider societal contextual factors, which
have key roles to play in the development and display of
self-regulatory functions. First, the attainment of self reg-
ulation in the preschool years is inherently an interper-
sonal process influenced by both child temperament and
parent responsivity (Greenberg, Kusche, & Speltz, 1991;
Stoolmiller, 2001). Second, family processes may be a pri-
mary mediator for the expression, over time, of the genetic
mechanisms reflected in the apparently high heritability
of these behavior problems. Third, at a broader level, soci-
etal concerns over the inattentive and disruptive behaviors
of children have attained salience largely through the ad-
vent of compulsory education in our relatively recent
historical past. Indeed, school- and community-related
pressures for earlier and earlier academic competence in

recent years may well be influencing the development of
attention processes across all children, as well as rates of
referral for these problems in society.

We highlight at the outset that genetic and other child-
specific mechanisms that influence individual dif ferences
in the expression of given traits or conditions (e.g., ADHD)
are not commensurate with societal factors that shape the
overall levels of such traits or conditions (see Rutter &
Silberg, 2002; Nigg, 2006). For instance, individual differ-
ences in height are generally highly heritable, but the secu-
lar trends over the past century regarding substantially
increased stature in the population at large (in developed
nations) are the result of dietary and other environmental
factors. Thus, we cannot ignore the rapid changes in society
and in socialization influences on children as contributory
factors to children’s attentional and regulatory processes
in general. Indeed, needed data on recent secular influ-
ences on ADHD-related problems are in short supply.
Overall, we consider the notions of attention, impulse con-
trol, and self-regulation from the viewpoint of both normal
and disordered developmental processes, because only
through such a systematic developmental psychopathology
perspective can an integrative account of this controversial
area be promoted.

Before addressing ADHD per se, we note that problems
with inattention and impulsivity cut across a range of psy-
chiatric and clinical conditions. With regard to inattention,
for example, Mirsky and Duncan (2001) listed some 17 con-
ditions associated with disordered attention, including
Schizophrenia, Autism, Fetal Alcohol Syndrome, closed-
head injury, and narcolepsy. To their illustrative list could
be added other medical conditions plus anxiety disorders,
depression, and Obsessive-Compulsive Disorder from the
psychopathology domain. Crucially, however, the term “at-
tention” connotes multiple functions; not all such functions
are equally affected across these various conditions. Thus,
behavioral problems that appear as “inattention” may or
may not be related to dysfunction in attentional mechanisms
defined more formally. A range of causal mechanisms
within the child could, in fact, be related to inattentive and
otherwise dysregulated behavior.

Likewise, impulse control is multiply defined (see Nigg,
2000) and appears in one form or another in a range of con-
ditions, of which ADHD may be the most prominent but is
hardly the sole exemplar. Antisocial behaviors (including
conduct problems and psychopathy), eating disorders, per-
sonality disorders (notably Borderline Personality Disorder
and Antisocial Personality Disorder), substance abuse dis-
orders, tic disorders, Obsessive-Compulsive Disorder, and
Bipolar Disorder are only some of the psychopathologies
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readily associated with serious maldevelopment of impulse
control (Coles, 1997). Further, an entire section of the
fourth edition of the Diagnostic and Statistical Manual of
Mental Disorders (DSM-IV) is devoted to “impulse control
disorders,” including kleptomania, intermittent explosive
disorder, pyromania, pathological gambling, and trichotil-
lomania (see Hucker, 1997, for further discussion). Many
of these are syndromes primarily observed in adulthood,
and their relation to childhood impulsivity is largely un-
studied; yet there clearly is no one-to-one correspondence
between the topic of disorders of attention and impulse
control and the clinical syndrome of ADHD. Finally, as all
of this implies, many different mechanisms have been sug-
gested as causal within children with ADHD, not to men-
tion related impulsive behavioral difficulties (Barkley,
1997; Berger & Posner, 2000; Casey, Tottenham, & Fos-
sella, 2002; Castellanos & Tannock, 2002; Douglas, 1972,
1999; Newman & Wallace, 1993; Nigg, 2001, 2006; Nigg,
Swanson, & Hinshaw, 1997; Sagvolden et al., 2005; Satter-
field & Dawson, 1971; Sergeant, Oosterlaan, & van der
Meere, 1999; Zentall & Zentall, 1983). We address many of
the still viable hypotheses for ADHD in our coverage of the
most studied mechanisms herein, as we also note intriguing
new directions in the field for which data are still emerg-
ing. The extent to which the mechanisms we discuss may
pertain to the full range of other impulse-related disorders
remains a topic for another day.

We begin with a brief historical account of the clinical
syndrome of ADHD and a description of its key features.
Next, we consider in some detail the formal constructs of
attention and impulse control, providing definitions of each
as well as evidence for developmental patterns related to
their display throughout childhood. Space does not allow us
to catalogue the particular attention or impulse distur-
bances associated with every potentially relevant condition
suggested earlier. Instead, we outline the core components
of the development of attention and impulse control, point-
ing out particular implications for ADHD and emphasizing
progress in the past 10 years, since the first edition of this
volume. Developmental changes are notable throughout the
life span, including young adulthood (Nigg, Stavro, et al.,
2005) and old age (Hasher & Zacks, 1988; Zacks & Hasher,
1994), and we highlight very briefly the burgeoning re-
search literature on ADHD in adults. Then, in keeping with
the developmental psychopathology perspective of multiple
levels of analysis (see Cicchetti & Dawson, 2002), we out-
line a multilevel, developmental perspective on ADHD and
its variants during childhood, adolescence, and early adult-
hood. Our overall goal is to point out major pathways re-
lated to ADHD in an attempt to move the field toward a

more developmentally informed understanding of psy-
chopathologies of attention and impulse control. We close
with a comment on multiple developmental pathways and
our view of key issues for the field in the coming decade.

ATTENTION-DEFICIT/HYPERACTIVITY
DISORDER: HISTORICAL VIEWS AND
RECENT NOSOLOGICAL ISSUES

The changes in conceptual definition of and treatment rates
for ADHD over the years are one contributor to contro-
versy about its status and meaning. It therefore is important
to briefly review key historical changes in its conception
and in rates of treatment. For additional historical review,
see Barkley (2006).

Brief History

Well before current conceptual models began to be de-
veloped, educators and clinicians began to notice clinical-
level manifestations of inattention, impulsivity, and dys-
regulated behavior in school-age children. Still (1902)
presented a clinical description of so-called moral deficits
in children, referring to problems of attention and de-
portment that were not clearly associated with mental sub-
normality. Thus, compulsory education was apparently
leaving in its wake a subset of children who had salient
difficulties in behavioral and emotional regulation or in
the basics of reading and writing (with the latter eventu-
ally termed learning disabilities).

Following the worldwide influenza epidemic during and
after World War I, some children developed encephalitis,
and it was noted that many survivors of this infection de-
veloped significant problems in attentional deployment,
regulation of impulses, and general behavioral control.
Though a notable example of fallacious reasoning from con-
sequent to presumed cause, this set of symptoms—whether
or not triggered by encephalitis—became known as a “min-
imal brain damage” syndrome, a term later softened to
“minimal brain dysfunction,” or MBD (e.g., Strauss &
Lehtinen, 1947). By the 1960s, the boundaries of MBD had
been stretched to include scores of symptoms, spanning
nearly all of child psychopathology and learning problems
(Clements & Peters, 1962; Wender, 1971). This historical
category of pathology thus suffered from two key short-
comings: a vastly overinclusive list of constituent symp-
toms and a presumed (though unproven) neural etiology.

Others were calling for narrower and more descriptive
appellations. Laufer and Denhoff (1957) described a “hy-
perkinetic disorder of childhood,” focusing more specifi-
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cally on dysregulated motor behavior. The second edition
of the DSM (American Psychiatric Association, 1968)
adopted this narrower conception and nomenclature. An
empirical tradition was also expanding, in which adult in-
formant ratings of child behavior problems were subjected
to factor analyses in an attempt to discern identifiable, em-
pirically supported syndromes of psychopathology (e.g.,
Quay, 1972). Factors labeled “hyperactivity” and “imma-
turity” began to appear in such dimensionalized accounts
of child problem behavior.

Based largely on the research of Douglas and colleagues
(e.g., Douglas, 1972), in the 1970s and 1980s researchers
in North America began to reconceptualize the core deficit
of children considered “hyperkinetic” as related to dys-
regulated attention and impulse control rather than motor
overactivity per se. By the time of DSM-III (American Psy-
chiatric Association, 1980), the condition had been re-
named “attention deficit disorder,” which was posited to
consist of a subtype without hyperactivity and a second
subtype with hyperactivity. The empirical tradition contin-
ued, with efforts to develop empirically based taxonomies
of children that included dimensions related to hyperactiv-
ity and inattention (Achenbach, 1991; Achenbach & Edel-
brock, 1978, 1983). By this time, research on children with
clinically significant attentional and impulse control prob-
lems had begun to proliferate at an exponential rate. Fur-
ther, stimulant medication treatments, which had originated
decades earlier with the pioneering work of Bradley (1937),
were generating controversy (Sroufe & Stewart, 1973), a
theme that was to continue into the 1980s, 1990s, and be-
yond (Jacobvitz, Sroufe, Stewart, & Leffert, 1990; Safer &
Krager, 1992).

Renamed Attention-Deficit /Hyperactivity Disorder, or
ADHD, in DSM-III-R and DSM-IV (American Psychiatric
Association, 1987, 1994, 2000), the condition’s core sub-
types were expanded in the fourth edition to three: a Pre-
dominantly Inattentive type (similar to the DSM-III notion
of attention deficit disorder without hyperactivity), a Pre-
dominantly Hyperactive-Impulsive type (unprecedented in
previous nomenclatures), and a Combined type in which
both symptom clusters were clinically salient.

By the 1990s, research on ADHD constituted a growth
industry (e.g., Quay & Hogan, 1999). Legislative changes
in the early 1990s yielded the inclusion of ADHD as a po-
tential trigger for special education services in public
schools, a factor that undoubtedly increased its salience to
many families and clinicians. Prescription rates for stimu-
lants, as for other psychotropic medications used with
youth, had doubled in the United States in the 1980s, with
even more rapid rises in the 1990s (Safer & Zito, 1999;

Zito et al., 2003). Meanwhile, major clinical trials had
evidenced the efficacy of stimulant pharmacologic treat-
ment for ADHD, if implemented carefully and with thor-
ough monitoring, with combined medication-behavioral
treatments yielding the highest likelihood of clinically
meaningful improvement (Conners et al., 2001; MTA Co-
operative Group, 1999). Finally, prospective longitudinal
investigations were showing that ADHD was a condition
likely to persist into adolescence in a majority of cases and
to continue to yield impairment into adulthood in a sub-
stantial percentage (Mannuzza & Klein, 2000). Those find-
ings led to the blossoming of research on ADHD in adults
and the gradual recognition of the unique developmental
issues facing the field in establishing validity of the
construct in that age range, reflecting recognition of a re-
search and clinical domain that was quietly under way for 3
decades (Wood, Reimherr, Wender, & Johnson, 1976).
Thus, today ADHD is no longer considered a condition re-
stricted to childhood or even adolescence, as growing inter-
est in adults with this disorder characterizes today’s
clinical and research landscape.

Features and Issues

Table 9.1 lists the DSM-IV features of ADHD, the Interna-
tional Classification of Diseases (ICD-10; World Health
Organization, 1972) symptoms of hyperkinetic disorder
(HKD), and the current diagnostic algorithms in use to de-
fine this disorder. Although the symptom lists are similar,
several distinctions can be seen between ADHD and HKD,
reflecting ongoing differences in how this syndrome is de-
fined in Europe and the United States. It is unclear to what
extent major findings apply equally to HKD and the more
broadly defined ADHD. We nonetheless use the term
ADHD to cover both constructs and to cover studies in
which ADHD was defined by extreme rating scale scores.
Like most psychiatric/developmental disorders of child-
hood onset, ADHD shows a male preponderance, on the
order of 3�1 in community samples (Wolraich, Hannah,
Baumgaertel, & Feurer, 1998). Among many possible
salient issues and questions, we highlight several core is-
sues for this construct.

First, note from Table 9.1 that the diagnosis of ADHD
requires not only above-threshold numbers of symptoms
but also (1) the early onset of these symptoms, (2) their
developmental extremity (a key point, given that problems
of inattention and impulsivity are ubiquitous in young chil-
dren), (3) their cross-situational display (i.e., at home, at
school, and often in the peer group or work setting), and
(4) the requirement that they yield functional impairment.
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TABLE 9.1 Diagnostic Criteria for ADHD in DSM-IV and Hyperkinetic Disorder in ICD-10

Source: Adapted from Diagnostic and Statistical Manual of Mental Disorders, fourth edition, by the American Psychiatric Association, 1994,
Washington, DC: Author; and The ICD-10 Classification of Mental and Behavioral Disorders: Clinical Descriptions and Diagnostic Guidelines, by
the World Health Organization, 1992, Geneva, Switzerland: Author.

1. Fails to give close attention to details or makes careless mistakes
in schoolwork, work, or other daily activities.

2. Has difficulty sustaining attention on tasks or play activities.
3. Does not seem to listen when spoken to directly.
4. Does not follow through on instructions and fails to finish

schoolwork, chores, or duties in the workplace (not due to
oppositional behavior or failure to understand instructions).

5. Has difficulty organizing tasks and activities (ICD-10: “Is often
impaired in organizing tasks”).

6. Avoids, dislikes, or is reluctant to engage in tasks that require
sustained mental effort such as schoolwork or homework.

7. Loses things necessary for tasks or activities (e.g., toys, school
assignments, pencils, books, or tools).

8. Is easily distracted by extraneous stimuli (ICD-10: “by external
stimuli”).

9. Is forgetful in daily activities (ICD-10: “in the course of daily
activities”).

10. Fidgets with hands or feet or squirms in seat (ICD-10: “on seat ”).
11. Leaves seat in classroom or in other situations in which remaining

seated is expected.
12. Runs about or climbs excessively in situations in which it is

inappropriate (in adolescents or adults, may be limited to
subjective feelings of restlessness).

13. Has difficulty playing or engaging in leisure activities quietly
(ICD-10: “Is often unduly noisy in playing or has difficulty in
engaging quietly in leisure activities”).

14. Is “on the go” or often acts as if “driven by a motor” (ICD-10:
“Exhibits a persistent pattern of excessive motor activity that is
not substantially modified by social context or demands”).

15. Talks excessively (ICD-10: “without appropriate response to social
constraints”).

16. Blurts out answers before the questions have been completed.
17. Has difficulty awaiting turn (ICD-10: “Fails to wait in lines or

await turns in games or group situations”).

18. Interrupts or intrudes on others (e.g., butts into conversations or
games).

Each behavior must occur “often” and must persist for at least 6
months to a degree that is maladaptive and inconsistent with
developmental level.

Subtypes

DSM-IV ADHD-C: 6 items from 1–9, plus 6 items from 10–18.

DSM-IV ADHD-PI: 6 items from 1–9.

DSM-IV ADHD-HI: 6 items from 10–18.

ICD-10 Hyperkinetic Disorder: 6 items from 1–9, plus 3 items from
10–14, plus 1 item from 16–18.

DSM-IV specifies a diagnosis of “in partial remission” for adolescents
or adults who formerly met full criteria but now have some symptoms
without meeting full criteria.

Comorbidity

ICD-10: Specifies “do not diagnose” if child meets criteria for
Pervasive Developmental Disorder, manic episode, depressive episode,
or anxiety disorders. Specifies that Conduct Disorder excludes HDK
diagnosis.

DSM-IV: Specifies that symptoms should not be “better accounted
for” by another mental disorder.

Additional Criteria

Onset: Symptoms that caused impairment had to be present before 7
years of age (DSM-IV), or “onset of the disorder” is no later than age 7
(ICD-10).

Pervasiveness: Impairment must be present (DSM-IV) or criteria must
be met (ICD-10) in two or more settings.

Impairment: There must be clear evidence of clinically significant
impairment in functioning (DSM-IV); impairment or distress (ICD-10).

These guidelines have strong empirical support. Failure to
assess impairment, in particular, likely inflates prevalence
estimates (Gordon et al., 2005) and inclusion of parent and
teacher standardized ratings greatly enhances assessment
validity (Pelham, Fabiano, & Massetti, 2005). Thus, accu-
rate assessment requires, at a minimum, the taking of a
careful history; reports from multiple adult informants
with well-normed rating instruments; differential diagnos-
tic procedures to distinguish ADHD from either normal
developmental variation or a host of medical and psychi-
atric conditions that feature inattention and impulse con-
trol problems in their presentation; and, when possible,
direct observation of the child in family and school con-
texts. Careful consideration of functional adjustment in
multiple domains can further assist with treatment tailor-
ing (Pelham et al., 2005). Indeed, much of the controversy
surrounding ADHD relates to the unfortunate tendency—

fueled by inadequate funding of thorough evaluations—for
clinicians to make a diagnosis based on extremely short
periods of assessment utilizing nonstandard and subjective
diagnostic procedures.

Second, is the clinical syndrome of ADHD a distinct
category or taxon, or do the constituent symptoms conform
more closely to a dimension of behavioral dysregulation? A
formal taxometric analysis (Waller & Meehl, 1998) is lack-
ing. In the meantime, most relevant research converges on
the conclusion that ADHD is better viewed as a dimension
than as a distinct category, even at the level of underlying
genetic risk for the condition (Levy, Hay, McStephen,
Wood, & Waldman, 1997; Levy, McStephen, & Hay, 2001;
Willcutt, Pennington, & DeFries, 2000). Yet, as with other
dimensional entities (e.g., hypertension, depression), this
likelihood does not negate the clinical importance of iden-
tifying and treating ADHD as a clinical syndrome. Indeed,
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the DSM-IV conception of ADHD identifies children with
functional impairments in key areas of developmental rele-
vance, such as peer rejection, academic underachievement,
family dysfunction, lowered independence, and high risk
for accidental injury (Hinshaw, 2002b). Such impairments
are evident as early as the preschool years (Lahey et al.,
1998). ADHD is also a risk factor for problems later in
development: It fuels an early start of aggressive behavior
in some cases, which is predictive of delinquency, and it is
also associated with school dropout, problems in social
competence, and underemployment by adolescence and
adulthood (Johnston, 2002).

Third, what is the status of the current subtyping
scheme for ADHD as represented in DSM-IV? At a dimen-
sional level, numerous investigations have confirmed a
two-factor structure underlying the constituent sympto-
matology, corresponding to inattentive-disorganized and
hyperactive-impulsive symptom domains. Both areas can
be reliably measured by parent and teacher rating scale in-
struments. They show divergent validity, with inattentive
behaviors uniquely associated with academic problems
and hyperactive/impulsive behaviors aggregating with
disruptive tendencies in school and home settings (Lahey
& Willcutt, 2002). Thus, the underlying dimensions of
ADHD show considerable psychometric viability. On the
other hand, despite contentions that the purely Inattentive
type of ADHD is qualitatively distinct from the Com-
bined and Hyperactive-Impulsive (HI) variants (Milich,
Balentine, & Lynam, 2001), empirical data are far from
conclusive in this regard (Hinshaw, 2001; Lahey, 2001).
In fact, with respect to neuropsychological processes, the
Inattentive and Combined types often reveal more simi-
larities than differences (Chhabildas, Pennington, & Will-
cutt, 2001; Hinshaw, Carte, Sami, Treuting, & Zupan,
2002; Nigg, Blaskey, Huang-Pollock, & Rappley, 2002),
although they may be distinguishable on key measures
such as response suppression (Nigg, Blaskey, Huang-Pol-
lock, & Rappley, 2002). Family studies asking whether
ADHD subtypes “breed true” have been mixed; a recent
meta-analysis suggests that reliable familial separation of
the Combined and Inattentive types exists, but only to a
small extent, perhaps due to heterogeneity in both groups
(Stawicki, Nigg, & von Eye, in press). Meantime, innova-
tive behavioral genetic analyses suggest that the HI type
is, unlike the others, not heritable (Willcutt et al., 2000);
its validity in school-age children may be in question. Last
but not least, the stability of subtype classification over
time remains unclear (Lahey et al., in press). Alternative
subtype schemes may enable clearer genetic effects (Neu-

man et al., 1999). In all, the subtyping scheme for ADHD
mandates further scrutiny.

Fourth, although ADHD does not disappear with pu-
berty, as was formerly contended, the cessation of formal
schooling and the development of coping mechanisms may
assist many adults in making important adaptations to this
condition. Indeed, long-term outcomes for children with
ADHD are highly variable (Barkley, 2006; Mannuzza &
Klein, 2000). Along developmental lines, we note that the
hyperactive-impulsive symptom cluster is likely to be par-
ticularly salient during the preschool and grade school
years but fades in frequency and intensity by adolescence.
On the other hand, the inattentive symptom cluster, which
becomes recognizable with the advent of formal schooling,
is more stable throughout adolescence (Hart, Lahey, Loe-
ber, Applegate, & Frick, 1995). Thus, the HI subtype of
ADHD, evident during preschool years, may give way to
the Combined type once formal schooling begins (Lahey
et al., in press). Furthermore, symptoms of overtly hyper-
active behavior may give way to subtler forms of impulsiv-
ity once childhood is left behind, so that the inattentive
problems may become most salient for late adolescents and
adults. Finally, heterotypic continuity is not well addressed
in the diagnostic system: Behaviors that describe ADHD in
children may not be the best descriptors of the problems
that impair affected individuals as adolescents or adults.
Formal criteria to reflect any such developmental changes
are completely lacking in the DSM-IV and ICD-10. How-
ever, research efforts are under way to fill this gap (Achen-
bach, 1991; Conners, 1997).

Although space permits only a limited comment on the
rich topic of ADHD in adulthood, we highlight that when
ADHD is identified in adults, the two largest and most de-
finitive studies to date demonstrate similar magnitudes of
neuropsychological impairment in executive functioning as
that seen in children with the condition (Murphy, Barkley,
& Bush, 2001; Nigg, Stavro, et al., 2005). These data
strongly suggest that neuropsychological difficulties are
not simply part of a developmental delay, but are a persis-
tent feature of the syndrome when it persists into adult-
hood. Moreover, new impairments unique to adults must be
considered, notably the potential for driving accidents and
driving-related problems and problems in maintaining
steady employment and intimate relationships (Barkley,
2004). A final complexity unique to the condition in adults
concerns the potential for misdiagnosis in relation to Axis
II psychopathology, or, in other words, the possibility that
ADHD may develop into an enduring maladaptive person-
ality style or trait by adulthood. This question has been
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scarcely studied. Initial data from the Michigan State
study indicate that ADHD is associated with elevated risk
of several personality disorders in both the impulsive clus-
ter (Borderline, Histrionic, and Antisocial Personality Dis-
orders) and the anxious cluster (Avoidant Personality
Disorder), but that these co-occurring disorders do not ac-
count for either the impairments experienced by these
adults or for their neuropsychological deficits (T. Miller,
Nigg, & Stavro, 2005). We address additional developmen-
tal trends again subsequently.

Fifth, ADHD is highly likely to exist in concert with
other, presumably independent psychiatric conditions. Thus,
substantial rates of overlap exist with disruptive disorders
(Oppositional Defiant Disorder and Conduct Disorder), anx-
iety disorders, and learning disorders (Angold, Costello, &
Erkanli, 1999). Such comorbidity is a huge and fascinating
topic in its own right (see Caron & Rutter, 1991; Jensen,
Martin, & Cantwell, 1997). The presence of ADHD in con-
junction with additional childhood conditions presents
major issues with respect to its heterogeneity. Indeed, some
have contended that when ADHD co-occurs with clinically
significant aggression or with major internalizing (anxious,
depressed) features, it constitutes a substantially different
condition than when it exists alone (e.g., Jensen et al.,
2001). Indeed, unlike the DSM, the ICD-10 diagnostic crite-
ria explicitly recognize such comorbid forms as separable
diagnostic categories (e.g., hyperkinetic conduct distur-
bance; see Table 9.1).

Moreover, virtually all neuropsychological findings per-
taining to ADHD (e.g., executive function, arousal, reward
abnormalities) can also be observed to at least some degree
in children with other conditions, including, notably, other
externalizing disorders such as Conduct Disorder, illustrat-
ing the nonspecificity of most such effects (Sergeant,
Geurts, & Oosterlaan, 2002). Only a very few studies have
controlled for possible ADHD symptoms in children with
Oppositional Defiant or Conduct Disorder, or controlled
for oppositional or conduct symptoms in children with
ADHD, in order to begin to tease this out. Those few stud-
ies generally suggest that neuropsychological weaknesses
hold for ADHD even when other symptoms are covaried
(Chhabildas et al., 2001; Hinshaw et al., 2002; Klorman
et al., 1999; Nigg, 1999; Nigg, Hinshaw, Carte, & Treuting,
1998). Yet the converse—that is, neuropsychological weak-
nesses in Conduct Disorder or aggression when ADHD is
covaried—has also been reported (Seguin, Boulerice,
Harden, Tremblay, & Pihl, 1999; Seguin, Nagin, Assaad, &
Tremblay, 2004). Whereas specificity is not a necessary re-
quirement for causality in multifactorial disorders such as
ADHD (Garber & Hollon, 1991) and although effect sizes

on key neuropsychological probes are typically larger in re-
lation to ADHD than other conditions (Oosterlaan, Logan,
& Sergeant, 1998; Pennington & Ozonoff, 1996), this state
of affairs exemplifies that the current nosology is descrip-
tive and not etiologically anchored. We do not report on
this general nonspecificity in each subsequent section, but
we note here its overarching importance as a context for
theorizing.

Sixth, as for a brief highlighting of risk and etiologic
factors, a spate of behavioral genetic investigations in
the past 15 years has provided evidence that the heritability
of ADHD symptoms as well as of the syndrome is moderate
to strong (see Levy, McStephen, & Hay, 2001; Swanson &
Castellanos, 2002). We highlight, in passing, that the high
end of some of these heritability estimates (.8 and above)
emanate from investigations in which parents, who typi-
cally provide information on the twins’ zygosity, are also
the source of the behavioral ratings of the children. These
estimates are likely inflated by rater contrast effects
(Eaves et al., 2000). When teacher data constitute the de-
pendent variable, estimates of heritability are lower, albeit
still substantial. Molecular genetic evidence is still being
accumulated; many candidate genes with replicated effects
in ADHD are related to dopamine neurotransmission
(Faraone et al., 2005; Kirley et al., 2002), although these
individual genes contribute only a small fraction of the ge-
netic variance, suggesting that many genes are likely in-
volved. Genes affecting other neural systems, notably
noradrenergic receptors, are undoubtedly implicated as
well (Biederman & Spencer, 1999; Comings et al., 2000;
Faraone et al., 2005; Park et al., 2005). Other biological
risk factors include, in some cases, prenatal and perinatal
problems, such as low birthweight and maternal tobacco or
alcohol use during pregnancy (e.g., Botting, Powls, Cooke,
& Marlow, 1997; Taylor, 1999), postnatal lead exposure
(Canfield, Gendle, & Cory-Slechta, 2004), and potentially
other widespread environmental toxins and contaminants
(Koger, Schettler, & Weiss, 2005; Nigg, 2006; Rice, 2000).
Several neuroimaging studies now confirm that groups of
children with ADHD have smaller neural structures in key
regions of the prefrontal cortex, basal ganglia, and cerebel-
lum (Swanson & Castellanos, 2002). These dysplasias ap-
pear early in development, prior to treatment, and are
apparently nonprogressive (Castellanos et al., 2002), al-
though longitudinal studies remain vanishingly rare.

Only a handful of investigations implicate faulty
parental discipline styles as causal risk factors for ADHD
(E. A. Carlson, Jacobvitz, & Sroufe, 1995). In fact, the typ-
ical assumption is that disrupted parenting and discordant
parent-child interactions result from, rather than cause,
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temperamentally mediated child noncompliance and impul-
sivity. We point out, however, that problematic parent-child
relationships may well be significant maintaining and exac-
erbating factors related to ADHD, yielding reciprocal,
transactional chains of influence in conjunction with the
child’s core symptomatology (Hinshaw, 1999; Johnston &
Mash, 2001). To foreshadow one of our themes, develop-
mental paths to clinically significant inattention and im-
pulse control problems are highly likely to involve both
equifinality, meaning that several causal routes are contrib-
utory to ADHD, and multifinality, whereby early risks for
ADHD may yield substantially divergent outcomes contin-
gent on socialization and contextual processes (Cicchetti &
Rogosch, 1996; Hinshaw, 1999).

With all that said, perhaps the most pressing issue at
present concerns resolution of within-child causal mecha-
nisms that contribute to ADHD’s multifactorial expression
as a behavioral syndrome. Thus, from here on, we are con-
cerned less with the syndromal definition of ADHD and
more with within-child mechanisms that may be related to
development of behavior problems related to inattention
and impulse dyscontrol (including their expression as the
clinical syndrome of ADHD). Given the evidence for the
heterogeneity of ADHD at multiple levels, such as sympto-
matology and subtypes, comorbidity, etiologic and risk fac-
tors, and developmental course, we therefore now explicitly
take up the topic of more formally defined attention and
regulation mechanisms as a means of clarifying and speci-
fying the origins of such heterogeneity. Appreciation of at-
tentional and regulatory processes at specific levels of
understanding may help in the quest for understanding the
highly variable behavioral manifestations of disorders of
“attention” such as ADHD. In fact, because they are candi-
dates for specifying within-child causal mechanisms in
ADHD, understanding these specific attention and impulse
control mechanisms may be essential to putting to rest de-
bates about whether ADHD is a valid disorder (Wakefield,
1992). Thus, we move now to an analysis of psychological,
behavioral, and neural systems underlying the development
of these problems.

ATTENTION AND IMPULSE CONTROL
IN DEVELOPMENT: OVERVIEW OF
PSYCHOLOGICAL, BEHAVIORAL, AND
NEURAL SYSTEMS

The development of attention and of impulse control are
closely related. Both can be influenced, for example, by
sensory reflex response, although we emphasize those ef-
fects primarily in our discussion of attention. Another,

more salient arena of their conceptual integration is in af-
fect and motivation: Both attention and impulse can be
redirected by strong anxiety due to a potential threat or
strong excitement due to potential reward. This reactive
regulation of attention and impulse control can be observed
as early as late infancy (Rothbart & Ahadi, 1994). Another
obvious area of their intersection is in the widely discussed
domain of executive functions, which develop somewhat
later than reactive effects and the precursors of which
begin to influence children’s attention and behavior by the
toddler years in the form of effortful redirection of atten-
tion (Rothbart & Bates, 1998). Likewise, both attention
and impulse control are moderated by the child’s energetic
state, that is, the level of arousal or tendency to arousabil-
ity. Thus, from early infancy on, developing attention
mechanisms assist with self-regulation and impulse control
(including emotion regulation, behavioral control, and cog-
nitive control). Likewise, the neural systems that support
certain attentional skills are closely related to those that
support control of motor responses, or impulses (Calkins &
Fox, 2002). Finally, the development of these neural and
behavioral systems is in constant interplay with the child’s
interpersonal world (e.g., parenting attunement, verbaliza-
tion of affect; Greenberg et al., 1991).

Despite their close connections, however, for expository
purposes the elements of attention and impulse control can
be understood as partially distinct. They do not always op-
erate in perfect tandem; they may develop at different rates
and they can be measured in distinct ways. We therefore
adopt a taxonomic approach to the various functional do-
mains at hand. Skipping sensory or motor reflexive re-
sponses for now, and saving discussion of arousal until our
coverage of attention proper, our plan is next to provide a
description of reactive (motivated) processes and an intro-
duction to strategic control via the integrative, widely
discussed, and much critiqued concept of executive func-
tioning. With that background, we then proceed to a devel-
opmental conceptual framework for attention functions and
then impulse control functions. We subsequently highlight
the main findings relevant to ADHD in both the attention
and impulse control domains.

Reactive or Motivational Processes in Attention
and Impulse Control

In contradistinction to the deliberate or strategic allocation
of attention (or control of impulse), reactive processes in-
volve emotional and affective states. Thus, when she no-
tices something anxiety-provoking, a child may direct her
attention to the concerning event or person (Gray, 1982;
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Gray & McNaughton, 1996; Kagan, Reznick, & Snidman,
1987). Likewise, anxiety or excitement can narrow the
focus of attention (Derryberry & Tucker, 1994). Thus, even
though attention is usually viewed as a cognitive process, it
is just as often (if not always, to some degree) motivated by
incentive concerns. These same incentives can also influ-
ence impulse control, leading either to a very strong im-
pulse to action (e.g., excitement from an imminent reward)
or to inhibiting some or all behavior (e.g., confrontation
with an anxiety-provoking or unfamiliar situation). Such
motivated responses are often relatively spontaneous, and
they are relatively more automatic than the more deliberate
responding characteristic of effortful control.

Neurally, these reactive or affectively guided responses
and shifts of attention and impulse are influenced by lim-
bic networks, including the hippocampal formation and
the amygdaloid complex (Gray, 1982; Kagan & Snidman,
2004). We already noted that these reactive processes come
online and influence attention and impulse control earlier
in development than do effortful types of processes (Roth-
bart & Ahadi, 1994). In considering both attention and im-
pulse control, then, we consider how the role of affective
and motivated responding can contribute to understanding
ADHD. However, reactive processes interact with effortful
processes in guiding moment-to-moment attention and im-
pulse control by the early preschool years onward.

Executive Functions and Cognitive Control in
Both Attention and Impulse Control

Another intersection of attention and impulse control is
that both are related to the important but ill-defined do-
main of executive function (EF). It is widely agreed both
that executive functioning is central to understanding at-
tention and impulse control and that it is an underspecified
construct (Pennington & Ozonoff, 1996; Zelazo, Muller,
Frye, & Marcovitch, 2003). In a neuropsychological frame-
work, EF refers to strategic or relatively deliberate regula-
tion of response to context and maintenance of behavior in
relation to goals (Pennington & Ozonoff, 1996). In the cog-
nitive neuroscience field, this term is being supplanted by
the term “cognitive control,” which refers to such opera-
tions as control of interfering information and suppression
of reflexive responding (Casey et al., 2002). We take note
of insights from that work but retain the older term EF here
due to its continued widespread use in the clinical and de-
velopmental literatures. Several initial explanatory points
about EF are in order.

First, although a common factor may underlie many ex-
ecutive tasks, EF cannot be readily analyzed only at the

global level. Instead, it generally must be viewed through
the lens of component operations, which themselves are in-
sufficiently specified. These components presumably work
together to create the potential for strategic—or what we
experience as deliberate—control of attention and impulse.
Yet, agreement is not at hand as to the correct subdividing
of the multidimensional EF domain (Barkley, 1997; Lyon
& Krasnegor, 1996; Monsell & Driver, 1998). That litera-
ture is beyond the scope of our discussion, but we empha-
size that subdividing is helpful in specifying mechanisms
of ADHD. Numerous studies indicate that EF measures tap
partially dissociable functions (Friedman & Miyake, 2004;
Mirsky & Duncan, 2001; Miyake, Friedman, Emerson,
Witzki, & Howerter, 2000). For example, one dimension in-
volves working memory, selective attention, control of in-
terfering information, and set shifting (Dempster, 1993;
Engle, 2002; Mirsky & Duncan, 2001). We discuss those
abilities in our coverage of attention later. Another dimen-
sion entails the ability to inhibit competing information
and/or suppress a response, perhaps aided by a primary
goal set (Friedman & Miyake, 2004; Logan & Cowan,
1984; Nigg, 2000; Pennington, 1997), although whether the
actual operative mechanism is in various measurement par-
adigms is an inhibitory one remains unclear for many tasks.
Such deliberate response suppression figures prominently
in our subsequent coverage of impulse control. Numerous
other functions have been attributed to the executive do-
main, underscoring the various conceptions of this con-
struct. For example, in his influential theory of ADHD,
Barkley (1997, 2006) offers very broad constructs that
entail nearly all of self-regulation, including response inhi-
bition, working memory, regulation of arousal-affect-moti-
vation, internalization of speech, and reconstitution.
Pennington and Ozonoff (1996) suggest set shifting, work-
ing memory, planning, behavioral inhibition, and interfer-
ence control as among the key functions. Fuster (1997), as
we noted, emphasizes temporal organization of behavior.
That perspective has heavily influenced psychopathology
research, as illustrated by theorists recent emphasis on
temporal information processing in ADHD (Barkley, 1997;
Castellanos & Tannock, 2002).

Second, tractable models of EF are emerging (Lyon &
Krasnegor, 1996; Posner & DiGirolamo, 1998), with a de-
velopmental focus (Diamond, Prevor, Callender, & Druin,
1997; Zelazo et al., 2003) and anchored in the neural sci-
ences, where the term cognitive control (Monsell & Driver,
1998) has gained ascendancy as noted. These neural mod-
els all emphasize anterior networks in the brain and associ-
ated cortical-subcortical neural circuits (Casey et al.,
2002). For example, with regard to attention, Posner and
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DiGirolamo describe a control module that involves the an-
terior cingulate (a region of the frontal cortex) during ac-
tive suppression of a competing response (e.g., the Stroop
task) but not during automatic or rote responding (also see
Norman & Shallice, 1986). Parenthetically, it is unclear
whether the anterior cingulate is involved in monitoring re-
sponse consequences (whether the consequence was ex-
pected or unexpected; Ito, Stuphorn, Brown, & Schall,
2003) or detecting response conflict (Botvinick, Braver,
Barch, Carter, & Cohen, 2001). Either way, it anchors a
network relevant to the development of attention and thus
potentially to ADHD.

With regard to impulse control, similar frontal-subcorti-
cal neural circuits are implicated in suppressing responses
(Casey et al., 2002). For example, suppressing inappropri-
ate motor response during complex behavior appears to in-
volve the dorsolateral prefrontal cortex, at least in young
children (Diamond et al., 1997), as well as the orbitopre-
frontal cortex (Aron, Fletcher, Bullmore, Sahakian, &
Robbins, 2003; Posner & DiGirolamo, 1998) and the sub-
cortical connections to each. Indeed, the subcortical and
striatal structures to which these prefrontal regions are
connected may be crucial in the actual suppression of a
response (Kimberg & Farah, 1998) at least in certain con-
texts (Nigg & Casey, in press). A recent process concep-
tion of EF emphasizes deliberate problem-solving steps,
such as representing and manipulating the problem in
working memory (planning), carrying out an intended ac-
tion rather than a competing action, and detecting mis-
match to expected results or success (Zelazo et al., 2003).
Those functions likewise have clear relevance to attention
and impulse control.

Third, we stress that our division into attention and im-
pulse control functions is heuristic, yet to some degree un-
tenable. In moment-to-moment behavior, these functions
are virtually inseparable. Likewise, the neural systems we
describe are closely related. As a result, Posner and Roth-
bart (2000) argue that the anterior neural system associ-
ated with executive functions is involved in the strategic
control of both attention and motor response. Psychometri-
cally, recent data in adults also support the idea that certain
functions, such as protecting attention from interference
and suppressing a response conflict, are closely related
(Friedman & Miyake, 2004), whereas other functions, such
as set shifting, can be distinguished from these (Miyake
et al., 2000).

Fourth, relevant to our developmental interest, these
models all describe abilities that emerge and develop rap-
idly in the preschool period, continue to mature through
middle childhood and adolescence, peak in early adult-

hood, and are among the first abilities to wane with the
passing of middle age. This trajectory may be related to the
late maturation of the frontal cortex: Neural development
of these frontal networks (especially via synaptic pruning;
Casey, Durston, & Fossella, 2001) appears to continue
even into early adulthood (Benes, 2001), and it is generally
believed that the last abilities to mature are the first to
decay with late age-related decline in cognitive efficiency
(Plude, Enns, & Brodeur, 1994). With regard to early de-
velopment, strategic control of impulse is related in part to
the ef fortful control construct in temperament theory (the
ability to delay or interrupt task-inappropriate behavior;
Rothbart & Bates, 1998). Therefore, early precursors of
EF, in the form of effortful control, can be observed in the
toddler years well before most cognitive EF probes can be
employed or true complex behavioral sequencing is possi-
ble. Effortful control shows longitudinal stability, with
high scores for this ability associated with development of
adaptive behaviors (Kochanska, Murray, & Coy, 1997;
Kochanska, Murray, & Harlan, 2000). Excessively high
control is associated with internalizing problems. Impor-
tant for our purposes, low levels of this potential precursor
of later executive control are associated with externalizing
behavior problems over the preschool years (Murray &
Kochanska, 2002). In all, it is important to recognize that
the EF capacities are expected to mature slowly in conjunc-
tion with the maturation of frontal cortical neural struc-
tures through adolescence and beyond. Their development
in childhood is therefore a key area for understanding how
psychopathologies of attention and impulse control emerge.
Moreover, their relatively late maturation may illuminate
ADHD’s changing presentation in adolescence/adulthood.

Fifth, on the basis of the temperament literature, exam-
ining the development of these within-child functions en-
ables us to consider the role of scaf folding by caregivers in
the early rearing environment as well as the role of stress
and learning in the development and maintenance of prob-
lems in attention and impulse control. Therefore, after we
consider executive control of attention and impulses, we
look more closely at socialization. In fact, a key theme of
this chapter is that exclusively biological views of tempera-
ment and executive functions, without due consideration of
social factors and of interactions and transactions between
within-child factors and environmental influences, are
destined to be inadequate to the task of understanding the
development of problematic attention, impulse control,
and self-regulation. Having given reactive and executive
processes initial definition, we now proceed to a more ex-
tensive conceptual framework for attention and impulse
control per se.
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Attention: Conceptual Framework

Attention usually refers to the facilitated processing of one
source of information over another, although broad usages of
the term can include capacity pool (Engle, 2002) as well as
response readiness, arousal, and regulation (Taylor, 1995)
and other abilities (Mirsky & Duncan, 2001). With regard to
mechanisms, as outlined by Yantis (1998), attentional selec-
tion can be based on spatial location (Erikson & Hoffman,
1972), object features (Triesman & Gelade, 1980; Wolf,
1998), and timing (Shapiro & Raymond, 1994), movement,
or other object characteristics (Kahneman & Henik, 1981).
Attentional selection is influenced by multiple component
functions, including bottom-up stimulus-driven processes
that are relatively automatic and relatively early developing,
and top-down goal-driven processes that are strategic, rela-
tively deliberate, related to the concept of executive control,
and later developing. These two types of processes interact
continuously, each placing constraints on the other (Schnei-
der & Shiffrin, 1977). Researchers attempt to isolate these
two influences in varying ways. At the same time, as noted
earlier, often overlooked in the purely cognitive approaches
to attention is the role of affective motivation in attentional
allocation (Pennington, 2002).

The complexity of the cognitive component of attention
alone has led to a massive literature. We cannot do justice
to the many approaches available (Theuwes, Atchley, &
Kramer, 1998; Triesman & Gelade, 1980; Yantis, 1998; see
Monsell & Driver, 1998). Instead, we comment illustra-
tively on key approaches that have influenced research on
the psychopathology of attention in ADHD in recent years.
The framework we adopt posits three basic functional dis-
tributed neural networks (Posner & Peterson, 1990), imple-
menting in turn (1) reflexive and (2) strategic attention as
well as (3) general alertness. In noting different models of
attention, we reference them to these three basic networks.
Table 9.2 schematizes the networks in relation to basic op-
erations. As it indicates, within this general framework, we

can begin by thinking of visual orienting (facilitation of
processing at specific locations in space) as well as object
selection (filtering of information once a location is at-
tended), both of which are supported by neural attention
systems located in the posterior (relatively automatized
operations) as well as anterior (relatively deliberate opera-
tions) anatomical regions of the brain.

Posterior Attention System

With regard to spatial orienting, we note that location holds
a special place in the success of attention (at least visually)
because in many respects, attention must be directed to a
specific location for other processing to occur there (see
Yantis, 1998, for discussion). Visual orienting has there-
fore been of particular interest in the study of ADHD
(Huang-Pollock & Nigg, 2003). It refers simply to the loca-
tion in space at which processing is facilitated. Reflexive
orienting (e.g., to a sudden onset of light) is guided by a
posterior neural network that includes the parietal cortex
as well as subcortical and thalamic structures, known col-
lectively as the posterior attention system. However, once
we are oriented to a location in space, we still have a lim-
ited capacity to process the available information. Thus, we
must further select those objects at a given location to
which we will attend. When there is too much information
for deliberate or cognitive processing to handle, selection
of objects occurs relatively early in the stream of informa-
tion processing, in an automatic bottom-up manner (Lavie,
1995; Table 9.2). Selection in this case is based on surface
or perceptual features such as movement, color, or line ori-
entation, as noted above (Triesman & Gelade, 1980). Neu-
rally, this “early selection” is also related to a posterior
cortical-subcortical network. Thus, for heuristic purposes,
we group (1) automatic spatial orienting and (2) early (per-
ceptual) selection together, as two related domains of the
posterior attention network.

Anterior Attention System

Visual orienting and object selection both can also occur in
a top-down strategic manner. In that instance, they share
the qualities of requiring mental resources, being fairly re-
sponsive to deliberate and strategic considerations, and
being associated in neuroimaging studies with the anterior
neural networks that include the anterior cingulate cortex
(Posner & Peterson, 1990). We thus group strategic orient-
ing and selection together in Table 9.2 as probes of an
anterior attention system. They may be thought of as com-
ponents of executive function that are specifically atten-
tional. Strategic orienting occurs in response to a sign,

TABLE 9.2 Three Attentional Brain Networks and Suggested
Operations Derived from Different Attention Models

Neural System Functional Cognitive Mechanisms

Posterior Attention System Reflexive orienting
Early or perceptual selection

Anterior Attention System Strategic orienting
Late or cognitive selection
Conflict detection

Vigilance System Alerting
Sustained attention
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such as an arrow pointing to a target. Strategic object se-
lection occurs late in the stream of information processing
(called “late selection”), where it is based on cognitive
meaning and the strategic importance of the material (one
classic example is a Stroop task). Late selection can be
thought of as an executive function in that it is deliberate,
requires resources, and is supported by the anterior neural
networks noted earlier, in parallel with strategic orienting
(Table 9.2). Note that further suggestions for fractionating
the executive domain of attention are extensive and include
sub-elements such as working memory capacity, cognitive
interference control, and set shifting (Mirsky & Duncan,
2001; Table 9.2).

Conceptualized this way, orienting and selection are
both guided by relatively automatic or reflexive processes,
as well as by relatively strategic or deliberate processes.
Developmentally, posterior and anterior processes reveal
distinct trajectories in infancy and childhood, as well as
late adulthood. Posner and Rothbart (2000) point out that in
early infancy, reflexive orienting to cues guides attention,
even before reactive (affective) responding and well before
deliberate directing of attention can be observed (the latter
emerges during the toddler years). Likewise, Huang-Pol-
lock, Carr, and Nigg (2002) compared children in second
through sixth grades on a computerized selection task to
show that late selection was progressively more mature in
the older groups. Even sixth graders were still well below
adult level capabilities, although they were notably better
than fourth graders. In contrast, early perceptual selection
was essentially fully mature, at adult levels, even in the
second graders (Huang-Pollock et al., 2002). These types
of data are all consistent with the proposition that rela-
tively automatic attentional processes develop earlier and
complete their development at a much younger age than do
anterior or cognitively demanding attentional processes,
exemplifying the idea that neural development proceeds
along a posterior-to-anterior gradient. This pattern also is
consistent with the frontal cortical neural networks’ grad-
ual maturation throughout adolescence, with mylenation
and synaptic pruning ongoing through early adulthood
(Benes, 2001).

Vigilance and Alerting

Moderating the posterior and anterior attention systems
are state regulation functions referred to by Posner and Pe-
terson (1990) as a vigilance system (see Table 9.2). This
system is responsible for arousal /alerting and vigilance/
sustained attention. Alerting, which refers to the ability to
respond appropriately and efficiently to phasic stimuli, is

related to the older concept of arousal, which also referred
to degree of alertness (Mirsky & Duncan, 2001). The nu-
ances of arousal, alerting, and the associated term activa-
tion (which pertains to readiness for motor response) are
discussed later. For now, we refer to alerting or arousal in-
terchangeably. However, distinct from those, this system is
also responsible for maintaining task focus over time,
called vigilance (Posner & Peterson, 1990) or sustained at-
tention; (Mirsky & Duncan, 2001). Debate continues as to
whether alerting/arousal and vigilance/sustained attention
constitute not just distinct operations, but distinct neural
networks (Parasuraman, Warm, & See, 1998). For simplic-
ity, we group arousal /alerting and vigilance/sustained at-
tention together as two major operations of a vigilance
system (following Posner & Peterson, 1990). Also for sim-
plicity, we refer to arousal as a single process when sum-
marizing the ADHD literature, although it is probably not
unitary either (Derryberry & Rothbart, 1988).

Developmentally, arousal is an important characteristic
even in infants and is considered perhaps the earliest hall-
mark of self-regulation (Olson, 2002). Crucially, regula-
tion of arousal from very early in life is heavily dependent
on caregiver responsiveness. For example, a large body of
literature notes the difficulty in arousal regulation experi-
enced by children with insecure attachments to their
parents when in stressful situations, and some evidence
suggests that this relation is not merely “ temperament
driven” but is at least in part a reflection of the quality of
the parent-child interaction (Olson, 2002; Schore, 1994).
Similarly, early sleep regulation is partly temperamental
and partly related to parental monitoring (Dahl, 1996;
Peirano, Algarin, & Uauy, 2003). Whether these different
examples of arousal are all addressing the same underlying
processes is an open question. We conceive of the vigilance
system and arousal as crucial in early development but as
continuing to mature throughout childhood and adoles-
cence. They moderate other attention and impulse control
operations.

Conclusion: Three Core Attention Networks and
Their Subfunctions

Because the important distinction between automatic and
deliberate attention suggests differential activation of pos-
terior versus anterior attention networks, we can group se-
lection and orienting operations into (1) multiple, early
developing, relatively automatic processes of the posterior
attention system and (2) multiple, later developing, rela-
tively deliberate operations of the anterior neural network
related to executive functioning, selective attention, and
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working memory. The third moderating system, the vigi-
lance network, is distinct from both of these and includes
multiple operations as well, including arousal (phasic) and
sustained attention. Overlooking many other models of
attention in the interest of space, we can illustrate what is
known about the psychopathology of ADHD in terms
of these three basic networks governing attention, and their
subfunctions. In relation to ADHD, we thus first discuss
the early maturing, relatively automatic processes of
(1a) reflexive visual-spatial orienting and (1b) early (per-
ceptual) object selection. We second consider the later
maturing processes related to executive functioning or
“controlled processing” (Monsell & Driver, 1998), which
include (2a) strategic or deliberate visual-spatial orienting,
(2b) late (cognitive) object selection, and (2c) operations
of working memory, as well as supplemental information
on the concept of (2d) “set-shift.” Third, we take up the
moderating or “state regulation” capacities of (3a) alert-
ing/arousal and (3b) vigilance, ending with consideration
of the related concept of activation. Before we take up the
ADHD findings, however, we more formally conceptualize
impulse control.

Impulse Control: Conceptual Framework

Impulse control can also be thought of as being regulated by
multiple, interrelated behavioral and neural systems in the
child, in addition to the interpersonal and incentive context
in which the child is acting. Within the child, we can sim-
plify the descriptive options for a moment by considering a
deceptively simple question: How does a behavior (e.g., an
impulse, or a response that was about to be carried out) get
stopped, interrupted, suppressed, or inhibited? Developmen-
tal studies suggest that either (1) more than one process is
involved in controlling impulses in this way, or (2) an under-
lying control mechanism becomes able to interrupt different
kinds of behavior at different points in development. For ex-
ample, Dempster (1993) noted that the ability of children to
suppress or inhibit motor movements develops earlier than
the ability to suppress or inhibit word meanings in language
use, although whether this is due to the differential rates at
which motor and language skills develop or to distinct con-
trol operations coming online remains uncertain.

Consider further that impulses can arise in at least two
basic ways: via an immediate incentive (reaction) that
invites approach or a long-term goal that comprises a series
of “next steps” (strategic planning). Correspondingly,
impulses to action (motor or vocal response) are controlled
by two distinct higher-order neural networks or mecha-
nisms (Nigg, 2001; Rothbart & Bates, 1998). First is the re-

active or motivated suppression of response, which is rela-
tively spontaneous (Gray & McNaughton, 1996; Kagan,
1997). A simple illustration involves stopping what one is
doing due to anxiety about a new person or a new event
that appears. For example, a child may stop playing if an
unfamiliar child walks into the room because of mild anxi-
ety about the unknown that this child represents. This pro-
cess operates in response to the elicitation of anxiety or
fear (immediate, short term, and relatively automatic), re-
lated to cues for uncertainty or for imminent punishment.
When serving to interrupt a behavior, it can be termed
reactive response suppression (or reactive behavioral
inhibition; this has also been called by us “motivational in-
hibition”; see Nigg, 2000). Note that whereas extreme
fear may lead to a freeze response (suppression of all be-
havior), when anxiety is operative, this same process also
redirects attention, including both spatial orienting and fil-
tering or object processing. This redirection exemplifies
the close relation of attention and impulse control in mo-
ment-to-moment behavior. Along with anxiety, strength of
incentive approach (excitement to a reward cue) also influ-
ences impulsivity. In other words, the stronger the original
approach tendency, the more difficult it is for anxiety to in-
terrupt it. Thus, impulse control also can fail because such
approach processes are dysfunctionally strong. The relative
strength of approach and behavioral inhibition processes
has thus been proposed as further etiology of impulsivity
(Newman & Wallace, 1993).

The second general control process is characterized by
the involvement of strategic (i.e., deliberate, long-term) re-
sponses to events and their relation to long-term goals,
closely connected to the now familiar construct of execu-
tive functions. This type of control can thus be termed ex-
ecutive or deliberate response suppression (referred to as
executive inhibition in Nigg, 2000). It refers to the deliber-
ate suppression of a response in order to achieve a later, in-
ternally represented goal (e.g., not scratching a mosquito
bite so that it will heal faster; managing not to interrupt a
long-winded colleague so as to fulfill a personal resolution
to be more patient). Neurally, the specific suppression of a
motor response for strategic reasons (a hallmark of cogni-
tive control) is related to a subset of the associated frontal
networks, namely, a neural loop that includes the prefrontal
cortex (in particular, orbitoprefrontal and right inferior
frontal, especially inferior frontal gyrus; Aron, Fletcher,
Bullmore, Sahakian, & Robbins, 2003), basal ganglia (es-
pecially the caudate), and thalamus (Alexander, Crutcher,
& DeLong, 1991; Middleton & Strick, 2002). It is modu-
lated by frontal-cerebellar loops throughout development
(Diamond, 2000; Middleton & Strick, 2001).
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The reactive and executive processes likely are dialeti-
cally related developmentally and in action selection, and
both are closely involved in all aspects of behavioral regu-
lation. These two processes thus likely modulate each other
and can override each other in particular contexts (Nigg,
2001). For example, to achieve an important goal, one
might overcome fear of a possible punishment (a new pro-
fessor anxious about speaking in front of colleagues does so
anyway in order to explain his work). At the same time,
anxiety might interrupt deliberate processes (the new pro-
fessor forgets his next point due to the intrusion of a worry
about how the talk is going).

As was the case for attention, our heuristic two-process
model of impulse control is in some respects too general,
in that these two core processes are each amenable to further
differentiation. For instance, in the reactive domain,
Asendorpf (1990) followed preschool children for several
years. Two kinds of reactive behavioral inhibition were
coded. The first was inhibition when meeting new children,
or inhibition to social novelty, which weakened with devel-
opment over the preschool period. In other words, children
were less fearful when meeting new children as they
matured during preschool. The second type of inhibition
was stopping a behavior based on a learned negative associa-
tion, or inhibition in response to punishment cues. It
strengthened as the children developed: Children were more
effective at stopping behavior contingent on a warning of
punishment as they matured. This study suggests that two
kinds of reactive behavioral inhibition, meeting strange
peers versus responding to learned punishment cues, may be
related to distinct developmental mechanisms that follow
different behavioral trajectories during the preschool period.
Failure of either process to develop within an acceptable
range might lead to later problems with impulse control.

Furthermore, the preceding discussion of reactive con-
trol emphasized anxiety response and alluded only briefly
to fear. An extreme fear or “panic” response is widely con-
sidered to dissociable from anxiety (Depue & Lenzenweger,
2005; Gray & McNaughton, 1996). This fear/panic or fight-
flight system can lead to the “freeze” response and then to
vigorous action. Gray’s (1971) initial suggestions about the
role of the fight-flight system in disinhibitory psychopathol-
ogy were long overlooked but have recently been revived
(Beauchaine, Katkin, Strassberg, & Snarr, 2001). In all, re-
active behavioral suppression is not strictly unitary, even
though we generally treat it as such for simplicity.

Similarly, in the domain of strategic control, the degree
of fractionation of functions remains in debate. For exam-
ple, (1) stopping a primary, intended response on the basis
of new information, (2) suppressing a competing and never

intended response, or (3) inhibiting a reflex response
may be construed as distinct or similar, depending on the
conceptual framework (see Barkley, 1997; Friedman &
Miyake, 2004; Miyake et al., 2000; Nigg, 2000). We note,
however, that the temporal relations of cognitive and motor
functions suggest some differentiation. For example, hold-
ing a goal in working memory may be distinct from carry-
ing out a goal-directed behavior or resisting interference
from a competing, tempting response (Zelazo et al., 2003).

As implied in the preceding, it is important to recognize
that reactivity can change with developmental context and
experience. For example, some children who are behav-
iorally inhibited in preschool (i.e., highly reactive or anx-
ious in novel situations) do not show this behavior pattern
in elementary school, whereas other children show stability
in this trait (Kagan, 1997; Kagan & Snidman, 2004). The
socialization context may prove crucial for helping some
children to overcome their proclivity for anxious inhibition
(Kagan, 2003). Furthermore, and unsurprisingly, executive
control continues to develop from preschool to childhood
and then into adolescence and on into adulthood. In partic-
ular, the ability to strategically control an impulse under-
goes consolidation from the preschool to early school years
(Carver, Livesey, & Charles, 2001), and then continues to
steadily improve into middle to late adolescence (Bedard
et al., 2002; Williams, Ponesse, Schachar, Logan, & Tan-
nock, 1999). Such developmental trends are consistent with
the continued maturation of frontal-subcortical neural net-
works during development, maturation that does not termi-
nate even with the end of adolescence.

As a final caution, we note that other processes are
involved in behavioral control as well. For one thing, chil-
dren with behavioral problems, such as those diagnosable
with ADHD, often think up rather unexpected impulses
that might not occur to the average child; this phenomenon
may have to do with an unusual learning history or motiva-
tional structure that is outside of our framework here. In
addition, central and peripheral motor systems in the child
may have experienced delays in development, compounding
efforts at motor impulse control (Piek et al., 2004). Finally,
as we highlight later, language development plays an impor-
tant part in impulse control during development. Nonethe-
less, for the most part, when we discuss impulse control we
focus on two related processes: reactive and strategic inter-
ruption of a potential response.

Final Overview Comment

As a final note on this preliminary conceptual section,
many other models and conceptions could be discussed in
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an encyclopedic review of self-regulation, attention, or im-
pulse control, including several that have been influential
in the psychopathology literature, such as “hot and cool”
delay of gratification (Metcalfe & Mischel, 1999), ego
control (Block & Block, 1980), activation and effort (Pri-
bram & McGuinness, 1975), extraversion (Eysenck &
Eysenck, 1985), behavioral inhibition (Quay, 1988), regu-
lation (Calkins & Fox, 2002; Kopp, 1982), response regula-
tion (MacCoon, Wallace, & Newman, 2004; Newman &
Wallace, 1993), and key socialization models (Greenberg,
Speltz, DeKlyne, & Jones, 2001; Kopp, 1982). Rather than
survey all of these or their many overlaps with our perspec-
tive (for additional review, see Douglas, 1999; Nigg, 2000;
Rothbart & Bates, 1998; Sergeant, Oosterlaan, & van der
Meere, 1999), we emphasize the basic two-factor heuristic
just presented that partially integrates temperament with
models from cognitive science.

With these qualifications in mind, we consider the func-
tional component systems that can be roughly assigned to
distinct distributed neural networks. We consider these
networks first from the perspective of attention and then
with regard to impulse control. Whereas we initially isolate
these functions for expository purposes, the relationship
among the regulatory domains will be important when we
subsequently consider developmental pathways.

ATTENTION AND PSYCHOPATHOLOGY IN
RELATION TO ATTENTION-DEFICIT/
HYPERACTIVITY DISORDER

We now consider whether attention may be a core mecha-
nism that is impaired, in some way, in children or adults
with what are termed attentional disorders. To do so,
we view attention from several angles, working through the
posterior network, anterior network, and alerting/vigilance.

Early Developing Processes: Posterior
Attention Network and Attention-
Deficit /Hyperactivity Disorder

We noted that the posterior attention network subserves
easily studied visual functions, including reflexive orient-
ing and perceptual selection. Because ADHD, at least in
the Combined subtype form (ADHD-C), is often associ-
ated with problems in executive functioning (e.g., Barkley,
1997), we might expect that ADHD-C would not be associ-
ated with posterior attentional problems. Most evidence
over the past 10 years has confirmed this guess. With re-
gard to orienting, we recently reviewed all published data

on visual-spatial orienting that relied on the widely used,
computerized orienting task, finding no consistent meta-
analytic evidence for such a problem in children with
ADHD-C, across 14 studies in the past decade and a half
(Huang-Pollock & Nigg, 2003). Intriguing, isolated find-
ings of posterior shift (not to be confused with executive
set shifting, later) or disengage problems simply could not
be replicated.

With regard to selection, historically the data have ar-
gued against a perceptual selection problem in ADHD-C
(Berman, Douglas, & Barr, 1999; McIntyre, Blackwell, &
Denton, 1978; Sergeant & van der Meere, 1988; Sharma,
Halperin, Newcorn, & Wolf, 1991). Many such investiga-
tions, however, lacked systematic control of perceptual
load in addition to other limitations (see critique by Dou-
glas, 1999). The issue of load in particular was a poten-
tially important gap in light of subsequent theories of load
and selection (Lavie, 1995). Yet, a recent investigation
controlled perceptual load more systematically using these
newer paradigms, again with no evidence of perceptual se-
lection problems in ADHD-C (Huang-Pollock, Nigg, &
Carr, 2005).

In the face of growing consensus that the posterior at-
tention network functions are not primarily involved in
ADHD-C, theorists have suggested that the posterior at-
tention network may be a mechanism in children with
ADHD Inattentive type (ADHD-I; Goodyear & Hynd,
1992; Milich et al., 2001). Very few data address this pos-
sibility formally. However, the few data on automatic vi-
sual-spatial orienting in ADHD-I do not support deficits in
this domain (Huang-Pollock & Nigg, 2003), casting doubt
on the potential for that particular probe of a posterior
attention system. Similar results emerged in a study that
varied perceptual load to isolate early selection (Huang-
Pollock et al., 2005). Yet, studies are so few that the status
of posterior attention network abilities in ADHD-I re-
mains uncertain.

At the same time, there has been substantial concern in
the nosology literature that the ADHD-I type may not be
well-specified. In particular, it may be that items tapping
sluggish cognitive tempo (a tendency of a child to be
“spacy,” underactive rather than overactive, and have low
energy) are important to recognize when defining a sub-
group with purely inattentive forms of ADHD (C. Carlson
& Mann, 2002; McBurnett, Pfiffner, & Frick, 2001). In-
deed, in DSM-IV, the inattentive type includes, by defini-
tion, children who are overactive (but just below the
threshold for ADHD-C) plus children who are clearly un-
deractive. The latter group may be those most affected by
a posterior attention system dysfunction (see Milich et al.,
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2001). Huang-Pollock et al. (2005) reported some intrigu-
ing possible support for this idea in their investigation
of perceptual load, but the sample was small. More study
of this idea is likely to be one element of future work in
the field.

Notably, in contrast to the hypothesis that ADHD-I
may be related to underfocused selection in the posterior
system, it has also been suggested that automatic overse-
lection (“overfocused” attention) may be a mechanism in-
volved in psychopathy (Hiatt, Schmitt, & Newman, 2004;
MacCoon, Wallace, & Newman, 2004; Newman & Wal-
lace, 1993). In view of the possibility that a subgroup of
children with severe hyperactivity, impulsivity, and ag-
gression may be at risk for future psychopathy (Lynam,
1998), further study of this possibility will be of interest.

Summary

Various probes of the posterior attention system, such as au-
tomatic visual-spatial orienting and early perceptual object
selection, suggest that this system is not promising as a locus
of core dysfunction in ADHD-C. However, a subset of chil-
dren with ADHD-I may have problems in that domain; data
are too sparse to draw conclusions at this point. Key limita-
tions in this work to date include insufficient empirical
study of ADHD-I and limited consideration of motivation
as a contributor to automatic attention allocation. Future
work that probes such reactive processes (e.g., through
priming designs) will be of interest, as will future work on
the inattentive subtype. Other models not discussed here
may also be important, such as Newman and colleagues’
(e.g., MacCoon et al., 2004) discussion of the role played in
self-regulation by the ability to detect warning cues.

Later Developing Processes: Anterior
Attention Network and Attention-
Deficit / Hyperactivity Disorder

We now move to perhaps the most heavily studied domain
of attention in ADHD, that of executive attention related to
the anterior attention network. It has been often theorized
as centrally involved with ADHD-C. Several abilities are
included, depending on which model of executive control
one prefers. Drawing upon the aforementioned cognitive
models as well as related neuropsychological models (e.g.,
Mirsky & Duncan, 2001; Pennington & Ozonoff, 1996),
we organize our remarks in relation to a set of four basic
abilities: (1) late selective attention or interference con-
trol, (2) strategic attentional orienting, (3) set shifting, and
(4) working memory (and its components, including short
term memory).

Late Selective Attention/Interference Control

Late selection, or interference control, figures promi-
nently in many theories of ADHD (Barkley, 1997; Berger
& Posner, 2000). The most classic test of anterior atten-
tional selection, or interference control, is the Stroop task
(MacLeod, 1991). One must name the ink color of color-
words (e.g., the word “red” printed in green ink); reading
the word is more automatic than naming the color, so
interference results. Both qualitative (Nigg, 2001) and
quantitative (Homack & Riccio, 2004; Van Mourik, Oost-
erlaan, & Sergeant, 2005) reviews have concluded that
Stroop interference is at most minimally impaired in
ADHD-C in childhood. However, the null findings may
be related to methodological limitations. Most saliently,
studies relying on the paper-and-pencil version of
the Stroop task, and thus utilizing a single “ total items
within 45 seconds” score timed with a stopwatch, have not
yielded evidence for large problems in interference con-
trol on the part of participants with ADHD, apart from the
slow naming speeds characteristic of this disorder (re-
viewed in detail by Nigg, 2001). Yet, investigations using
computerized interference control tasks, which enable
calculation of reaction time for each item and then averag-
ing all of these individual item reaction times, have had
more success (Carter, Krener, Chaderjian, Northcutt, &
Wolfe, 1995; Jonkman et al., 1999), though not unequivo-
cally (Huang-Pollock et al., 2005). Overall, then, interfer-
ence control has yet to be clearly confirmed as a
replicable dysfunction in ADHD-C.

This ability is also factored in psychometric studies
with other neuropsychological tests, such as the Trailmak-
ing test (Mirsky & Duncan, 2001), which requires rapidly
tracing a line between alternating letters and numbers
(e.g., 1-a-2-b-3-c). Although such a grouping may be debat-
able (Pennington & Ozonoff, 1996, group Trailmaking
under “set shifting,” next section), the Trailmaking test
shows modest ADHD-related deficits (e.g., Nigg, Blaskey,
Huang-Pollock, & Rappley, 2002) with meta-analytic ef-
fect size estimated at d = .55 across 14 investigations
(Willcutt, Doyle, Nigg, Faraone, & Pennington, 2005). Yet
its demand for ongoing motor control and set shifting call
into question the Trailmaking test’s purity as evidence of
an attention problem per se.

Set Shifting

Although not featured in most cognitive neuroscience mod-
els, set shifting is regularly implicated in many neuropsy-
chological tasks. Aside from the Trailmaking test as a
possible measure, one classic neuropsychological measure



374 Disorders of Attention and Impulse Regulation

of this concept is the perseveration errors score on the
Wisconsin Card Sort Test (WCST; Mirsky & Duncan,
2001; Miyake et al., 2000). The WCST requires children to
adopt a response set (e.g., match cards by color) and then to
switch to a different response set (e.g., match cards by
shape). Perseverating on the initial response set is viewed
as a weakness in set shifting. This measure likewise shows
only modest effects in ADHD: As recently reported, the
meta-analytic effect size across 24 studies of ADHD was
d = .46, with the majority of individual investigations fail-
ing to find a significant effect (Willcutt et al., 2005). The
largest WCST studies accordingly provide mixed results
(Houghton et al., 1999; Klorman et al., 1999; Pineda,
Ardelli, & Rosselli, 1999; Willcutt et al., 2001). However,
as a measure of set shifting, the WCST is limited by a re-
liance on errors rather than reaction times (error scores are
notoriously problematic in terms of psychometric proper-
ties; see M. B. Miller, Chapman, Chapman, & Collins,
1995) and lacks the precision of millisecond reaction time
probes. Alternative error measures of set shifting ability
may show an ADHD-related deficit (Koschack, Kunert,
Derichs, Weniger, & Irle, 2003) but face the same psycho-
metric limitations. Therefore, recent studies have bor-
rowed task-switching designs from cognitive psychology
that rely on reaction time measures. Although varying in
detail, these designs all induce a response set and then
measure reaction times when the primary response set
must be changed; they can monitor dual-task performance
(performance cost of doing two things at once) or switch-
ing costs (see Pashler, 1998). Application of these more
refined paradigms to ADHD has barely begun. Initial stud-
ies provide some evidence of rapid, controlled shifting
deficits (Cepeda, Cepeda, & Kramer, 2000; Hollingsworth,
McAuliffe, & Knowlton, 2001; Oosterlaan & Sergeant,
1998b; Perchet et al., 2001; Schachar, Tannock, Marriott,
& Logan, 1995), but studies to date are too few and varying
in method to allow firm conclusions about the magnitude of
the effect.

Working Memory

Working memory is a vast topic in itself, yet it is clearly
related to attention because it is also described as a lim-
ited-capacity system with two basic elements. The first
element, commonly referred to as the “central executive”
(Baddeley & Hitch, 1994) or “working memory capacity,”
is viewed as a domain general ability that essentially taps
the same construct as the anterior attention network dis-
cussed earlier (Engle, 2001, 2002). It involves the ability
to protect and manipulate information in mind, and likely
depends in part on dorsolateral-prefrontal cortex (Kane &

Engle, 2002). The second element entails domain-specific,
short-term memory modules for temporarily holding
information. The most common division of these is into the
visual sketch pad (visual working memory) and the phono-
logical loop (speech-based information or verbal working
memory; Baddeley & Hitch, 1994). At least 20 experimen-
tal studies have looked at working memory and related
abilities (short term memory, planning) in ADHD in recent
years. These are most interpretable if sorted into verbal
versus spatial domains.

In the verbal domain, Tannock, Ickowicz, and Schachar
(1995) noted ADHD-related deficits on a serial addition
task, which were improved by medication only for those
children with low comorbid anxiety. Others also found that
children with ADHD (usually ADHD-C) performed worse
than controls on verbal working memory tasks (McInerney
& Kerns, 2003; Stevens, Quittner, Zuckerman, & Moore,
2002). Such effects, however, may depend on the particular
measure used and do not appear to be robust to covarying
the influence of comorbid symptoms (McInnes, Humphries,
Hogg-Johnson, & Tannock, 2003; Sonuga-Barke, Dalen,
Daley, & Remington, 2002). In their meta-analysis of digit
span backward and sentence span tasks, Willcutt et al.
(2005) reported a composite effect size of d = .55 across 11
studies; similar results were reported by Martinussen, Hay-
den, Hogg-Johnson, and Tannock (2005). Notably, Marti-
nussen et al. observed a similar effect size for short term
memory (e.g., digit span forward) and working memory
(e.g., digit span backwards). In all, verbal working memory
deficits in ADHD appear to be modest in magnitude.

Measures of visual-spatial working memory show more
dependable ADHD-related effects. This appears on three
kinds of tasks: (1) planning tasks (such as Tower of
Hanoi), (2) traditional working memory tasks such as spa-
tial span backwards, and (3) short-term memory tasks
(e.g., spatial span forwards). In planning tasks (e.g.,
Tower of Hanoi or Tower of London, in which the child
must rearrange discs or balls on wooden pegs by mentally
looking ahead at the necessary moves; Klorman et al.,
1999; Nigg, Blaskey, Huang-Pollock, & Rappley, 2002) or
the self-ordered pointing task (Shue & Douglas, 1992),
meta-analytic effect sizes are robust, with d = .69 for 6
studies using the Tower of Hanoi (but only d = .51 for 6
studies with the Tower of London; Willcutt et al., 2005).
However, these tasks appear to involve reasoning as well
as working memory. In the second type of task (working
memory), Martinussen et al. (2005) found d > 1.0 in a
meta-analysis of 7 studies of spatial span backwards or
similar tasks. Third are short-term memory tasks that tap
storage capacity but not executive control or protection,
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using tasks such as the spatial span of apprehension
(Karatekin & Asarnow, 1998; McInnes et al., 2003) or the
CANTAB spatial working memory task (Barnett et al.,
2001). These types of measures yielded a composite ef-
fect size of d = .85 across 9 studies (Martinussen et al.,
2005). Thus, whereas ADHD clearly involves some type
of difficulty in spatial short term or working memory, it is
unclear to what extent difficulties in visual working mem-
ory are due to difficulties with the protection of working
memory (interference control, or anterior attention) ver-
sus the functioning of the spatial working memory scratch
pad per se (see Martinussen et al., 2005). The picture is
compounded by evidence that visual working and short
term memory tasks both may tend to entail executive con-
trol, and more so than do auditory tasks (Miyake, Fried-
man, Rettinger, Shah, & Hegarty, 2001). For now, it may
be most parsimonious to view the ADHD difficulty in
these studies in terms of the executive control of attention
(protecting working memory; or in other words, the work-
ing memory “central executive”), but more differentiated
work will be of interest. The large effect sizes apparent in
these initial studies are provocative, and their magnitude
after more studies have been completed will be of interest.

Summary

Evidence for a modest anterior attention dysfunction in
ADHD exists from a wide range of neuropsychological in-
vestigations, although it is unclear that such deficits are as
robust or large as might be needed for a convincing core
deficit in ADHD. In particular, effect sizes on widely stud-
ied clinical neuropsychological measures, such as the Wis-
consin Card Sort and the Stroop test, are of small to at
most medium magnitude. However, aspects of working
memory or short term memory appear to be more clearly
involved, at least in the spatial domain. Newer, more re-
fined measures of cognitive selection and working memory
that capitalize on reliable reaction time measures or that
emphasize components of working memory (e.g., visual
working memory) may clarify matters in coming years.

Moderating Processes: The Vigilance
Attention Network and Attention-
Deficit /Hyperactivity Disorder

Recall that the vigilance system (Posner & Peterson, 1990)
is responsible for establishing and maintaining an alert
state (“ready for anything”). Lapses in this attention func-
tion are apparent to anyone who is tired or sleepy; they are
also salient in such medical conditions as epilepsy and nar-
colepsy (Mirsky & Duncan, 2001). Vigilance depends on a

network of neural structures that include the noradrenergic
system originating in the locus coeruleus, the cholinergic
system of the basal forebrain, the intralaminar thalamic nu-
clei, the right prefrontal cortex (Parasuraman et al., 1998;
Posner & Peterson, 1990; Rothbart, Derryberry, & Posner,
1994), and possibly the ascending reticular activating sys-
tem (Mirsky & Duncan, 2001; the latter is related to wake-
fulness). We noted two distinct functions: phasic alerting
to a stimulus (Berger & Posner, 2000; called “arousal” by
Pribram & McGuinness, 1975, and “stabilize” by Mirsky
& Duncan, 2001), followed by tonic sustaining of attention
to the stimulus, called vigilance (Posner & Peterson, 1990)
or “sustained” attention (Mirksy & Duncan, 2001). Group-
ing these functions together is conceptually helpful (Posner
& Peterson, 1990), although their degree of neuroscientific
linkage remains unclear (see Mirsky & Duncan, 2001;
Parasuraman et al., 1998).

A complication for readers of the ADHD literature is
that the concept of tonic vigilance is related in some models
to still another concept, that of “activation” (Pribram &
McGuinness, 1975), a term itself often used in differing
ways in the ADHD literature and in the developmental and
temperament literature. The lack of isomorphism in han-
dling “activation” across theories is related to distinct
historical streams of thought (Strelau, 1994). One stream,
exemplified by Gray (1982), arose from research on tem-
perament and learning theory reaching back through the
work of Eysenck to Pavlov’s early conceptions of learning,
in which activation was closely related to reward respond-
ing. The second stream, exemplified by Posner and Peterson
(1990) and Pribram and McGuinness (1975), arose from the
cognitive sciences and information-processing approaches,
which de-emphasized incentive response and emphasized
global response readiness and attention. Table 9.3 summa-
rizes the scientific traditions that distinguish arousal from
activation in these two different ways. As a result, one cur-
rent thread of theorizing about ADHD draws on tempera-
ment and learning theory (and, more recently, associated
animal models of ADHD), thus emphasizing reward re-
sponse (e.g., Sagvolden et al., 1998, 2005). Another thread
of ADHD theorizing draws on cognitive and information-
processing theory and emphasizes impaired demand-re-
sponse preparation generally (e.g., Sergeant et al., 1999).

We distinguish these two meanings of activation be-
cause they sometimes make different predictions (e.g., re-
garding importance of reward) and have distinct theorized
neural concomitants. Thus, the reward-based activation
concept is related to dopaminergic reward pathways,
whereas the vigilance system under discussion in this sec-
tion is related to noradrenergic projections. We therefore
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TABLE 9.3 Parallel Yet Distinct Historical Conceptions of State Regulation by Arousal and Activation

Arousal /Alerting Activation /Approach/Vigilance
Marker Marker

Neural Response Neural Response

Temperament Theories of Arousal-Activation

1. Eysenck (1967) RAS Extraversion Autonomic response Neuroticism

2. Gray (1971) RAS After incentive cue increase
next response intensity

Ascending DA fibers to basal
ganglia, limbic, and
prefrontal (mesolimbic DA)

Motor response to reward cue

Information Processing Theories

1. Pribram and McGuinness
(1975)

RAS, amgydala
hypothalamus

Time-locked, phasic
responding, heart rate
deceleration, CPT d′

Basal ganglia striatum Tonic physiological change; in
vigilance tasks, CPT beta

2. Tucker and Williamson
(1984)

Right lateral NA
neurons

For any stimulus input,
enhance signal;noise detection

Left lateralized DA
projections

Preparation for motor response

3. Posner and Petersen
(1990)

Right latera NA
neuronsl frontal /
parietal

Phasic alerting to new signal Right alterting network Tonic vigilance to ongoing
signal; sustained RT rate over
time

Notes: DA = Dopaminergic brain projections; NA = Noradrenergic brain projections; RAS = Brain stem to cortex ascending reticular activating system
and associated corticoreticular neural loop. D-prime and beta refer to parameters on the continuous performance test , which is a laboratory cogni-
tive task.

consider activation in two different ways. First, we con-
sider it as a demand-response function along with our con-
sideration of the vigilance system in the present section, as
Activation. We do so even though, as noted in Table 9.3,
the neural instantiation of this response-readiness type of
activation has been disputed and may not be in the same
neural system as vigilance or sustained attention as we
have described it. Second, we consider responsiviness to
reward incentive cues in a later section, under the rubric of
reactive or motivational response.

Collectively, these functions are sometimes referred to
as state regulation rather than attention functions (Sergeant
et al., 1999). Here, we adopt the framework of Posner and
Peterson (1990; Table 9.3), while highlighting key diver-
gences related to other perspectives. Our main theme is that
the data on these two broad types of functions—alerting
and sustained attention—are distinct in relation to ADHD.

Alerting

Alerting refers to initial response to a stimulus. It involves
the ability to prepare for what is about to happen. It is rele-
vant the instant a warning is received, or when there is a
need to be ready to respond without warning. An example
might be waiting during a short-answer test for the next
question from the teacher, or waiting in a track meet for the
starting gun to sound. It is closely related to the older con-
cept of cortical arousal, and for our purposes those two
terms can be put together. We view arousal as a right brain

lateralized process of activation by noradrenergic neurons.
It responds to stimulus input and prepares to take advan-
tage of new information by enhancing the signal�noise ratio
for novelty detection (Posner & Peterson, 1990). Recent
theories and data have used the term “alerting” to refer to
specific deficits related to ADHD (Berger & Posner,
2000), whereas classic theories of ADHD emphasize a
deficit in cortical “arousal” (Satterfield, Cantwell, & Sat-
terfield, 1974; Zentall & Zentall, 1983) or, concomitantly,
disruption in ascending noradrenergic neural systems that
facilitate signal�noise detection (McCracken, 1991).

Alerting can be assessed in several different ways, most
of them relating to reaction time or physiological response
in the first seconds after encountering a stimulus of some
kind. Thus, with regard to reaction time and errors, an ef-
fective alerting system prepares for a rapid, accurate re-
sponse. As a result, when alerting is impaired, we predict
that children will make slow, inaccurate responses when
fast responses are required, in the same way that a tired
driver has slower reaction times to a sudden traffic stop.
Thus, in the laboratory, a deficit in alerting (or phasic
arousal) is usually marked by poor performance (slow,
variable response times) either on a series of single abrupt-
onset trials (e.g., detect the light the moment it appears and
touch the key as quickly as possible) or poor performance
from the very beginning of a reaction time task. At the
same time, when waiting or reflection is required, someone
who is not alert or who has low cortical arousal would be
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expected to have difficulty waiting, because such waiting
and reflecting requires appropriate arousal; in that context,
our tired friend would respond too hastily.

Therefore, two different kinds of performance problem
are consistent with an alerting deficit: slow and variable
responses to fast tasks, and hasty, inaccurate responses
to slow-careful tasks. Both kinds of response patterns are
typical in impulsive children and children with ADHD.
Failures in this system therefore could account for inability
to regulate behavior or attention effectively in ADHD.
(Note that excess arousal would lead to a classic impulsive
style of hasty, inaccurate responding, but not slow, variable
responses on fast reaction time tasks; therefore, the pre-
dominant view regarding ADHD is that it involves low
rather than high arousal. Other forms of impulsivity may
be precipitated by high arousal.)

The evidence for slow and variable responses, and poor
responses from the very beginning of reaction time tasks,
comes from several reviews and meta-analyses. This pattern
was evident in a detailed review of the early literature
(Sergeant & Scholten, 1985), a meta-analysis of this func-
tion in 8 studies using the stop task (Oosterlaan, Logan,
et al., 1998), and recent, large-sample studies (Swanson
et al., 2000). However, a review of orienting studies did
not observe a dependable slow and variable response pattern
across all studies, even though most studies did observe that
effect (Huang-Pollock & Nigg, 2003). Leth-Steensen,
Elbaz, and Douglas (2000) also reported a sophisticated
analysis of variable response profiles in ADHD, emphasiz-
ing that children with ADHD make an excess of very slow
responses, consistent with variable attention or low arousal.

Other evidence is also consistent with this idea. For
example, the continuous performance task (CPT) d′ parame-
ter, a signal-detection measure reflecting sensitivity to the
difference between a target and a nontarget (Lachman, Lach-
man, & Butterfield, 1979), shows an aggregate ADHD-
related deficit in meta-analytic reports (Losier, McGrath, &
Klein, 1996). This finding can be interpreted as evidence of
an arousal or alertness dysfunction. Further, EEG slow wave
findings and early evoked response potential (ERP) tend to
be consistent with an arousal dysfunction. Among the first
efforts to use contemporary definitions of ADHD and viable
EEG methods was conducted by Satterfield and colleagues
(Satterfield et al., 1974; Satterfield & Dawson, 1971). Re-
cent electrophysiological work has often, though not unequiv-
ocally, been supportive (Brandeis et al., 1998; Monastra
et al., 1999; Silberstein et al., 1998). A salient finding entails
an excess ratio of theta�beta activity, or excess relative slow
wave activity, in ADHD (for a review of EEG, see Barry,
Clarke, & Johnstone, 2003a; for ERP, Barry, Clarke, & John-

stone, 2003b). Barry et al. (2003a, 2003b) concluded that the
EEG and ERP evidence both are consistent with central
nervous system (CNS) hypoarousal in a percentage of chil-
dren with ADHD-C as well as ADHD-I.

Caveats to this argument were pointed out by van der
Meere and colleagues (Sergeant et al., 1999; van der Meere,
2002), who argued that most studies (e.g., with the CPT)
failed to consider event rate and that (1) failure to find sus-
tained attention deficits on fast-event rate CPT tasks con-
tradicts an arousal dysfunction hypothesis and (2) many of
the performance data may in fact reflect a problem in acti-
vation (see later discussion). Moreover, strategy effects
(e.g., speed-for-accuracy trade-off ) were often overlooked.
Nonetheless, some of the evidence just reviewed is most
parsimoniously viewed as indicative of arousal or alertness
problems, at least in ADHD-C.

Vigilance or Sustained Attention

Broadly speaking, sustained attention refers to maintain-
ing focus on a task over time and is thus related to the con-
cept of activation, which refers to the ability to prepare
ongoing responses in the late stages of behavioral control
and organization. When referred to as “sustained atten-
tion” (Mirsky & Duncan, 2001), this ability is among the
most common ideas of an ADHD core deficit, albeit one
not readily supported by available evidence. In the cogni-
tive psychology literature, it means the ability to maintain
a state of alertness and wakefulness during “prolonged
mental activity” (Weinberg & Harper, 1993). This notion
can clearly include the child’s paying attention throughout
a class at school or staying focused during a sports event
waiting for the cue to action. For everyone, performance
shows a decrement (slower and more variable responses,
more errors) as the minutes and hours go by (Parasuraman
et al., 1998). ADHD-related deficits in sustained attention
should result in an excess decline over time versus controls,
yielding a group-by-time interaction.

Yet, even though children with ADHD appear to lose
interest in tasks quickly, it turns out that they typically do
not show a decline in accuracy (or in speed) over time on
laboratory tasks (Sergeant et al., 1999; Sergeant &
Sholten, 1985; Sergeant & van der Meere, 1990). Al-
though reliant on interpreting null interaction findings in
often small-sample studies (see Douglas, 1999), the like-
lihood of a true sustained attention deficit in this syn-
drome has been judged doubtful by most commentators in
the field. Data are less plentiful for ADHD-I and ADHD-
H. In the case of ADHD-C, instead of a decrement over
time, these children seem to show performance deficits
from the very beginning of a task or response (Sergeant &
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van der Meere, 1990). This pattern suggests a problem in
alerting or arousal, as described in the prior paragraphs,
but not sustained attention per se. However, this finding
may depend on the event rate; some data indicate that at
slow event rates, a sustained attention deficit is observed
(van der Meere, 2002), pointing again to the issue of weak
activation. We now turn to this topic and consider evi-
dence for it more directly.

Activation

Tucker and Williamson (1984) recast the time-on-task do-
main as activation (Table 9.3), dramatically shifting the
conceptual emphasis to output preparation during each
discrete response, rather than merely global time-on-task
attentional ability (Sergeant et al., 1999). This conception
affords a broader consideration of relevant evidence, now
with an emphasis on motor preparation rather than atten-
tion. Indeed, left-lateralized dopamine systems are em-
phasized, rather than the right-lateralized system that is
thought to support arousal and vigilance per se, so that
some view it as an executive function (Berger & Posner,
2000). Regardless, when activation is viewed in this way,
evidence is more supportive of an ADHD-related deficit.
As noted earlier, Dutch scientists using time-on-task and
event rate data reported that children with ADHD show
normalized performance at medium event rates but weak-
nesses at slow and fast event rates on CPT (van der Meere,
Shalev, Borger, & Gross-Tsur, 1995) and go/no go tasks
(Borger & van der Meere, 2000; van der Meere & Ster-
merdink, 1999), leading these investigators to favor an
underactivation explanation of ADHD cognitive and per-
formance deficits (Sergeant et al., 1999; van der Meere,
2002). In other words, varying the rate at which a com-
puter presents stimuli can moderate and nearly normalize
response accuracy for children with ADHD. Further evi-
dence for a deficit in activation or the related concept of
effort comes from the difficulty children with ADHD
have in producing rapid motor responses over time (Carte,
Nigg, & Hinshaw, 1996). In addition, some physiological
data, in particular heart rate data, appear to be supportive
(van der Meere, 2002).

Caveats to this argument entail failure of some activa-
tion predictions to materialize. For example, deficits on
the CPT beta parameter (an index of response bias, that is,
risky versus conservative) have not been confirmed in
meta-analyses (Losier et al., 1996), raising problems for
an activation account. On balance, however, an activation
dysfunction in ADHD remains an important possibility,
with intriguing evidence of context-dependent functional
deficits in children with ADHD.

Summary

The vigilance network and associated state regulation func-
tions are extremely important for understanding ADHD. In
particular, substantial evidence supports an underarousal or
alerting dysfunction in ADHD, particularly ADHD-C.
Contrary to popular lore, evidence fails to consistenly sup-
port a sustained attention or vigilance problem in ADHD,
but that conclusion depends on interpreting null findings,
which are vulnerable to low statistical power, and appar-
ently on event rate. Effects of event rate on children with
ADHD suggest that a modified activation (motor prepara-
tion) account is promising. Most such research has focused
on ADHD-C; the performance of other ADHD subtypes re-
mains underinvestigated.

Attention and Attention-Deficit /Hyperactivity
Disorder: Interim Conclusions

Clearly, the turning of the field to attention as a potential
core deficit in ADHD in the 1970s, including renaming of
the syndrome to emphasize deficits in attention, has
yielded a number of important discoveries. Perhaps most
surprising has been the difficulty of establishing what
seems, at first glance, the most obvious candidate for an
ADHD deficit, namely, a problem in sustained attention. In
fact, children with ADHD appear to be less task-ready and
more inattentive during all phases of task presentation,
even beginning stages. As important (if less surprising)
is that attentional processes associated with the early ma-
turing posterior attention network, such as reflexive orient-
ing and perceptual selection, are also generally spared in
ADHD, at least in the visual modality and at least in chil-
dren with ADHD-C. Thus, two kinds of attention—sus-
tained attention and automatic orienting—are apparently
intact in most children diagnosed with ADHD-C. Whereas
the later maturing executive or anterior attention domain is
widely viewed as important in ADHD, establishing clear
and well-defined dysfunctions in executive attention has
been elusive because of wide variations in measurement ap-
proaches and inconsistent results from traditional neu-
ropsychological measures, resulting in small to moderate
effect sizes in meta-analyses.

The safest conclusion about executive attention may be
that it is a domain of only modest deficit in ADHD-C, per-
haps representing a secondary rather than primary etiolog-
ical dysfunction. On the other hand, arousal and related
operations of the moderating noradrenergic vigilance net-
work offer a promising candidate for a core within-child
causal mechanism. Further specification and study of the
idea of activation—as distinct from sustained attention and
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more closely related to dopamine systems and to output or
motor responding—may be fruitful and could lead to a bet-
ter integration of the arousal and attention findings. Closer
scrutiny of children with ADHD-I, especially those with
sluggish cognitive tempo, is a key future direction for this
arena of study. Finally, the intersection of motivation with
arousal and executive attention findings is poorly under-
stood in the case of ADHD. We consider motivational ef-
fects more closely in our next section.

IMPULSE CONTROL AND
PSYCHOPATHOLOGY IN RELATION
TO ATTENTION-DEFICIT/
HYPERACTIVITY DISORDER

As highlighted earlier, impulse control can be viewed in
terms of two broad functions: reactive (motivational) and
executive control. We first consider reactive control,
because it is the earlier developing of these two broad
mechanisms. Reactive response to incentive cues—that is,
possible punishment or possible reward—comes online in
late infancy (Rothbart & Ahadi, 1994). We note both reac-
tive suppression of response and reward or approach re-
sponding as potentially important. After that, we revisit the
executive domain, this time emphasizing impulse control
rather than attention. Deliberate control of response begins
to emerge in precursive form in the toddler years, and we
highlight several kinds of evidence about those processes in
ADHD throughout development. We briefly note alterna-
tive approaches to understanding the impulse control prob-
lems in children with ADHD, including motor timing and
the fight-flight system.

Early Developing, Reactive Mechanisms:
I. Response Inhibition and Attention-
Deficit /Hyperactivity Disorder

Reactive or motivational suppression of behavior occurs in
response to anxiety or fear (with variation in this suppres-
sion across anxiety and fear). Overresponding by this sys-
tem can lead to internalizing and anxiety disorders (and
perhaps anxious-impulsive behavior). Our main concern,
however, is whether the reactive system underresponds in
impulse-control disorders like ADHD, thus failing to ade-
quately interrupt inappropriate behavior and redirect atten-
tion. This reactive inhibitory function depends on both the
integrity of the behavioral-interruption process, which we
discuss in this subsection, and the intensity of the affective
states that compete with it, including excitement (positive

approach) and anger, discussed in the next subsection. Two
theoretical traditions inform the temperament concept of
reactive control.

In the first, Kagan and colleagues (Kagan, 1997; Kagan,
Reznick, & Snidman, 1987; Kagan & Snidman, 2004)
propose a temperament that is inhibited versus one that is
uninhibited. Children with inhibited temperament sup-
pressed impulses in the presence of novel social encounters
(typically, novel peers) while experiencing high internal
arousal. This program of research links such behavioral
suppression to greater autonomic arousal and perhaps
to greater limbic activation (Kagan, 1997). Over the
course of development, some children with inhibited tem-
perament develop anxiety-related difficulties (Biederman
et al., 2001; Kagan, Snidman, Zentner, & Peterson, 1999),
whereas those with extremes of uninhibited temperament
are at risk for externalizing behavior problems (impulse
control problems). As noted earlier, however, these paths
are far from invariant. A notable percentage of children
with inhibited temperament can move out of their classifi-
cation during preschool and early childhood. Thus, this
type of impulse control is detectable early on as a tempera-
mental characteristic but may change notably with develop-
mental context during childhood.

In the second line of thinking, Gray (1982) refers to a
similar type of behavioral inhibition but with greater
emphasis on the appearance of a signal for danger or pun-
ishment, though he includes the unexpected as well. An ex-
ample of a cue for punishment might be when a bullying
child refrains from further provocation on hearing his vic-
tim’s big brother approaching, instead listening for the
threat. An important point here is that when reactive sup-
pression of impulses occurs, behavior does not stop en-
tirely. Instead, the current behavior is interrupted, and
attention is reactively and automatically redirected to the
threat stimulus (Gray & McNaughton, 1996). Anxiety is
the hallmark psychological concomitant of activation in
this system (Gray, 1982), so that dysfunction involves low
anxiety and failure to learn or adequately respond to pun-
ishment cues. Debate remains vigorous as to the critical
role of response to the unexpected versus response to po-
tential danger (Kagan & Snidman, 2004), and subsequent
theories have modified Gray’s model in important ways
(Depue & Lenzenweger, 2005). Work on ADHD, however,
has relied heavily on Gray.

Thus, following directly from Gray’s thinking, theorists
asked 2 decades ago whether ADHD was associated with
failure to respond to punishment cues (Quay, 1988, 1997).
However, most data were unconvincing (Daugherty &
Quay, 1991; Milich, Hartung, Martin, & Haigler, 1994). In
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fact, a central confound to this hypothesis concerns the rel-
atively numerous subset of cases (as many as a third of
children with ADHD) with a comorbid anxiety disorder.
By definition, they should have an overresponsive reactive
inhibition system. In contrast, the subset of ADHD chil-
dren with low anxiety and perhaps with comorbid Conduct
Disorder appears most likely to fail to respond to punish-
ment cues (see Nigg, 2003). Perhaps as a result of failure to
systematically consider these crucial comorbid conditions,
experimental studies that manipulate punishment cues and
examine children’s response times and error rates have
yielded, at best, inconsistent results for ADHD (Iaboni,
Douglas, & Baker, 1995; O’Brian & Frick, 1996; O’Brian,
Frick, & Lyman, 1994; Pliszka, Hatch, Borcherding, & Ro-
geness, 1993).

A mixed picture also emerges from physiological stud-
ies, which examine skin conductance and heart rate under
varying incentive conditions, making use of sophisticated
theories of central-to-peripheral nerve system responding
(Fowles, 1980). Although some studies show an ADHD
effect (e.g., Iaboni, Douglas, & Ditto, 1997), failure to con-
trol for associated antisocial behaviors or comorbid disrup-
tive behavior disorders remains a limitation and results are
inconsistent. Pliszka, Borcherding, Spratley, Leon, and
Irick (1997) failed to substantiate an ADHD-related reac-
tive inhibition response. However, Beauchaine et al. (2001)
had more positive results using a similar approach, and
O’Connell, Bellgrove, Dockree, and Robertson (2004)
found abnormal skin conductance in response to errors in
ADHD subjects.

Further physiological studies therefore will be of inter-
est in the coming decade. In particular, further incorpora-
tion of specific cardiac measures such as heart rate
deceleration and vagal tone may be promising to asses this
aspect of functioning in ADHD. For example, Calkins and
Fox (2002) reviewed a body of research indicating that poor
behavioral regulation is indexed by these physiological
measures. Relevant studies of children with ADHD are few.

As a final note, we point out that an alternative mecha-
nism of behavioral inhibition would be via the fight-flight
response—the fear response, as distinct from an anxiety
response (Depue & Lenzenweger, 2005; Gray, 1982). This
response would be expected to cause a freeze response to
fear or imminent danger (suppression of all behavior) but
also to trigger excessive, situationally inappropriate anger
and aggressive behavior when dysfunctional (Gray, 1991).
Beauchaine (2001) has theorized that this system may play
a role in ADHD, and initial physiological data are intrigu-
ing (Beauchaine et al., 2001).

Summary

Overall, reactive behavioral inhibition is an important
function but so far does not emerge as a likely core domain
of deficit in most cases of ADHD apart from those chil-
dren with early-onset, comorbid Conduct Disorder. How-
ever, research in this area remains in the early stages, with
only a handful of relevant physiological studies to date and
virtually no early observational or other studies of
temperamental reactivity per se in children with ADHD,
either cross-sectional or longitudinal.

Early Developing, Reactive Mechanisms:
II. Reward Response and Attention-
Deficit /Hyperactivity Disorder

We noted that reactive processes also include approach
processes and that impulse control is also affected by the
strength of affective states, such as excited approach to re-
ward and angry response to frustration. In the case of
ADHD, theorists have been especially interested in the
possibility that impulse control can fail because such ap-
proach processes (excitement to a reward cue) are either
over- or underresponsive to context.

The neural locus of this system is also of interest be-
cause it corresponds to neuroimaging findings in ADHD,
with an important role for ascending dopaminergic fibers
in the brain’s appetitive system, known as the mesolimbic
dopamine system (Depue & Collins, 1999; Gray, 1971,
1982). These fibers proceed from the substantia nigra and
ventral tegmentum to the basal ganglia (especially the cau-
date nucleus), limbic system, lateral hypothalamus, and
prefrontal cortex, thus touching several structures impli-
cated in ADHD and overlapping with the dopaminergic
projections thought to modulate executive behavioral con-
trol. Note that a related motivational concept, that of
ef fort, is discussed in alternative theoretical traditions
(Sergeant et al., 1999). We include effort in our broad con-
cept of motivational approach, following Scheres, Ooster-
laan, and Sergeant (2001) and Sergeant (2005).

Historically, there was initial interest in the hypothesis
of an overresponsive approach system in ADHD while also
considering the possibility of underresponsivity (Goren-
stein & Newman, 1980; Gray, 1991; Haenlein & Caul,
1987; Newman & Wallace, 1993). Experimentally, we
would expect that an overactive reward system would lead
children with ADHD to overrespond in the presence of re-
ward cues, but not when reward cues are absent. It has been
difficult, however, to isolate such a context-specific effect
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in ADHD (Iaboni et al., 1995; Oosterlaan & Sergeant,
1998a) raising an important obstacle for a straightforward
excess-reward-response model. Clarifying this picture,
other behavioral findings suggest that ADHD children are
overresponsive to recent or immediate reward but underre-
sponsive to more time-distal contingencies (Douglas, 1988;
Tripp & Alsop, 1999). Failure to consider temporal proper-
ties of the reward could account for the inconsistent results
in a number of studies.

As a result, in the past decade, theorists emphasized
the temporal properties of the reward as key to understand-
ing impulsivity and ADHD. Children with ADHD are hy-
pothesized to be underresponsive to delayed rewards but
normally or even excessively responsive to immediate in-
centives. This pattern is described as a steepened “delay-
reward gradient” because a graph of strength of response
by time to reward shows a much steeper curve for ADHD
than normal. In other words, the drop-off in performance
for individuals with ADHD when rewards are delayed is
precipitous (an effect demonstrable in certain animal mod-
els of ADHD; Sagvolden et al., 2005). In short, under this
hypothesis, abnormal relative weighting of delayed and im-
mediate incentives leads to impulsive behavior. Sagvolden
and colleagues, in a well-focused theory derived from ani-
mal models, hypothesized that extinction following learn-
ing should be impaired if there is a reward dysfunction,
because new learning will fail to replace the prior over-
learned behavior, an effect seen in their animal model (the
spontaneously hypertensive rat).

Their preliminary studies of children appear supportive
(Johansen, Aase, Meyer, & Sagvolden, 2002), although
more replications are needed and data across a wide range
of studies are inconsistent with regard to reinforcement re-
sponding in ADHD (Luman et al., 2005). Boosting this the-
ory has been recognition that difficulty tolerating delay
may be related to reward dysfunction. Sonuga-Barke and
colleagues (2002) found that children with ADHD consis-
tently chose immediate small rewards over delayed larger
rewards—although they attributed this to strategic avoid-
ance of delay rather than sensitivity to reward itself. In any
event, this tendency is as strong as dysfunctional executive
inhibition as a correlate of ADHD symptoms (Nigg, Will-
cutt, et al., 2005; Solanto et al., 2001).

Summary

In summary, a steepened delay-reward gradient (dramatic
drop in performance as rewards become more delayed) ap-
pears to be one element in the development of ADHD, par-
ticularly its hyperactive-impulsive symptoms, that deserves

close scrutiny. Early development of this process during the
infancy and toddler years could shed valuable light on the
viability of this view as explanatory for some children with
problems in impulse control. It represents an area in which
an explicitly developmental focus—from very early child-
hood through middle childhood and beyond—will be essen-
tial for future progress.

Later Developing Deliberate or Executive
Control of Impulse and Attention-
Deficit /Hyperactivity Disorder

With regard to impulse control, executive processes have
among their functions that of suppressing task or goal-ir-
relevant motor responses. This type of impulse-control
process is deliberate or effortful and can occur without
substantial fear or anxiety motivating it. It involves a dis-
tributed neural system that is conceptually and anatomi-
cally closely related to the anterior attention system we
featured earlier, including the inferior frontal gyrus and a
structure in the subcortical basal ganglia called the cau-
date (Aron et al., 2003).

Convergence of approaches in describing the executive
control system is apparent, given that deliberate or effort-
ful control of responding is emphasized in theories of both
early cognitive development (Zelazo et al., 2003) and early
social-emotional development (Murray & Kochanska,
2002). However, these approaches have not yet been fully
applied to the development of risk for ADHD. For example,
surprisingly little research has considered temperament an-
tecedents such as effortful control or personality outcomes
such as Conscientiousness and Constraint in relation to
ADHD (Nigg, Goldsmith, & Sachek, 2004; Olson, 2002;
Sanson, Smart, Prior, & Oberklaid, 1993).

Yet, the few studies to do so are quite consistent in sug-
gesting that a broadly defined deliberate control domain
(usually studied as Conscientiousness in adults, or as Ef-
fortful Control in children) is associated with ADHD
symptoms in preschool children (Goldsmith, Lemery, &
Essex, 2004), school-age children (Martel & Nigg, 2005),
and adults (Nigg, Blaskey, Huang-Pollock, & John, 2002;
Nigg, John, et al., 2002). However, unsurprisingly for such
a broad, higher-order construct, those findings are nonspe-
cific. That is, many childhood psychopathologies are re-
lated to effortful control. However, initial efforts to parse
specificity and comorbidity have been promising as well.
For example, we showed that Big Five conscientiousness
was related to symptoms of inattention-disorganization
even with antisocial behaviors partialled; the converse was
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not true (Nigg, Blaskey, Huang-Pollock, & John, 2002).
Using partial correlations to isolate effects, we also found
that in children, effortful control was related to inattention-
disorganization, whereas, other traits were related to other
disruptive behaviors (Martel & Nigg, 2005). It will be im-
portant for future research to consider the key subcompo-
nents of effortful control (Murray & Kochanska, 2002) and
of conscientiousness/constraint. In the meantime, of con-
siderable interest are more fractionated measures of strate-
gic impulse control in the laboratory.

Some two dozen different measurement tasks have been
claimed to measure behavioral inhibition of the strategic or
executive variety (see Nigg, 2000, 2001). However, only a
handful come close to isolating the ability to suppress a re-
sponse, as distinct from attention, working memory, and
the like—and even those do not succeed entirely. Perhaps
the most theoretically pure measure of the ability to stop
an impulse for strategic (rather than affective) reasons is
the stop task (Logan, 1994). This task uses varied timing of
warnings to evaluate how much time individuals need to in-
terrupt a response they were about to make. Although the
task has some psychometric problems (e.g., the variance in
stop signal reaction time is unknown), it has performed
well in simulation studies (Band, van der Molen, & Logan,
2003). Some 27 studies have used this measure with ADHD
and they generally identify a moderate-size weakness in
the time needed to stop a response, on the order of d = .61
versus normal controls, with over 80% of these studies
finding a group effect (Nigg, 1999; Schachar & Logan,
1990; Schachar, Mota, Logan, Tannock, & Klim, 2000; for
reviews, see Nigg, 2001; Oosterlaan, Logan, et al., 1998;
Willcutt et al., 2005). Thus, this measure of response inhi-
bition is among the most well established correlates of
ADHD in the field.

Other measures, such as the oculomotor antisaccade
task (Castellanos et al., 2000; Nigg, Butler, Huang-Pollock,
& Henderson, 2002) and the go/no go task (Trommer,
Hoeppner, & Zecker, 1991; Yong et al., 2000) are also
widely viewed as operational measures of strategic re-
sponse suppression. Such measures also generally show a
deficit in children with ADHD versus normal controls, al-
though nonreplications can be noted (see Nigg, 2001, for
detailed review). The ability to strategically interrupt or
prevent a response may be more strongly associated with
behavioral symptoms of inattention than of hyperactivity-
impulsivity (Castellanos & Tannock, 2002), converging
with personality data, in which trait conscientiousness, the
personality proxy for effortful control, was related most
clearly to inattention symptoms (Nigg, John, et al., 2002).

Consistent with that picture, in their large study of adults
with ADHD, Nigg, Stavro, et al. (2005) used composite
measures of inattention-disorganization and hyperactivity-
impulsivity (each taken from the subject and two other re-
porters who completed clinical structured interviews about
the subject, validated with a confirmatory factor model fit-
ting analysis) to statistically predict a composite executive
function latent variable (based on 5 tasks and also vali-
dated with a latent variable confirmatory factor analysis);
only inattention symptoms were uniquely related to the ex-
ecutive control score. However, in a logistic regression
analysis to predict ADHD subtype with both a composite
executive function score and a composite output speed
score (as a crude indicator of state regulation or activa-
tion), ADHD-C was predicted by executive function weak-
ness but not slow response speed, whereas ADHD-“other”
(a compendium of less severe groups, including inattentive,
residual, and hyperactive types) was predicted by slow re-
sponse speed. Thus, partial progress is at hand with regard
to specificity of executive deficits to symptom domains by
adulthood, but translating this into actual subgroups of in-
dividuals with ADHD is as yet incomplete. More work is
needed to verify this picture in children, for whom this
structure may be less stable.

Impulse Control: Interim Conclusions and
Additional Considerations

It is important to recognize that other potential mecha-
nisms in impulse control (and inattention) have received
scant discussion here. For example, we noted that the fight-
flight response is beginning to receive study. Likewise, be-
cause of strong neuroimaging findings of cerebellum
abnormality in ADHD (Geidd, Blumenthal, Molloy, &
Castellanos, 2001), a long-standing interest in time percep-
tion and timing in impulsive adults (see Parker & Bagby,
1997, for a review of early studies) is rapidly expanding
into a new body of literature on children as well as adults
with ADHD (Barkley, Murphy, & Bush, 2001; Ben-Pazi,
Gross-Tsur, Bergmann, & Shalev, et al., 2003; Brown &
Vickers, 2004; Sonuga-Barke, Saxton, & Hall, 1998;
Toplak, Rucklidge, Hetherington, John, & Tannock, 2003)
and may eventually prove quite central to a complete pic-
ture of the disorder. Likewise, we have bypassed the litera-
ture on serotonergic functioning, a major topic in the
literature on impulsive aggression (Coscina, 1997). Fi-
nally, the role of language functioning in self-regulation
represents a notable omission in our coverage to this point.
We say more about it subsequently.
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Nonetheless, much has been learned in the past decade
as the field has focused heavily on impulse control via inhi-
bition models of ADHD. Three salient if preliminary con-
clusions can be noted. First, reactive or anxiety-based
response suppression (behavioral inhibition) does not
appear to be central to ADHD, apart from its linkage to
early-onset Conduct Disorder. Second, abnormal reward
response, particularly related to temporal properties of re-
ward, shows promise as a potential contributing causal
mechanism in at least some cases of ADHD and to the hy-
peractive-impulsive behavioral symptom domain. Third,
measures of strategic or executive response suppression
show consistent and moderate-size effects in children with
ADHD, albeit clearest and most well-replicated in only a
few measurement paradigms (e.g., stop signal task) that
still receive some debate as to their properties. These re-
sponse suppression measures may be related to symptoms
of inattention-disorganization as much or more so than to
symptoms of hyperactivity-impulsivity. Other executive
functions, including control of working memory, also ap-
pear to be involved. In all, reward functioning and execu-
tive control, perhaps in the form of response suppression,
emerge as potential core causal mechanisms in ADHD. No-
tably, it remains unclear whether difficulty in one of these
domains explains the others. For example, increasing re-
ward salience may normalize problems in “stop inhibition”
related to ADHD (Konrad, Gauggel, Manz, & Scholl, 2000;
Oosterlaan & Sergeant, 1998a; Scheres et al., 2001;
Slusarek, Velling, Bunk, & Eggers, 2001), or such “stop in-
hibition” problems may relate to a failure to alert quickly to
the warning cue (Brandeis et al., 1998), but designs to eval-
uate the contribution of executive dysfunction to motiva-
tion or alerting problems are lacking. In all, sorely needed
are additional integrative studies that consider multiple
neurocognitive domains in the same sample.

As a result, leading theories of ADHD differ in the pri-
macy placed on key processes, with some placing executive
functions as the driver of ADHD difficulties (Barkley,
1997; Schachar, Tannock, & Logan, 1993), and others plac-
ing reactive or state regulation (arousal, activation, or
motivation) processes as the driver of the problems
(Sagvolden et al., 2005; Sergeant et al., 1999; Zentall &
Zentall, 1983). However, all tend to incorporate to at least
some degree executive control, arousal and/or activation,
and motivation or reward response. What remains is clari-
fication, both dynamically (i.e., in online behavior re-
sponse) and developmentally, of how breakdowns in one
process may lead to breakdowns in the others, in an effort
to clarify whether one process is the predominant driver of

these multiple process dysfunctions in the majority of chil-
dren with ADHD.

TOWARD A DEVELOPMENTAL, MULTILEVEL
PERSPECTIVE ON CONTROL OF ATTENTION
AND IMPULSE IN ATTENTION-DEFICIT/
HYPERACTIVITY DISORDER

Thus far, although we have pointed out the developmental
trajectories of key mechanisms implicated in ADHD, we
still have treated mechanisms of attention and impulse con-
trol in relatively individualistic and static fashion, primar-
ily by considering psychological processes within the child.
As we noted early on, however, the developmental progres-
sion of these within-child processes is highly related to so-
cialization contexts: early parent-family interactions and
later peer and school environments. Although this point is
well recognized, it is not often reflected in empirical re-
ports. We therefore move to a developmental perspective
that enables us to take a multilevel view of the regulation
problems under consideration, in keeping with the multi-
level approach advocated in developmental psychopathol-
ogy (Cicchetti & Dawson, 2002). To do so, we emphasize a
temperament-based perspective, which enables us to cap-
ture in a single framework effortful control, affect /motiva-
tion, and arousal, while we also consider a key cognitive
domain not yet discussed, language development.

Regarding the last item, we note the following. Language
plays an important role in self-regulation as one mechanism
by which control is exerted (e.g., by internalized speech;
Berk, 1986). It is a key mechanism mediating the socializa-
tion of self-control via parental verbalization of affect
states and other behavioral expectations (Greenberg et al.,
1991). The importance of language in self-regulation for
ADHD was a fundamental insight in the influential devel-
opmental theory offered by Barkley (1997). However, in
our account, we emphasize the putative mutual influence
between language and executive function development,
which we argue likely parallels the interactive relationship
between reactive and executive control processes. The
scaffolding of these interrelated control processes in early
development can help us understand how disorders of at-
tention and impulse regulation emerge.

As these interrelated, within-child regulatory processes
proceed across development, they are collectively entwined
in yet another mutual-influence relationship: their inter-
face with the socialization environment. The key consider-
ation in that regard concerns recent clarification that
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neural development is plastic to experience (Huttenlocher,
2002) and that experiences support both cognitive and lan-
guage development (Hollich, Hirsh-Pasek, & Golinkoff,
2000; Posner & Rothbart, 2000). At the same time, just as
child social and cognitive development is said to depend on
“good enough” caregiving, the socialization process also
depends on “good enough” development of executive, reac-
tive, arousal regulation, and language mechanisms in the
child. Attention and language are the most obvious points
of interface between caregivers or peers and a child’s inter-
nal self-control abilities. Over time, the internalization of
those socialization mechanisms (e.g., in the formation of
conscience) is an important yet poorly understood element
of the development of self-control. Let us unpack these
multiple developmental components in a bit more detail.

Regulatory and Reactive Processes in
Development of Self-Control, Revisited

The early development of self-control capacities has been
provocative from the viewpoint of considering precursors
to attention and impulse control problems. Rothbart and
Ahadi (1994) outlined a developmental sequence based on
their work with infants, which is similar to several other
conceptions in the literature (Block & Block, 1980; Eisen-
berg et al., 1997; Kochanska et al., 1997; Murray &
Kochanska, 2002) and informs our illustration in Table 9.4.
This outline is, of course, closely related to our framework
of reactive and strategic or executive impulse control
mechanisms, a framework that also draws on their work.
Using this perspective, we can readily extend our discus-
sion, at a conceptual level, to early precursors (see Sanson
et al., 1993).

Early on, infants allocate their attention (and their
motor responses) simply on the basis of stimulus response
and reflex response, which are largely midbrain-mediated
processes that correspond to the reflexive attentional
mechanisms discussed earlier. However, by later in infancy,
sometime in the 1st year of life, children begin to respond
to cues for incentives by directing their attention and mak-
ing motor responses such as approaching a potential reward
or withdrawing from a potentially distressing signal (Roth-
bart & Ahadi, 1994). These latter responses correspond to
the reactive allocation of attention and control of behavior
that we discussed earlier. By the beginning of the toddler
period, roughly about the age of 14 months, infants can be
observed to deliberately turn their attention away from up-
setting material, exemplifying a precursor to deliberate
regulation of behavior and affect by executive control. As
discussed much earlier, this process illustrates the concept
of effortful control, which (along with the term “regula-
tion”) has emerged in the temperament literature to de-
scribe the earliest manifestations of deliberate attention
allocation by infants and then toddlers and preschoolers
(Rothbart & Bates, 1998).

Effortful control develops rapidly in the toddler years.
By about 30 months of age, children can begin to inhibit
stimulus-driven motor response (Diamond et al., 1997;
Posner & Rothbart, 2000) and thus begin to be evaluated
using some of the laboratory measures of attention and im-
pulse control that we reviewed earlier in relation to ADHD
findings. For example, by this age, they can engage in inter-
ference control, go/no go, and stopping tasks (Diamond
et al., 1997). Diamond and colleagues documented a steady
development in the ability to inhibit competing, stimulus-
driven motor responses by ages 3, 4, and 5 years (see also

TABLE 9.4 Schematic of the Developmental Timing of Different Behavioral Systems Involved in Impulse Control and Attention Regulation

Process First Emerges in Development Later Development

1. Reactive approach and inhibition Infancy (middle of 1st year) Canalizes or changes with experience in early to middle
childhood

2. Effortful /executive control of impulse and
attention (anterior attention system)

Toddler (years 1–2) ➝ onward Matures throughout childhood and adolescence

3. Language Toddler (years 1–2) ➝ onward Matures in childhood with growing skill through middle
adulthood

4. Posterior attention system Infancy (1st year) Matures by early to middle childhood

5. Vigilance/arousal Infancy (early in 1st year) Temperament trait responsive to context and caregiving

6. Socialization Infancy (attachment /attunement) Internalization of conscience, peer relations in childhood/
adolescence

Note: Based in part on “Temperament and the Development of Personality,” by M. K. Rothbart and S. A. Ahadi, 1994, Journal of Abnormal Psy-
chology, 103, pp. 55–66. Adapted from “On Inhibition /Disinhibition in Developmental Psychopathology: Views from Cognitive and Personality
Psychology and a Working Inhibition Taxonomy,” by J. T. Nigg, 2000, Psychological Bulletin, 126, pp. 200–246.
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Zelazo et al., 2003). However, Diamond et al. observed
subtle difficulties in children with early treated phenylke-
tonuria (PKU). PKU is of interest because this metabolic
disease interferes with development of the prefrontal cor-
tex. These results therefore are of note because, unlike
frank PKU, which causes mental retardation, the early
treated children (i.e., those whose diets are phenylalanine-
free) display generally normal-range cognitive development
yet often have remaining subtle delays in development of
the dopamine-rich neural pathways in the dorsolateral pre-
frontal cortex that are important to later executive func-
tioning (Diamond et al., 1997). Such early treated PKU
cases therefore may serve as one model for the subtle neu-
ral injury that may cause executive dysfunction in early de-
velopment in cases of ADHD.

Effortful control in the form of strategic attentional and
impulse control continues to develop throughout childhood,
yielding steady progress in the ability to ignore competing
stimulus-driven responses over the second- to sixth-grade
years (Huang-Pollock, Carr, & Nigg, 2002) and the ability
to inhibit primary responses over the period from about
ages 5 to 7 and beyond (Carver et al., 2001). The ability to
suppress responses continues to develop through adoles-
cence (Bedard et al., 2002), presumably aided by ongoing
myelination and pruning of frontal cortical neural networks
in conjunction with socialization and learning experiences
(Benes, 2001). Table 9.4 summarizes this basic develop-
mental sequence in early childhood. Note that these are the
same abilities that we reported earlier are assessed as key
weaknesses in children with ADHD, suggesting that chil-
dren with ADHD are in part characterized by difficulties
in this developmental progression.

A further clue with regard to potential pathways to
ADHD comes from the insight that reactive and effortful
processes likely support and modulate each other in early
development (Rothbart & Ahadi, 1994) as well as subse-
quently. Thus, each process depends on the support of the
other for optimal development and for optimal self-
regulation (Derryberry & Rothbart, 1997; Derryberry
& Tucker, 1994; Rothbart & Bates, 1998). If reactive
processes are atypical (e.g., very strong approach ten-
dency), then this imbalance may disrupt development of
executive functioning by exceeding the “expectable local
environment” for those functions. The reverse can also
happen, in that weak executive functioning may result in
failure of reactive processes to consolidate.

In turn, as the child matures in the social context, the
strength of this two-process self-regulation system is likely
to influence the child’s capacities to be normally socialized
by average expectable parenting and peer environments

(Cicchetti & Lynch, 1995) and achieve adequate socializa-
tion adaptively in adverse or suboptimal caregiving envi-
ronments. The import here is that if a child has very strong
reactive processes (e.g., extremely strong negative affect),
these may interfere with development of effortful control,
in turn further weakening ability to regulate the reactive
affects. Conversely, weak effortful control as an early
temperamental characteristic could lead to difficulty with
affect regulation as part of a two-way mutual influence
process. This formulation may help to explain why execu-
tive and affective difficulties so often co-occur in children
with disruptive behavior problems and ADHD. It also
raises the possibility, as yet virtually untested, that certain
types of early rearing environments or certain types of
traumatic experience may predispose individuals to atten-
tional and inhibitory dysregulation even in the absence of
temperamental vulnerability (Kreppner et al., 2001).

At the same time, the arousal and alerting processes
we described earlier, which are potentially crucial in
ADHD, interact with the effortful and reactive processes
under consideration in this discussion. Strong reactive re-
sponses (e.g., intense anxiety, excitement, or anger) influ-
ence arousal levels (Gray, 1982, 1991), with a cascade of
associated physiological responses. If the arousal response
is dysfunctional, this will also lead to difficulty in modu-
lating reactive response. Moreover, executive control con-
tributes to regulation of arousal, and optimal arousal is
likely necessary for effective effortful control (Barkley,
1997; Rothbart et al., 1994).

Therefore, as we consider the development of attention,
arousal regulation, reactive processes such as reward re-
sponsivity, and executive or effortful control, we can see
that in the case of ADHD, there is potential for linking the
various laboratory findings with early temperament mod-
els. These may be integrated in developmental analyses
that identify temperaments at risk if not in infancy (where
it is limited by the fact that very early temperament mea-
sures typically do not show reliable cross-time stability
coefficients) then perhaps in the toddler years, and then
measure this risk with laboratory measures in the middle
childhood years, as they are consolidating. Thus, the field
has the potential, at present, to begin to map early risk
pathways toward childhood ADHD if temperamental pre-
cursors can be identified and show some stability in in-
stances in which ADHD emerges. In other words, those
early risk pathways may be mediated by early tempera-
mental risks, which then mature into primary difficulties
in some combination of arousal, approach, and executive
impulse control abilities. Crucially, all of these systems
are bound to be responsive to socialization contexts and
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experiences. We return to these ideas shortly after consid-
ering language functions.

Language and Regulatory Processes in
Development of Self-Control

We alluded to the need to consider language development to
understand self-regulation. The importance of verbal
processes such as internalized speech for the development
of self-regulation (i.e., executive control) has been well de-
scribed (Barkley, 1997; Berk, 1986). Yet a mutual influ-
ence process is also potentially salient here, although it
remains speculative. That is, toddlers typically transition
from babbling to interpersonal word usage at about 10 to 14
months of age (Woodward & Markman, 1998). Language
development then proceeds rapidly during the 2nd through
4th years of life. Of particular importance, this timing con-
verges with the coming online of deliberate control mecha-
nisms described earlier. This is probably no coincidence, as
language learning is highly likely to be facilitated by atten-
tional control (the youngster’s ability to attend to care-
givers when language or vocabulary teaching is going on;
R. Brand & D. Baldwin, personal communication, August,
2005; Hollich et al., 2000). In short, children learn what
they attend to. Because attentional control may be unduly
influenced by reactive as well as arousal processes in a
child with delayed development of effortful control, lan-
guage learning may be delayed or altered by these atten-
tional determinants during the toddler years in some
children. For example, to enable language to advance rap-
idly, the child must be able to look away from stimulus-
driven attentional targets and toward strategic targets cued
by caregivers (Bloom & Tinker, 2001). In all, verbal facil-
ity, vocabulary, and general language effectiveness may be
supported by the involvement of emerging effortful control
of attention in the 2nd through 4th years of life.

Such advances in language are then theorized to support
further strengthening of executive control in a bootstrap-
ping manner, for example, via internalized speech and self-
talk (Barkley, 1997). Verbal learning problems are a
frequently identified correlate of antisocial development
(T. E. Moffitt, 1993). However, verbal learning and lan-
guage problems are not typically emphasized in the etiol-
ogy of ADHD, even though they are frequent correlates
(Barkley, 1997; Tannock & Schachar, 1996) and may well
deserve more scrutiny (Tannock & Schachar, 1996). In-
deed, Baker and Cantwell (1992) found that a high percent-
age of children with ADHD during the grade school years
had histories of language problems earlier in development
(i.e., during the preschool period). Although some of these

problems may have been subtle (e.g., mild dysarticulation),
others involved more fundamental receptive or expressive
language problems. Note that the mechanism of risk for
ADHD could be direct in such instances: Poor language de-
velopment may delay the ability to regulate behavior via
self-talk strategies. It may also be indirect, in that care-
givers may become frustrated while interacting with chil-
dren who do not readily comprehend what is asked of them
or who are not themselves easy to understand. Hence, so-
cialization mechanisms may well be an indirect pathway
through which developmental language problems con-
tribute to the genesis of ADHD.

In summary, several core processes operate synergisti-
cally in early development to provide the child with ade-
quate self-control: reactive processes (including behavioral
inhibition and approach directly influencing arousal regu-
lation), effortful control or executive functions, and lan-
guage. In turn, these within-child self-control processes
interact dynamically with socialization in infancy, pre-
school, and the school-age years. Figure 9.1 illustrates
schematically several of the self-regulation mechanisms

Figure 9.1 Schematic illustration of the within-child processes
related to self-regulation and their collective interrelation with
socialization effects. Adapted from “An Early Onset Model of the
Role of Executive Functions and Intelligence in Conduct Disorder/
Delinquency” (pp. 227–253), by J. T. Nigg & C. L. Huang-Pollock,
2003, in The Causes of Conduct Disorder and Serious Juvenile
Delinquency, B. B. Lahey, T. Moffitt, & A. Caspi (Eds.), New York:
Guilford Press.
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we have discussed, indicating their interrelations and de-
velopmental phasing.

Interpersonal and Socialization Inf luences in the
Development of Self-Control

The child’s developmental status with regard to self-
control interacts with socialization in a bidirectional and
even transactional manner. Thus, children’s reactive, con-
trol, and language processes depend for their development
on adequate social interactions. We note again, in this re-
gard, the notion of the “average expectable environment”
necessary for the child’s genotype to be expressed and his
or her temperament to emerge adaptively (Cicchetti &
Lynch, 1995). At the same time, the child’s own abilities
influence his or her preparedness to internalize social
norms (e.g., internalized self-control, later conscience)
and, at the same time, provide interpersonal stimuli that
shape the responses of interaction partners (parents,
peers). In other words, the child’s proclivities and tenden-
cies in the domains of attentional control and impulse reg-
ulation both shape and are shaped by the interpersonal
context in which he or she develops. Thus, we view gene-
environment correlations and gene-environment interac-
tions as essential factors related to the development of
attention and impulse control (Rutter & Silberg, 2002).
Note that the developmental processes we outline here are
also relevant to impulsivity as expressed in antisocial be-
havior (Nigg & Huang-Pollock, 2003, provide a similar
analysis, e.g., in relation to antisocial development, which
is closely related to ADHD; see Hinshaw, 1987; Hinshaw
& Lee, 2003). We point out, however, that different ele-
ments and processes in the self-control system may con-
tribute to different manifestations of externalizing
psychopathology (Nigg, 2003), allowing some clear dis-
tinctions to be made despite the overlap of attention and
impulse control problems with antisocial behaviors (see
Waschbusch, 2002).

Again, child characteristics can interfere with socializa-
tion and make it more difficult for the child to be taught so-
cial rules (Johnston & Mash, 2001). This difficulty can
lead, for example, to breakdowns in the normal develop-
ment of conscience (Kochanska et al., 1997), particularly
if the rearing environment is not well attuned to the child’s
needs (Greenberg et al., 1991). Also possible, but less well
supported empirically, is that subtle or greater failures in
normal socialization (short of frank trauma), such as
parental psychopathology, preoccupation, impulsivity, or
conflict, may directly impede the child’s development of
internalized self-regulation (Johnston & Mash, 2001). A

recursive loop then can develop in which the child inadver-
tently contributes to negative socialization experiences
(Hughes, White, Sharpen, & Dunn, 2000) and vice versa.
The preschool years are an especially critical time for
these socialization dynamics, as language, deliberate ef-
fortful control, and affect regulation develop rapidly via in-
terpersonal relations with caregivers. Various kinds of
family stressors therefore may be related to inattention and
impulse-related ADHD symptoms, perhaps because they
disrupt the ability of caregivers to participate fully in this
developmental dialectic. In turn, various characteristics of
caregivers—including emotional dysregulation, disorgani-
zation, anger, and hostile interchanges with partners—can
influence children’s attention and behavior through genetic
mediation of both parental and child characteristics (note,
in this regard, the moderate to strong heritability of
ADHD-related symptoms), through direct socialization in-
fluences, and through temperamental elicitation of particu-
lar caregiver responses. In short, an array of direct genetic
linkages, direct psychosocial influences, and correlated ge-
netic/biological and psychosocial risks are all likely to play
a role in the transactional patterns that develop (Hinshaw,
1999, 2002a).

At times, this disruption may be driven by the difficulty
of the child’s behavior, limitations of the child’s effortful
control of attention, or intensity of child’s affective reac-
tions. The last would represent cases in which the child’s
characteristics (which, as we have just noted, are likely to
be genetically influenced) lead to later ADHD, through
both the continuity of the underlying temperamental char-
acteristics and the mediating and accentuating mecha-
nisms of disrupted parent responses (Rutter & Silberg,
2002; Scarr & McCartney, 1983). In other instances, as
suggested earlier, it may be that marked disruptions in
rearing environments are the key causal variable. Most
likely is the possibility of transactional, reciprocally deter-
ministic pathways.

At this point, we briefly review what is known about
how socialization influences the development of ADHD as
well as the types of aggressive and disruptive behavior that
frequently accompany this condition. First of all, we high-
light that most commentators contend that parenting and
socialization are largely unrelated to the early display of
disrupted attentional processes and impulse control prob-
lems (e.g., Barkley, 1998; Hinshaw, 1994) because of at
least two factors: (1) As was discussed earlier, the symp-
toms of ADHD show strong levels of heritability through-
out development (Hay, Bennett, McStephen, Rooney, &
Levy, 2004), along with almost zero levels of shared envi-
ronmental contributions; (2) there is no evidence for any
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association between disruptions in attachment status and
subsequent ADHD patterns in the child (Hinshaw, 1999).
On the other hand, insecure attachment between caregiver
and child is a common correlate of frankly aggressive be-
havior in children, providing at least preliminary evidence
for the contention that early problems in bonding between
children and parents are related far more specifically to
disruptive and antisocial behavior than to attention and im-
pulse control problems per se (Greenberg et al., 2001).

Second, however, isolated reports indicate a potential
linkage between early disruptions in parent-child relation-
ships and later ADHD. One group (E. A. Carlson et al.,
1995; Jacobvitz & Sroufe, 1989) provided evidence that, in a
low-socioeconomic sample, early maternal misattunement to
the child’s cues predicts ADHD-related symptomatology
several years later. A related study suggested that hostility
between family members in the toddler years predicted
ADHD symptoms in grade school in a small sample of non-
diagnosed children, although toddler levels of behavior prob-
lems were not controlled (Jacobvitz, Hazen, Curran, &
Hitchens, 2004). Perhaps consistent with those findings,
Jester et al. (2005) followed a large sample of at-risk chil-
dren from preschool to adolescence, examining the family
and parenting predictors of four trajectories of development
of attention problems (by the Child Behavior Checklist and
Teacher Report Form attention problems scale, which in-
cludes hyperactivity items) and aggression. Lower emo-
tional support and lower intellectual stimulation by the
parents in early childhood predicted membership in the
most problematic inattention trajectory, even when the tra-
jectory for aggression was held constant. Conversely, con-
flict and lack of cohesiveness in the family environment
predicted membership in a worse developmental trajectory
of aggressive behavior with inattention/hyperactivity trajec-
tories held constant. Those findings provide some of the first
evidence for the potential specific contribution of distinct
parenting or home experiences to ADHD spectrum and ag-
gressive behaviors. Despite these intriguing reports, how-
ever, in the absence of a genetically informative design, it is
unknown whether these instances of possible psychosocial
mediation are, in fact, related more specifically to shared
genetic characteristics between mother and offspring. Al-
though Jester et al. did covary parental ADHD status with
no change in results, most family studies failed to control
parent ADHD. Thus, nearly all research on socialization in-
fluences across developmental psychopathology suffers
from the key problem that genetic and psychosocial media-
tion of parenting or family life are confounded when biolog-
ical parents and children are investigated (Rutter, Pickles,
Murray, & Eaves, 2001). The types of adoption or twin de-

signs designed to isolate the separate and interactive contri-
butions of genes and environmental /socialization influences
as related to the development of attention and impulse
dyscontrol have simply not been performed.

Third, the predominant perspective over the past 25
years or so has been that associations between negative par-
enting or disrupted socialization on the one hand, and
ADHD symptomatology on the other are the product of child
effects on caregivers, rather than the predominant view dur-
ing the middle of the twentieth century that socialization
was clearly the causal route for nearly all child behavioral
disturbance (see Bell, 1968). The classic investigation of
Barkley and Cunningham (1979) was paradigmatic in this
regard: When hyperactive children were switched from
placebo to medicated status, the negative/controlling mater-
nal behaviors observed during objectively coded interac-
tions were dramatically reduced. (Note, however, that
positive parenting behaviors did not yield such a clear, recip-
rocal increase as a function of child medication status.)
Such work has prompted the predominant view that parent-
ing styles are a reaction to, rather than a contributor to,
ADHD-related noncompliance and oppositionality.

Fourth, however, such studies of the acute effects of
stimulant medication in yielding reciprocal reductions of
parental negativity do not speak to the longer-term, inter-
active influences between temperament and socialization
in shaping ADHD-related symptomatology. That is, there
may be a history of negative interaction patterns—spurred
initially by parental difficulties in reacting to difficult
temperamental styles in the child—that propel intensifica-
tion of attentional and impulse control problems. Along
this line, we highlight at the outset that clear experimental
evidence exists regarding the decisive role of negative par-
enting practices in shaping and maintaining aggressive and
externalizing behavior patterns in children (G. R. Patter-
son, Reid, & Dishion, 1998; Snyder, Reid, & Patterson,
2003). In other words, interventions designed to test parent
management programs aimed toward reduction of aggres-
sive behavior indicate that the interventions are effective
and improvements in parental discipline practices mediate
such outcomes. Furthermore, as noted, severe disruptions
in early caregiving may have specific effects on attentional
and impulse control (Kreppner et al., 2001).

With regard to research evidence for the influence of
parenting factors on ADHD and associated symptomatol-
ogy, cross-sectional research utilizing ample statistical
controls has demonstrated that, among boys with ADHD
age 6 to 12 years, maternal negativity predicts rates of
stealing and noncompliance even when the child’s negative
and noncompliant behavior with the mother is partialled
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(Anderson, Hinshaw, & Simmel, 1994), and authoritative
parenting beliefs (emphasizing warmth, clear limit setting,
and a push toward autonomy) predict social competence for
these boys (but not comparison boys), even with control of
the child’s behavior patterns in the peer group (Hinshaw,
Zupan, Simmel, Nigg, & Melnick, 1997). Thus, parenting
appears to make an independent contribution to antisocial
behavior patterns and peer relationships in boys with
ADHD, albeit not to the symptoms of the disorder per se.

Furthermore, longitudinal research demonstrates that
parenting style and parenting practices predict the mainte-
nance of ADHD-related symptomatology across the pre-
school years into middle childhood (Campbell, 2002), even
with initial rates of hyperactivity and impulsivity con-
trolled. As for experimental evidence, Hinshaw et al. (2000)
examined the effects of self-reported parenting practices
on child outcome in the context of a large, randomized clin-
ical trial for children with ADHD that featured the treat-
ments of stimulant medication, intensive behavior therapy,
and the combination of the two (MTA Cooperative Group,
1999). The crucial finding was that, as hypothesized, re-
ductions in negative/ineffective discipline practices medi-
ated large increases in teacher-reported social skills and
were associated with the full normalization of teacher-
reported disruptive behavior across the 14-month period of
active intervention. That is, children receiving the multi-
modal treatment featuring carefully monitored medication
plus consistent behavior management training whose
parents reported the strongest improvements in their nega-
tive/ineffective discipline were those whose school behav-
ior had normalized across the treatment period. Thus, even
for a condition as heritable as ADHD, changes in parental
discipline style during middle childhood are associated
with, and explain statistically, school-based improvements
in social skills and disruptive behavior.

Still unknown are the following: At the level of specifi-
cally and formally defined attentional and impulse control
mechanisms, how do parenting and other forms of socializa-
tion interact with child temperament and the within-child
mechanisms discussed earlier to shape the development of
self-control? Do wider community and systems influences,
perhaps even including the extreme societal press for earlier
and earlier display of academic excellence and the barrage
of media influences via television and computers, propel the
enhancement (or, in some cases, the diminution) of atten-
tional mechanisms in the developing child? How salient are
sex differences (see Blachman & Hinshaw, 2002; Gaub &
Carlson, 1997; A. Moffitt, Caspi, Rutter, & Silva, 2001;
Nigg, Blaskey, Huang-Pollock, & Rappley, 2002) and cul-
tural /ethnic differences (Mueller et al., 1995) in this re-

gard? Unfortunately, hardly any sound data exist with regard
to these putative triggers and moderator mechanisms. We do
note, however, that ADHD is not a phenomenon solely dis-
played in the United States or even Western nations; its
manifestations and impairments appear to be cross-cultural,
at least to some extent (Barkley, 2006; Hinshaw & Park,
1999). Sorely needed are ambitious research programs that
include genetically informative designs, which can tease
apart genetic and environmental (and interactive) influences
on the development of attention and impulse control; longi-
tudinal follows-up of children in such investigations; and
prevention and intervention studies designed to help address
putative risk and causal mechanisms (Hinshaw, 2002a).

Summary

We highlighted that the development of self-control is dy-
namic within the child: Reactive, executive, and language
processes mutually influence one another to enable the
regulation of attention, arousal, and impulse control. In
turn, the child’s capabilities influence the socialization en-
vironment and vice versa. Interactive and transactional
processes (still poorly understood) are thus likely to be the
rule rather than the exception for the development of atten-
tion and impulse dysregulation. In all, considerable etiolog-
ical heterogeneity is likely in the pathways to problematic
inattention and impulse control. In other words, it is quite
possible for some children to exhibit poor self-control due
largely or exclusively to contextual problems; for others to
exhibit similar problems due to within-child weaknesses in
self-control via reactive, executive, or other intraindividual
processes; and for many (if not most) to reveal a complex
blending of these causal paths.

HETEROGENEITY AND MULTIPLE
DEVELOPMENTAL PATHWAYS

Following our last point, most reviewers of the ADHD lit-
erature now explicitly note that multiple causal pathways
are highly likely to be involved in the development of the
many children identified as having ADHD, exemplifying
equifinality and, more often, multifinality in system pro-
cess (Cicchetti & Rogosch, 1996). Yet, as we consider how
to construct even better theories of ADHD for the twenty-
first century, one of the most striking limitations in theo-
ries of this condition until the past decade was that they
often did not formally address the likelihood of such multi-
ple causal pathways, or etiological heterogeneity (Taylor,
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1999). Heterogeneity is obvious at the clinical level. Chil-
dren with impulse control or attention problems vary
widely with regard to the associated behavioral and emo-
tional problems they display. Recall, for instance, the high
rates of various clinical comorbidities associated with
ADHD, with some children exhibiting comorbid anxiety,
others antisocial behavior and conduct problems, others
learning disabilities, and some showing problems in all
such domains.

The importance of heterogeneity is also evident from ex-
amining the distributional properties of test scores in mech-
anism-based studies of clinical samples. The typical
overlap of, for example, executive functioning scores be-
tween ADHD and control children is on the order of 50% or
less (Nigg, Willcutt, Doyle, & Sonuga-Barke, 2005; Swan-
son et al., 2000). As a result, sensitivity and specificity of
cognitive measures to ADHD remains notoriously poor
(Fischer, Newby, & Gordon, 1995; Grodzinsky & Barkley,
1999). Although this overlap may indicate variation in two
homogeneous populations, the point that half of children
with ADHD have normal-range results on any particular
cognitive, neural, or physiological measure (including neu-
roimaging measures) could also suggest that some propor-
tion of children diagnosed with ADHD in terms of the
current behaviorally based criteria do not have an internal
dysfunction that would be associated with a formally de-
fined disorder (Wakefield, 1992). Such neuropsychological
or genetic heterogeneity almost surely exists within the
present DSM-IV subtypes. Thus, based on their findings of
neuropsychological weakness in one group and dopamine
gene dysfunction in another group, Swanson et al. suggested
that one group of children with ADHD has a genetically in-
fluenced temperamental disposition, and the other has neu-
ropsychological deficits with a different etiology, perhaps
as a function of perinatal neural injury or other genes. Ad-
ditionally, Nigg, Blaskey, Stawicki, and Sachek (2004) di-
vided children with ADHD into “normal” and “impaired”
(defined as worse than the 90th percentile) on a series of
executive function tasks. They observed that relatives of the
EF-impaired children had weaker neuropsychological per-
formance than relatives of the non-EF-impaired ADHD
children. Furthermore, relatives of non-EF-impaired
ADHD children performed similarly to relatives of non-
ADHD control children. Those data provide some initial
support for the validity of a subgroup of children with
ADHD who have executive function weaknesses. Bieder-
man et al. (2004) conducted a similar analysis looking at
academic impairment and noted that children with ADHD
with poor executive functioning had more impairment than
other children with ADHD. In line with these types of data,

Sonuga-Barke (2002) suggested that two developmental
pathways may be disturbed, one driven by within-child neu-
ropsychological difficulties with executive functioning, the
other by a mismatch between temperament and socializa-
tion, leading to a resultant breakdown in reward regulation
and motivation.

Heterogeneity is also apparent within the ADHD-I type.
Recent work suggests the potential importance of differen-
tiating children with sluggish, hypoactive style from those
with normal or above-normal activity level (C. Carlson &
Mann, 2002; McBurnett et al., 2001). EEG studies have
begun to examine individual differences in children with
ADHD using cluster analytic and related techniques. At
least some concluded that ADHD-C is, in fact, heteroge-
neous, including a group with a high theta-beta ratio, inter-
preted as CNS hypoarousal, and a smaller group with
excess beta activity, interpreted as CNS hyperarousal
(Chabot & Serfontein, 1996; Clarke, Barry, McCarthy, &
Selikowitz, 2001a, 2001b). Again, such evidence suggests
strongly that children within a given DSM-IV subtype are
not etiologically homogeneous.

Aside from the possibility that different causal mecha-
nisms may lead to the same ADHD phenotype—exemplify-
ing equifinality but therefore complicating etiological
research as well as the quest for definitions of which chil-
dren are most appropriately viewed as displaying a true
clinical disorder—another multiple-pathway possibility ex-
ists. That is, the multiple co-occurring problems in ADHD
(e.g., language problems, motor control problems) could re-
flect multiple causal processes rather than one core process
operating within each child. For example, Sagvolden and
colleagues (2005) suggest that disruption in dopaminergic
systems leads to (1) breakdown in basic reward response in
one dopamine pathway, the mesolimbic pathway, resulting
in impulsivity, and (2) breakdown in a basic motor control
pathway, the nigrostriatal pathway, leading to hyperactiv-
ity. Beauchaine (2001) advises consideration of motiva-
tional plus autonomic systems in concert. As noted earlier,
Nigg, Stavro, et al. (2005) reported that executive function
weakness was associated with inattention-disorganization,
and response speed with hyperactivity-impulsivity.

These types of models are an important step forward in
theoretical perspectives. However, they do not explicitly
address the questions of when and how during development
the particular functional breakdowns may occur, or how
they are maintained over time in some cases and improve in
other cases. Therefore, a next step in such models is to sug-
gest alternative developmental sequences, timing, or influ-
ences with respect to multiple pathways. To illustrate, we
can again borrow from the dialectic logic described earlier,
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which draws on the work of Rothbart and colleagues (Roth-
bart & Ahadi, 1994; Rothbart & Bates, 1998). If we draw
out the implications of that model for ADHD and its co-
morbid expressions, we can suggest alternative routes with
diverse “primary dysfunctions” (see Nigg, Goldsmith,
et al., 2004).

For example, considering again Table 9.4 and Figure 9.1,
we speculate that ADHD could develop in some children
due to a breakdown in early effortful control processes,
perhaps related to early abnormalities of neural develop-
ment or, alternatively, to temperament or temperament-so-
cialization dynamics beginning in the toddler years. Still
lacking is specification of the precise types of socializa-
tion influences that are crucial—although harsh, emotion-
ally dysregulated, and inconsistent parenting would be a
prime suspect. Other children may develop ADHD symp-
toms as a result of excessive or unusual reactive processes
(e.g., strong approach tendencies), perhaps evident as early
as infancy but also dependent on breakdowns or at least
suboptimal socialization and attunement by caregivers.
Some may have very strong inborn traits that overwhelm
socialization efforts, whereas others may reflect difficulty
adapting to insufficient or unresponsive social contexts. In
any case, it is doubtful that all children with ADHD will
exhibit, executive function problems, reinforcement-re-
sponse problems, or any other single neuro-cognitive dys-
function. Rather, such claims will be applicable only to an
as yet unspecified subset of children to whom the diagnos-
tic label is currently assigned.

Speculations and even data exist on complex, across-time
relationships that may be pertinent to such contentions. For
example, G. E. Patterson, diGormo, and Knutson (2001)
contend that ADHD is a precursor to antisocial behavior in
a pertinent subset of children, consistent with the relative
rarity of finding clinical levels of conduct problems and
antisocial behavior in children who are not impulsive and
hyperactive. Of course, heterogeneity exists in the develop-
mental trajectories leading to antisocial outcomes, in that
one route appears to be a lifelong path beginning with tem-
peramental problems, early manifestations of ADHD and
verbal processing deficits, and increasingly conflictual
family interactions, whereas another, less pathological tra-
jectory begins during adolescence without the same psy-
chopathological precursors in childhood (T. E. Moffitt,
1993). As highlighted earlier, clearly needed are the kinds
of research designs that can incorporate the potential for
uncovering disparate developmental trajectories, that fea-
ture measurement of basic attention and impulse-related
processes as well as behavioral indicators of dysfunction,
and that pay careful attention to socialization influences as

well. In all, more formal definitions of multiple pathways to
ADHD and its subtypes are needed to guide the next gener-
ation of etiological research.

FUTURE DIRECTIONS AND CONCLUSIONS

As should be apparent from this review, no single mecha-
nism or perspective will be sufficient to explain the
phenomenon of disorders of attention and self-regulation in
children. We have highlighted that along with a handful
of key cognitive functions (executive control of attention
and response suppression, reward response, and state
regulation implicating arousal or activation functions), so-
cialization contexts are important mediators of problem de-
velopment. We have also called for deeper analysis and
theorizing of developmental processes (rather than static
“dysfunctional mechanisms”) in children with these disor-
ders. Finally, we have emphasized the importance of more
formal consideration of heterogeneity in empirical and the-
oretical efforts. Before we conclude, we note several key
questions confronting the field at this juncture. Progress in
the coming decade may well depend on the answers to
these questions. We largely bypass the important domains
of continued work on behavioral and molecular genetics,
neuroimaging, and pharmacology related to ADHD (see
Levy & Hay, 2001; Solanto, Arnsten, & Castellanos, 2001;
Swanson & Castellanos, 2002), because those domains are
currently well recognized as important in the field. In-
stead, we highlight issues that may be less well appreciated
at present.

First, as we intimated, progress is likely to be limited
until more explicit parsing of heterogeneity in neuropsycho-
logical, genetic, and other etiological approaches is accom-
plished. Until then, small effect sizes and inconsistent
replication (often using underpowered samples) are likely to
sow confusion among scientists and foster continued dis-
putes about ADHD as a disorder. Molecular genetic ap-
proaches may be of help here (Swanson et al., 2000), but
they will not be sufficient by themselves. Absolutely re-
quired are more sophisticated statistical efforts to uncover
subgroups related to cognitive profiles in the effort to evalu-
ate whether children with normal versus extreme cognitive
dysfunctions (e.g., in executive control of response, arousal,
reward response, or related domains) can be reliably and sta-
bly distinguished over time. Currently, such children are
lumped together in most cross-sectional studies; indeed, the
degree to which they can be distinguished post hoc is unex-
amined. At a more general level, this point underscores the
contention that the current subtyping scheme related to
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ADHD is highly descriptive and almost certainly quite pre-
liminary—a warning against premature reification of the ex-
isting construct.

Second, longitudinal investigations of toddlers and
preschoolers may be quite productive in better identifying
sequences of developmental breakdown of competing inter-
nal regulation systems. That is, investigators need to begin
their longitudinal studies earlier in life than they typically
do (for a parallel argument related to the need for studies of
antisocial behavior to begin in infancy or even prenatally,
see Tremblay, 2000). For example, do we observe that chil-
dren with early effortful control weaknesses are protected
from ADHD if they have strong language learning and lan-
guage socialization? Is it the case that children with poor
reward response are protected in the face of executive
function strengths? Or is it generally true that a breakdown
in one system is enough to pull a child away from adaptive
development? Furthermore, can strong family ties or clear,
consistent discipline patterns serve to buffer deficits in
these areas?

Third, it is essential that we better clarify the contextual
moderators of expression of problems in children with
ADHD (Johnston & Mash, 2001). Generally, it is observed
that extreme scores on neuropsychological tasks are ob-
served in very few well-adapted children but in about half
of poorly adjusted children with attention deficits and im-
pulsivity. What are the contextual and family correlates of
those few poor scores in the well-adjusted children, and of
those many normal scores in the poorly adjusted children?
More generally, multilevel studies that consider simultane-
ously family context and neuropsychological (and/or ge-
netic) correlates are sorely needed. Single-level-of-analysis
investigations are still typical and can still inform the
field, yet the coming decade should witness greater re-
liance on investigations that can parse the inherent com-
plexity of disorders of attention and impulse control.

Fourth, whereas much research has emphasized the im-
portant domain of mechanisms, we have insufficient under-
standing of etiology, especially concerning factors that may
influence a whole population (rather than factors that con-
tribute to individual differences; Nigg, 2006). Indeed, it is
not even clear whether we are currently experiencing a sec-
ular trend of increasing child ADHD problems (see Achen-
bach, Dumenci, & Rescorla, 2002; Achenbach & Howell,
1993), and more data are needed to clarify matters. If there
is such a trend, what accounts for such effects? Potential
specific etiologies have not gone far beyond perinatal prob-
lems, common teratogens such as smoking and alcohol use,
the recognition that increased survival of children born at
low birthweight may contribute to a subset of cases (Bres-

lau & Chilcoat, 2000), and the most obvious postnatal toxic
exposures (i.e., extensive lead poisoning; Barkley, 2002).
Deeper questioning of such etiological risks is warranted.
For example, as we speculated earlier, media influences on
early neural development remain poorly understood in light
of the now intensive exposure of many American young-
sters to video and electronic games at very early ages (An-
derson & Bushman, 2001). With regard to neurotoxins,
low-level (“acceptable”) lead exposures are increasingly
being questioned and may remain a contributing problem
on a larger scale than previously thought (Bernard, 2003;
Canfield et al., 2003). As another example, the influence on
behavior of other and more pervasive environmental neuro-
toxins than lead, notably polychlorinated biphenyls and re-
lated compounds that likely affect dopamine systems, is
virtually unstudied despite concerning initial findings
about the effects of ubiquitous, background-level exposures
in both humans (Jacobson & Jacobson, 1996; Korrick,
2001) and animals (Holena, Nafstad, Skaare, & Sagvolden,
1998; Rice, 1999). It is noteworthy that Rice (see also Rice
& Hayward, 1997) exposed infant monkeys to low levels of
PCBs comparable to background exposures undergone by
the average American child. In adolescence, those monkeys
had greater impairments in working memory than monkeys
receiving no PCB exposure. Thus, more scrutiny of the role
of these contaminants in human attention problems is war-
ranted. Finally, and perhaps more speculatively, after ini-
tial excessive claims about food additives and then sugar
were largely disproven (Conners, 1980; Milich, Wolraich,
& Lindgren, 1986), more recent suggestions for ubiquitous
dietary effects may still warrant investigation (Richardson
& Ross, 2000). Animal models as well as human epidemio-
logical and experimental studies will be clarifying in all
these domains.

Most important, however, is greater attention to the po-
tential for gene-by-environment interplay, in which these
ecological or environmental risks may have small “main ef-
fects” but large effects on segments of the population (i.e.,
those with a particular genotype; see Rutter & Silberg,
2002 for general overview; see Nigg, 2005 for an overview
in relation to ADHD, and Nigg, 2006 for detailed discus-
sion in relation to ADHD). Such interplay is now replicated
in relation to antisocial behavior (see incisive discussion by
Moffitt, 2005). Identification of the relevant environmental
triggers for a particular disorder is key to this strategy. For
ADHD, those just mentioned here appear worthy of study
in conjunction with molecular genetic designs.

Finally, it needs to be acknowledged bluntly that the
field has a woefully inadequate understanding of cultural
variation in the mechanisms of attention and impulse con-
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trol problems (Hinshaw & Park, 1999). How universal are
the mechanisms cited herein? How is their expression dif-
ferent in different ethnic groups in the United States, as
well as in different nations and subcultures? In the United
States, for example, there is little work investigating the
determinants or expression of ADHD in African American
or Latino populations or on developmental processes par-
ticular to those groups, despite isolated reports that ethnic-
ity and culture can sharply affect behavioral ratings and
other evaluations of children (e.g., Mueller et al., 1995).
Furthermore, far more is known about ADHD in boys than
in girls (Gaub & Carlson, 1997), despite a growing data-
base on female manifestations of this condition (e.g., Hin-
shaw, 2002c; Hinshaw et al., 2002; Levy, Hay, Bennet, &
McStephen, 2005).

The long-term goal of prevention and amelioration of
these disruptive problems in children’s development, in a
manner that enhances child competence and not merely so-
cial control, will depend on cogent answers to these overar-
ching questions. Arguably, the field is well on its way. It is
characterized at present by a high degree of optimism re-
lated to ongoing insights from molecular genetics and neu-
roimaging. Those insights will continue to be essential for a
complete picture of the phenomenon. Moreover, as we iden-
tify neuropsychological problems in a subset of children,
the validity of ADHD and its status as a formal disease en-
tity will be greatly enhanced (Barkley, 2002). We expect
that the definition of ADHD will continue to evolve and
sharpen along the way as well.

Nonetheless, multilevel integration will be vital for the
field to reach a more powerful level of understanding.
The past decade has seen remarkable developments in the
sophistication of mechanism-based theories of ADHD (e.g.,
Barkley, 1997; Douglas, 1999; Sagvolden et al., 2005;
Sergeant et al., 1999). The challenge for the next decade (in-
deed, decades) is to continue to articulate multipathway
models (see Berger & Posner, 2002; Nigg, 2006; Nigg, Gold-
smith, et al., 2004; Sagvolden et al., 2005; Sonuga-Barke,
2005) and conceptualizations that integrate multiple levels
of analysis, including genetic, neuropsychological, and con-
textual factors. The latter have scarcely emerged; indeed,
such studies are daunting in terms of conceptual complexity
as well as methodological difficulty and cost. One partial
solution may be to embed experimental substudies into
randomly selected (or intentionally enriched) subsamples
of large, population-based investigations. Another partial
solution is to use molecular genetic designs to examine envi-
ronmental effects in relation to genotype. In the end, the
conceptual challenges, clinical realities, and developmental
conundrums posed by children with disorders of impulse

and attention make the kinds of multilevel efforts we advo-
cate here extremely worthwhile.
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In this chapter, we consider Obsessive-Compulsive Dis-
order (OCD) from developmental and evolutionary per-
spectives. We begin with a definition of obsessions and
compulsions and a description of this diagnostic category.
We then examine several normal epochs of develop-

This work was supported in part by NIH grants MH44843,
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Unlimited Love. Portions of this chapter have appeared in earlier
publications, including Leckman and Mayes (1998, 1999); Leck-
man et al. (1999); A. Carter, Leckman, and Pauls (1995); Evans
(2000); Evans et al. (2004; especially the section on neural cir-
cuitry); and Schultz et al. (1999).

ment that are characterized by obsessive-compulsive be-
haviors that resemble those encountered in OCD. Next, we
take a closer look at the phenomenology and natural
history of OCD before reviewing the available genetic,
epigenetic, neuropsychological, neurochemical, neuroen-
docrine, and neuroimaging data that bear on OCD and re-
lated normal phenotypes. We then detail a number of
theoretical models of pathogenesis and the treatments
they have engendered. Finally, we offer an integrative
model that emphasizes evolutionary and developmental
perspectives and describe its potential utility in providing
a coherent, multidisciplinary framework for future work
in this area.
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DEFINITIONS AND CLINICAL DESCRIPTIONS

In the following section we define obsessions and compul-
sions, and we describe the clinical presentations associated
with each construct. In so doing, we hope to emphasize the
broad range of behaviors associated with both obsessions
and compulsions.

Obsessional Thoughts

Obsessions are intrusive thoughts, impulses, or images
that are troubling and persistent and that may dominate
the mental life of the individual afflicted (American Psy-
chiatric Association, 2000). Patients often view these pre-
occupations as being senseless and bizarre. Obsessions
are typically regarded as being ego dystonic, in that they
are distressing and contrary to the individual’s view of
himself or herself. For example, a patient may have intru-
sive thoughts of having been responsible for harm be-
falling a close family member, or fear that a loved one will
be harmed because of some inadvertent act. Similarly, a
new parent may suddenly experience an urge to harm or
even kill her precious infant, or a pious individual may be
plagued by the obsessive urge to desecrate a holy statue.
Typically, the individual is aware that he or she will not
act on these troubling impulses, but that does little to di-
minish the distress that the thoughts engender. Another
relatively common obsession involves excessive worries
about germs or contracting a fatal disease. Some individu-
als with OCD are painfully preoccupied with the idea that
they may have left a stove on or a door unlocked. Still
other obsessions focus on a need for symmetry or exact-
ness or concerns about not discarding things that most
people would regard as useless.

Although many of us may have experienced similar
thoughts, we are generally able to dismiss them. For indi-
viduals with OCD, however, their intrusive thoughts, once
initiated, are tenacious and nearly impossible to dismiss.
Even in the face of evidence to the contrary, the individual
with OCD is often unable to interrupt the flow of these dis-
turbing images and thoughts.

Compulsions

Compulsions include a broad array of repetitive behaviors
that a person feels driven to perform, often according to a
strict set of rules that must be rigidly applied. The range of
compulsions is vast and may include repetitive and exces-
sive hand washing, checking behaviors (checking doors,
stoves, or whether a parent is okay), elaborate routines or

rituals surrounding bedtime (dressing or undressing in a
certain order or manner, such as left side of the body first)
or mealtime (eating foods in a certain order, or avoiding
foods of a particular color or texture), or bizarre routines
involving movements such as touching or tapping upon
crossing a threshold, or “evening-up” behaviors. Some indi-
viduals with OCD have strong preferences for symmetry,
balance, or wholeness that “requires” that they arrange par-
ticular objects in a certain order. Still other compulsions
may include repeatedly asking questions or seeking reas-
surance, or mental rituals such as repeating certain words
or phrases to oneself, or needing to repeatedly count to a
particular number.

Whereas some compulsions involve elaborate and observ-
able routines or rituals, others are more covert and internal,
though even some elaborate rituals may be performed only
in private and remain unknown to others. The perceived
senselessness of compulsions may bring about psychological
distress, yet it is also the case that compulsions may bring
temporary relief from anxiety. That is, hand washing tem-
porarily relieves the anxiety from contamination obsessions.
This temporary anxiety reduction that results from engaging
in a compulsion may have (negative) reinforcing properties
that perpetuate the symptom expression in OCD. Similar to
avoidance behavior and escape seen in simple phobias, the
anxiety reduction served by compulsions may strengthen the
stimulus-response connection between obsessions and com-
pulsions. Finally, woven into many compulsions is the “just
right” criterion: The individual may engage repeatedly in a
ritual or routine or other compulsion until some subjective
criterion is reached, so that it feels “just right.” Often, how-
ever, this sense of the world being just right is short-lived,
and the thoughts and behaviors begin all over again.

In many instances, certain obsessions are concomitant
with particular compulsions. Germ obsessions commonly
accompany hand washing. Particular doubting obsessions
are associated with checking compulsions (worry about the
stove being left on typically is coupled with checking the
stove). The degree to which this obsession-compulsion pair-
ing seems logical to an outside observer varies considerably.
One can understand, for example, why someone who fears
germs might feel the compulsion to wash. Similarly, it
makes some sense for someone concerned that a stove was
left on to check the stove. Though clearly in excess (hand
washing may occur to the point where the individual’s
hands are bleeding and he or she is confined to his or her
home for fear of contracting disease), there is a certain logic
that ties together the obsession and the compulsion.

By contrast, other compulsions in response to obses-
sions may seem to be less “logically” connected for most
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observers. Take, for example, the individual who is
plagued with obsessions that his or her parents are going
to die in a car crash and who attempts to ward off this
imagined event by retracing steps when crossing a thresh-
old. In this case, the connection between the obsession
and the compulsion seems more tenuous, as it requires
a considerable leap of logic and seems to invoke a greater
degree of magical thinking to link the psychological event
and the physical behavior. Such magical thinking is pres-
ent in other disorders as well (e.g., schizotypal personal-
ity). The potential difference between the former
“logical” obsessive-compulsive behaviors and the latter
“magical” obsessive-compulsive behaviors has received
virtually no empirical attention but may speak to specific
OCD subtypes. We return to this topic in our discussion of
normative compulsive-like behaviors in young children.
First, we address the clinical entity of OCD.

Obsessive-Compulsive Disorder

OCD is an Axis I disorder in the class of anxiety disorders
and is defined by the presence of obsessions and/or com-
pulsions to the point where they interfere significantly
with an individual’s daily adaptive, social, or occupa-
tional functioning (Diagnostic and Statistical Manual of
Mental Disorders, fourth edition [DSM-IV]; American
Psychiatric Association, 2000). The symptoms are viewed
as inappropriate and excessive and are of sufficient fre-
quency, intensity, or duration to cause significant subjec-
tive distress. The thoughts, impulses, worries, or anxieties
that constitute the obsessional thoughts are not generally
reactions to real-life situations, or, if they are in reaction
to genuine threats, they are grossly excessive relative to
the threat. Unlike symptoms associated with thought dis-
orders such as Schizophrenia, the thought disturbances
associated with OCD are perceived by the individual as
products of his or her own mind (not thought insertion, as
with Schizophrenia). Diagnostic criteria also prescribe
that significant resistance must exist; that is, in realizing
the senselessness of the thoughts or behaviors associated
with OCD, the individual makes significant efforts to re-
sist the thoughts and/or behaviors, which are generally
unsuccessful.

Constructs such as psychological resistance, subjective
distress, and ego dystonia exemplify the psychological
turmoil associated with obsessions and compulsions.
These constructs require a certain degree of self-
understanding, self-perception, and abstract thinking. It
is questionable, therefore, whether young children can
fully experience resistance and ego dystonia. Because of

this, the insight-related DSM criteria (recognition of the
excessiveness, ego dystonia) are waived in the current ver-
sion of the manual (DSM-IV-TR, American Psychiatric
Association, 2000). Similarly, some debate has sur-
rounded whether children with Autism experience obses-
sions and compulsions as, presumably, children with
Autism are incapable of the metacognitive ability to re-
flect on their own mental states (Baron-Cohen, 1988).
This issue is not fully resolved and has important implica-
tions for the definitions of obsessions and compulsions
and for the diagnosis of OCD in young children and chil-
dren with cognitive disabilities.

Table 10.1 represents the DSM-IV-TR criteria for OCD.
Under these guidelines, an individual must exhibit either
obsessions or compulsions that are time-consuming (more
than 1 hour per day) or interfere with the person’s normal
routine or adaptive functioning. The DSM-IV-TR criteria
also specify that if the object of certain obsessive, intru-
sive thoughts is better accounted for by another disorder,
then a diagnosis of OCD should not be made. In the case of
obsessive thoughts about body image or about foods seen in
some eating disorders, an eating disorder or body dysmor-
phic disorder might be the preferred diagnosis. Similarly,
the obsessional state of an individual who is addicted to
and preoccupied with alcohol or another drug of abuse
would likely be regarded as symptomatic of substance
abuse, not OCD.

OCD shares a relatively high comorbidity rate with a
great number of other psychiatric conditions, including
anxiety disorders, Panic Disorder, simple phobias, mood
disorders, and tic disorders. Estimates of OCD comorbid-
ity with other anxiety disorders range from 25% to 75%
(Flament et al., 1988; Francis & Gragg, 1996). As many as
83% of patients with OCD report panic attacks (Barlow,
DiNardo, Vermilyea, Vermilyea, & Blanchard, 1986). Sep-
aration Anxiety Disorder is much more common in older
children and adolescents with OCD compared to adults (A.
Carter, Pauls, & Leckman, 1996). Mood disorders are
found in approximately 25% to 35% of children and adoles-
cents with OCD (Flament et al., 1988, 1990; Last, Perrin,
Hersen, & Kazdin, 1992), and some 65% of individuals
with OCD also meet diagnostic criteria for depression
(Pauls, Leckman, & Cohen, 1994). Tourette’s syndrome is
diagnosed in approximately 15% of OCD probands (A. H.
Zohar et al., 1992). Conversely, among Tic Disorder
probands, OCD is diagnosed in 50% to 70% of cases (Apter
et al., 1993; Frances & Gragg, 1996); interestingly, first-
degree relatives of patients with OCD are significantly
more likely to have a Tic Disorder compared to the general
population (Rosario-Campos, in press).
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TABLE 10.1 DSM-IV-TR Diagnostic Criteria for Obsessive-
Compulsive Disorder

Reprinted with permission from the Diagnostic and Statistical Manual of
Mental Disorders, Copyright 2000. American Psychiatric Association.

Obsessive-Compulsive Personality Disorder

Although Obsessive Compulsive Personality Disorder
(OCPD) shares the words “obsessive” and “compulsive”
with OCD, the clinical manifestations of these disorders
are quite different. OCPD is characterized by “a preoccu-
pation with orderliness, perfectionism and mental and in-
terpersonal control, at the expense of flexibility, openness
and efficiency” (American Psychiatric Association, 1994,

p. 672). To receive a diagnosis of OCPD, the DSM-IV crite-
ria require that at least four of the following are present: (1)
preoccupations with details, rules, lists, order, organiza-
tion, or schedules to the extent that “ the major point of the
activity is lost”; (2) perfectionism that interferes with task
completion; (3) excessive devotion to work and productiv-
ity to the exclusion of leisure activities and relationships;
(4) being overly conscientious, scrupulous, and inflexible
about matters of morality, ethics, or values; (5) an inability
to discard worn-out or worthless objects even when they
have no sentimental value; (6) a reluctance to delegate re-
sponsibility unless others agree to submit to his or her way
of doing things; (7) a miserly spending style toward both
self and others; and (8) being overly rigid and stubborn.

In contrast to OCD, in OCPD, the individual does not
consciously experience ego dystonicity, a lack of control,
or resistance to his or her symptoms. Indeed, there is mini-
mal overlap in the current diagnostic features of OCPD and
OCD. Consequently, it is usually easy to distinguish be-
tween them. Hoarding behaviors are the only DSM-IV cri-
teria for OCPD that may overlap directly with OCD. The
diagnoses of OCD and OCPD are not mutually exclusive.

DEVELOPMENTAL TRAJECTORIES
OF NORMAL OBSESSIVE-
COMPULSIVE BEHAVIORS

Consideration of continuities and discontinuities between
normality and psychopathology is a hallmark of develop-
mental psychopathology (Cicchetti, 1993; Cicchetti &
Cohen, 1995a; Zigler & Glick, 1986). In this section, we
examine a range of normal mental states and behaviors that
may inform our efforts to understand OCD. We are in-
trigued by the possibility that in certain contexts, behaviors
that strongly resemble obsessions and compulsions may re-
flect normative developmental trajectories, serving adap-
tive functions and stemming from well-conserved vestiges
of our phylogenetic roots.

Childhood Rituals

Beginning around the 2nd year of life, most children develop
a variety of rituals, habits, routines, and preferences, some
of which resemble the behaviors associated with OCD
(Evans et al., 1997; Leonard, Goldberger, Rapoport, Ches-
low, & Swedo, 1990). The idea that compulsive ritualistic
behaviors may be normative in young children is not a new
idea. Gesell and his colleagues (Ames, Ilg, & Frances, 1976;
Gesell, 1928; Gesell, Ames, & Ilg, 1974) were among the
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first to recognize that young children, particularly those
around the age of 21⁄2, begin to establish rigid routines that
Gesell termed the “ritualisms of the ritualist” (Gesell et al.,
1974). Rather than addressing emotional needs, Gesell
believed children engage in rituals to master the tasks of a
specific developmental epoch characterized by gaining mas-
tery in matters of feeding, toileting, and dressing, among
others. Such tasks are facilitated by adherence to rules,
and behavioral routines reflect mastery motivation. Devel-
oping behavioral routines and habits requires establishing
mental representation of behavioral sequences and cognitive
schema for the way things “should be” (see also Kagan,
1981). When such expectations are violated, as occurs with
interruptions in daily routines or habits, changes in the phys-
ical environment or alterations of familiar objects, signifi-
cant distress may result. In addition to Gesell’s description
of children’s elaborate bedtime rituals and the need for
sameness, his descriptions of normative ritualistic behaviors
include references to “just right” phenomena, as well as pre-
occupations with balance, symmetry, and wholeness.

To Freud (1919), the rituals of young children were as-
sociated with efforts to control, organize, delay, and resist
unconscious sexual impulses directed at their caregivers,
which in turn are driven by the child’s wish to be the exclu-
sive focus of the parents’ love and attention. Even norma-
tive rituals and compulsions stem from unconscious urges
and efforts to reduce anxiety.

Winnicott (1958b) described “ transitional objects” and
transitional behaviors (e.g., routines and habits) as vehicles
by which young children can sustain an emotional contigu-
ity with their primary caregivers. Habits such as the use of
and attachment to treasured objects like teddy bears and
security blankets reflect the child’s focus on particular ob-
jects, and presumably these represent a kind of transfer of
parental attachment. That these security blankets and other
objects gain particular importance at times of stress is
telling in terms of their role in emotion regulation (Pass-
man, 1976, 1977, 1987). Of bedtime routines, Winnicott
noted that children engage parents in elaborate rituals,
weaving the parents into “a transitional web,” and thus
these typical rituals serve to soften the loss of the parent as
sleep and separation approach.

Erikson (1968) posited a developmental model of ritual-
ization whereby infancy was characterized by “mutuality of
recognition”: a daily bonding ceremonial engaged in by in-
fants and their primary caregivers that gives rise to self-
awareness and awareness of self as distinct from other. An
infant “signaling” that he or she is awake elicits in the par-
ent a repertoire of emotive, verbal, and manipulative behav-
iors (Erikson, 1968), such as looking, feeling, and sniffing

as the parent searches for further signals that communicate
the subjective state of the infant. The infant reinforces these
behaviors by his or her responses. Though Erikson de-
scribed such behaviors as highly ritualized, they are also in-
dividualized and attuned to each dyad. Erikson was clear in
his beliefs that such interpersonal rituals in infancy are sim-
ilar to religious rituals, in that both kinds of rituals involve
an affirmation of self and belonging. These parent-child rit-
ualizations “bestow convincing simplicity on dangerously
complex behaviors” (p. 205). Rituals, then, simplify and
clarify actions to make unambiguous the behaviors and
goals in situations in which ambiguity would bring about
disorganization and problematic outcomes in terms of the
developing self and self-other relationships. To Erikson, rit-
uals are vital to our interpersonal interaction and serve to
establish both a sense of self and a sense of self in relation
to others.

Though Piaget did not refer specifically to rituals or
compulsions per se, his description of the development of
cognitive operations certainly shed light on them. Piaget
(1962) stressed the role of repetitive movements or circular
motor reactions in early development as the child hones in-
nate reflexes into more voluntary actions that aid in the
manipulation of and adaptation to the environment. By the
end of the sensorimotor period, however, children are able
to engage in representational thought, whereby their under-
standing of the physical world is no longer gleaned through
trial and error but by cognitive representations for specific
sequences of actions to achieve a goal.

In deferred imitation, children are able to enact a rela-
tively complex sequence of behaviors that they have previ-
ously observed. Memory for actions involves encoding a
sequence of behaviors culminating in a behavioral totality.
So, too, is this the case with sociodramatic play; roles are
prescribed, and violations of social roles in play (or in real
life) are not easily permitted. Classification and seri-
ation—two hallmarks of the late preoperational and early
concrete operational periods—exemplify the child’s abili-
ties to focus on and organize objects according to certain
criteria or logical rules. In the preoperational period, chil-
dren’s understanding of classification and group member-
ship is limited to a single feature. Only later does the child
develop the concept that a single object may simultane-
ously embody multiple features, and depending on the rule
of classification, an object may be classified in any num-
ber of groups.

A defining feature of compulsivity is the inappropriate
perseveration of behavioral patterns. In his well-known
experiments demonstrating the development of object per-
manence, Piaget (1962) noted that young children make



Developmental Trajectories of Normal Obsessive-Compulsive Behaviors 409

perseverative errors—the A-NOT-B error. That is, they
continue to search for an object in a location where it was
previously hidden (A), even when they have witnessed the
object’s being moved to another location (B; Diamond,
1988; Diamond & Taylor, 1996). Prior motor activities are
repeated even when the child has been exposed to informa-
tion indicating that the previous action will be inadequate
to retrieve the hidden object. More recently, Zelazo and
Reznick (1991; Zelazo & Jacques, 1996) noted that
preschoolers will perseverate on a sorting task when the
sorting rule is switched (say, from color to shape), despite
the fact that when asked, they can recall the new sorting
rule. Thus, activities that constitute core aspects of com-
pulsivity—sorting, classifying, and arranging objects, and
perseveration of previously learned behaviors beyond their
adaptive utility—are paramount in the cognitive develop-
ment of the young child.

Perhaps more clearly than any other scholar of develop-
ment, Werner (1948, 1957; see Evans, 2000, for a review)
devised a comparative and organismic theory that affords a
developmental analysis of both typical and atypical devel-
opment, including rituals and compulsions. Werner ex-
plored the processes of mental development in terms of the
nature of the organism-environment relationship across a
variety of contexts, including childhood, certain cultural
practices, and in psychopathology. His belief was that the
basic mental and relational patterns of these three appar-
ently disparate contexts could be construed as fundamen-
tally (though not entirely) similar.

Werner recognized that young children often engage in
ritualistic, compulsive behavior. To Werner, both norma-
tive and pathological rituals reflected a syncretic inter-
action style—a relative lack of differentiation between the
organism and its environment. Put another way, rituals sig-
nify a magical connectedness between organism and envi-
ronment and between thoughts and actions, where “motor
and affective elements are intimately merged in the per-
ception of things” (1948, p. 337).

Werner saw rituals as a kind of tool that, in conjunction
with magical beliefs, melds the organism and the environ-
ment in a complex of causal relations between the ceremo-
nial act and some desired outcome. He viewed magic and
ritual as “indissoluble totalities, unitary acts which either
fulfill themselves according to an all-or-nothing reaction,
or are completely abortive” (1948, p. 344). Cultural rituals,
children’s rituals, and pathological compulsive rituals in-
volve completion or totality, whereby “any disruption of
the form, any failure in the performance—a stumbling,
stuttering or even a pause—often occasions a magical inad-
equacy and inefficacy, since the very magical significance

of the whole event is vital only within an unbroken total-
ity” (1948, p. 344).

Rituals and associated magical beliefs were, to Werner,
typical of a level of organism-environment interactions that
he defined as perceptual, such that the organism’s relation
to the environment is relatively fused and undifferentiated.
These syncretic modes of interaction may emerge under any
number of conditions and are seen as key elements for some
of the richest of human experience, such as the basis of
emotion and art. Werner differentiated cultural rituals from
children’s rituals, defining cultural rituals as a “rounded,
organized way of life,” (1948, p. 357) whereas children’s
rituals “can only occupy an isolated position” (1948,
p. 357). With this distinction he placed children’s rituals in
closer proximity to pathological ones, in that, as we will
see, the “organization” that is seen in childhood and patho-
logical rituals is not well integrated into their entire reper-
toire of behavior. Childhood and pathological rituals are, by
definition, circumscribed and limited to a particular sphere
of life. Werner described the child’s world as marked by
“unbreakable organization, which occasions and demands
rigidity of behavior” (1948, p. 358). These ceremonies in-
voke all-or-nothing thinking, where the ritual is either car-
ried out properly or not at all.

We all know that during infancy children want to eat and be
dressed in some particular habitual fashion. In agreement
with this attitude are those ceremonial rules and ritualistic
practices of the child. . . . These rituals may be so set that any
neglect or alteration is felt to be a symbol of disruption of a
state of affairs in which “something is wrong.” . . . We are
unable to state definitively just how and when the . . . all or
nothing reaction evolves into the formal ceremonial, that is,
when it becomes real magical behavior. (1948, p. 359)

According to Werner’s (1948) analysis, many of the rit-
uals engaged in by children are in response to some fear or
anxiety about the external world or the unknown aspects of
sleep, dreams, and the supernatural aspects of the night,
such as ghosts and the mystery of the dark. The creation of
these rituals, beginning as simple rules come to serve a
symbolic meaning that protects the child during sleep
(Werner, 1948) and also reflects the child’s desire to be
protected by rules. In this sense, children’s bedtime cere-
monies resemble the kinds of compulsive rituals that are
seen in Obsessive-Compulsive Disorder: They ward off
dreaded events, ensure safety, or, more generally, serve to
reduce anxiety states.

Despite numerous references to normative compulsive
behavior in young children, the similarities and differences
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between normative and pathological compulsive behaviors
have been all but absent from the empirical literature. Such
analyses may offer insights into the adaptive origins of
pathological obsessive-compulsive behaviors, as well as
possibly uncovering developmental themes that underlie
OCD. Identifying differences in the nature of early devel-
opmental rituals in children with and without OCD has
obvious practical implications in terms of the early identifi-
cation and treatment of OCD.

In recent years, Leonard and colleagues (Leonard
et al., 1990) explored whether early developmental rituals
can distinguish children who later developed OCD from
those who did not. These retrospective parental re-
ports suggested that the early developmental rituals in
children might have practical implications in terms of the
early identification of OCD. The reports suggested that
the early developmental rituals of OCD probands and con-
trols were similar when excluding those behaviors that
were clearly symptomatic. That is, aside from behaviors
such as repetitive hand washing, an act that was clearly
thought to be diagnostically significant, the two groups of
children did not differ from each other as to their habits
and rituals.

Over the past decade, we and others have explored the
normative variants of compulsive behavior in young chil-
dren, including its natural history, and associations with

cognitive development, adaptive behavior, and maladaptive
behavior. The first of these studies involved a population-
based survey of roughly 1,500 parents with children be-
tween 8 and 72 months living in the greater New Haven,
Connecticut, area (Evans et al., 1997). An inventory was
constructed (the Childhood Routines Inventory, or CRI)
that reflected symptoms of Obsessive-Compulsive Disor-
der but that were cast in a normative framework.

The CRI contains 19 items that fall into two principal
components. The first component is composed of items re-
flecting the repetitive behaviors on the CRI, such as “re-
peats certain actions over and over,” “prefers the same
household schedule or routine,” and “engages in the same
play over and over.” The second component includes items
that refer to what we call “just right” behaviors: sensory-
perceptual phenomena that often involve arranging or re-
arranging, lining up objects in straight lines or symmetrical
patterns, or behaviors woven into a ritual, such that certain
behaviors must be repeated until they feel “just right.”
“Just right” behaviors also include a heightened sensitivity
to slight imperfections in toys or clothes (Evans, Gray, &
Leckman, 1999; Evans et al., 1997) and attention to details
such as subtle changes in the environment.

In our initial study (Evans et al., 1997), parents indi-
cated on the CRI whether their children engaged in each
behavior using a 5-point Likert scale. Figure 10.1 includes

Figure 10.1 Histograms displaying percentage of children engaging in four of the behaviors assessed by the Childhood Routines
Inventory.

Image rights not availableImage rights not available
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the rates of endorsement of selected items on the CRI. The
results confirmed our hypothesis that compulsive behaviors
on the CRI are prevalent during childhood, especially dur-
ing the 2nd, 3rd, and 4th years of life (Evans et al., 1997).
Specifically, 65% of the 1-year-olds in our sample were
said to have engaged in bedtime rituals, whereas 80% of 2-
year-olds were reported to engage in elaborate bedtime rit-
uals. The prevalence rates for bedtime rituals remain in
the 70% range for 3-, 4-, and 5-year-old children as well
(Evans et al., 1997).

Over half of the 2-year-olds in our sample were reported
to be “very aware” of minute details, such as imperfections
in toys and clothes. Forty-one percent of children under the
age of 1 year and 36% of children age 5 were described this
way. Seventy-seven percent of parents of 2-year-olds en-
dorsed the item “Is your child a perfectionist?” compared
with 29% of children less than 1 year of age and 50% of chil-
dren age 5 years. Parents of 2-year-olds were also nearly
twice as likely to endorse the item “Is very concerned with
dirt, cleanliness or neatness” than were parents of 5-year-
olds and almost 7 times more likely than parents of children
less than age 1. Whereas almost 50% of the 2-year-olds were
reported to “insist that certain belongings go in their place,”
only 28% of 5-years-olds were reported to do this. Finally,
63% of 2-year-olds were reported to arrange objects until
they are “just right” compared to 4% of children >1 year and
41% of 5-year-olds. The findings are also consistent with
work by Kagan (1981), who reports that by age 2, children
develop standards for the way objects “should be” such that
they may become upset when presented with “imperfect” ob-
jects, such as a doll with a missing arm (Evans et al., 1999).

Similar results were reported in a smaller sample of 228
Israeli children age 20 to 59 months (A. H. Zohar & Felz,
2001). In terms of the onset of particular compulsive-like
behaviors, the following behaviors were the first to emerge:
attached to one favorite object (mean onset 13.85 months);
preferred the same household schedule or routine every day
(15.43 months); had persistent habits (15.80 months); and
strong preferences for certain foods (17.14 months). Later
emerging compulsive-like behaviors included the follow-
ing: acted out the same thing over and over in play (24.14
months); collected/stored objects (25.29 months); seemed
very aware of/sensitive to how clothes feel (25.92); and has
strong preferences for wearing certain articles of clothing
(25.92). The Israeli sample studied by A. H. Zohar and Felz
displayed similar sequences in terms of the emergence of
items on the CRI (the age of onset for the CRI items = 84
months for the two samples). A. H. Zohar and Felz report a
mean difference of 3 months in terms of the onset of the
U.S. and Israeli samples, however (Israeli means >3 months
of U.S. mean ages of onset).

These data suggest that compulsive-like behaviors are a
relatively common aspect of normal child development.
Ritualistic and repetitive behavior as well as sensory-
perceptual, or “just right” phenomena are highly prevalent
among children and appear to be most prevalent between
the ages of 2 and 4 years. The exact reasons for the emer-
gence of these behaviors are not known, but it seems rea-
sonable to assume—and some data support—that a variety
of neurobiological, cognitive, emotional, and social factors
contribute to the development of normative compulsive-
like behaviors.

Given the assumption that some compulsivity and obses-
sionality represents a variant of normative—even adap-
tive—evolutionarily conserved tendencies in humans and
other species, we should see some adaptive correlates of
these rituals in young children. A subset (n = 880) of our
original sample (Evans et al., 1997) was administered the
CRI and also a brief version of the Vineland Adaptive Be-
havior Scales (VABS) assessing children’s adaptive behav-
iors in the areas of socialization and daily living skills.
One might hypothesize that during the period of develop-
ment when children are particularly prone to engage in
compulsive-like behaviors (especially 2 to 3 years of age),
these behaviors may serve some adaptive emotional and
practical functions. Indeed, it seems to be the case that at
ages 2 and 3, children’s compulsive-like behaviors were
moderately associated with adaptive behaviors, whereas
the associations between compulsive-like behaviors and
adaptive behaviors were not significant for children at age
4, and for 5-year-olds correlation coefficients between
compulsive-like behaviors and adaptive behaviors were in a
negative direction.

As noted earlier in this chapter, some obsessive-
compulsive behaviors invoke a certain amount of magical
belief such that thoughts and behaviors are relatively fused
and undifferentiated. Many obsessive-compulsive symp-
toms seem to infer causal links between thoughts and be-
haviors. In two separate studies, researchers noted that the
typical compulsions of young children are associated with
children’s magical beliefs. In one study (Evans, Milanak,
Medeiros, & Ross, 2002), children’s beliefs in the power of
wishing and their beliefs in magic were positively associ-
ated with compulsive-like rituals and habits. Bolton and
colleagues (Bolton, Dearsley, Madronal-Luque, & Baron-
Cohen, 2002) also noted that compulsive behaviors are re-
lated to magical thinking in children ranging in age from 5
to 17 years.

Some evidence suggests that even in young children, nor-
mative compulsivity may be related to emotional develop-
ment (Evans et al., 1999; A. H. Zohar & Felz, 2001). For
children less than 4 years of age, repetitive behaviors were
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significantly and positively related to overall fear and to
fear of strangers (Evans et al., 1999). Bedtime fears (fear
of the dark, of monsters) were related to hoarding objects;
fear of death was significantly associated with strong at-
tachment to a specific object; and fear of animals was re-
lated to bedtime rituals.

For children older than age 4, a greater number of corre-
lations emerged. Most notably, overall scores on the rituals
inventory were related to bedtime fears. “Just right” behav-
iors were related to fears of contamination and fear of sep-
aration; fear of death was positively related to “repeats
actions over and over” and “arranges objects” until they
are “just right” (Evans et al., 1999).

These findings echo the theorizing of Winnicott,
Erikson, and Werner that children’s rituals are associated
with anxiety states brought on by the many fears and un-
certainties that are common in childhood and that they bear
some relationship to the presence of attachment figures as a
source of security and syncretic wholeness. These findings
also emphasize the range of ritual behaviors and the emerg-
ing need young children have to compare elements of the
outside world with existing mental representations, as dis-
cussed by Gessell and Piaget, so that important aspects of
the world are “just right.” These findings suggest that the
rituals and compulsions that emerge in normal ontogeny not
only are similar to pathological rituals and compulsions,
but they may also serve similar functions and represent
common fundamental mental processes.

Obsessional Thoughts and Compulsive Behaviors
among Older Children and Adolescents

Given the cognitive processing that is involved in obses-
sional thoughts, it is not surprising that more is known
about the development of rituals and compulsions in child-
hood. Nevertheless, several population-based studies have
been completed in children ranging in age from 8 to 17
years (Berg, Whitaker, Davies, Flament, & Rapoport,
1988; A. H. Zohar & Bruno, 1997). A. H. Zohar and Bruno
studied one of the youngest cohorts in a large community
sample of children in Israel. Children were in grades 4, 6,
and 8 (N = 1,083) and ranged in age from 8 to 14 years.
Among the fourth-grade students, five items from a ques-
tionnaire of the Maudsley Obsessive-Compulsive Inventory
concerning cleanliness, checking, and guilt about lying
were endorsed by more than 50% of the children. Although
the level of obsessional thought and compulsive behaviors
was significantly lower in the eighth grade than in the sixth
and fourth, there was an elevation of children with very
high levels in the eighth grade.

A second study employed a survey of the Leyton Obses-
sional Inventory-Child Version with more than 5,000 non-
referred adolescents (Berg et al., 1988). As in the study of
younger children, a sizable proportion of the population
studied (>46% of the sample) endorsed one or more obses-
sive-compulsive symptoms. The items most frequently en-
dorsed were “ thinking repetitive thoughts and words,”
“hating dirt and dirty things,” “worrying about being clean
enough,” and being “fussy” about keeping one’s hands
clean. The adolescent girls in this sample endorsed a
greater number of obsessional items and had significantly
higher interference scores compared to their male counter-
parts. In this sample, the responses did not differ signifi-
cantly by the age of the adolescent.

Adult Obsessions and Compulsions

Three independent studies have found that approximately
90% of the normal population report intrusive thoughts
whose content is similar, if not identical, to obsessions
(Freeston, Ladouceur, Thibodeau, & Gagnon, 1991; Rach-
man & de Silva, 1978; Salkovskis & Harrison, 1984).
In addition to content, the obsessive thoughts reported
among normal adults appear to be similar to the obses-
sions reported among clinical populations in terms of
the increased distress associated with the inability to dis-
miss the thoughts (Rachman & de Silva, 1978; Salkovskis
& Harrison, 1984). However, compared with clinical
cases of OCD, the obsessions of nonclinical subjects tend
to be less frequent, briefer in duration, and more easily
dismissed.

Obsessive-Compulsive Features of Early Parenting

There are times in life when adults appear to be more vul-
nerable to obsessive-compulsive thoughts and behaviors.
One of the most distinctive periods surrounds the birth of a
child. Winnicott (1958a) described an altered mental state
that he termed “primary maternal preoccupation” that char-
acterizes the first weeks of a mother’s relationship with her
infant. Suggesting that such a state of preoccupation or a
state of “heightened sensitivity” develops toward the end of
pregnancy and lasts for the first few postnatal weeks, he
likened it to a withdrawn or dissociated state that, in the ab-
sence of pregnancy and a newborn, would resemble a mental
illness of acute onset. In this period, mothers are deeply fo-
cused on the infant to the apparent conscious exclusion of
all else, and this preoccupation permits them to anticipate
the infant’s needs, learn his or her unique signals, and over
time to develop a sense of the infant as an individual. Win-
nicott emphasizes the crucial importance of such a stage for
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the infant’s self-development and the developmental conse-
quences for infants when mothers are unable to tolerate such
a level of intense preoccupation. Central to our discussion is
the described phenomenology of a heightened state of ma-
ternal preoccupation centered around the late third
trimester and 1st postnatal weeks that usually wanes by the
2nd or 3rd month postpartum as the infant is more socially
differentiated.

In a prospective longitudinal study of 82 parents, we
have documented the course of early preoccupations and
found that they peak around the time of delivery (Leck-
man et al., 1999). Although fathers and mothers displayed
a similar time course, the degree of preoccupation was
significantly less for the fathers in our study. For example,
at 2 weeks after delivery, mothers of normal infants, on
average, report spending nearly 14 hours per day focused
exclusively on the infant, whereas fathers report spending
approximately half that amount of time. Although the the-
matic content of these preoccupations includes thoughts
of reciprocity and unity with the infant and thoughts
about the “perfect” appearance of the infant, anxious in-
trusive worries concerning the parents’ adequacy as par-
ents and the infant’s safety and well-being also were
commonplace. Virtually all of the parents (>95%) re-
ported recurrent worries about the well-being of their
child. More than 80% of the mothers and 70% of the fa-
thers were concerned about the possibility of something
bad happening to their baby, including worries about the
child’s health, development, and appearance. Several par-
ents explicitly mentioned sudden infant death syndrome as
the reason they needed to check their infant. The sponta-
neous narratives recorded at the interview included fre-
quent concerns about the baby falling or being dropped or
thrown. One mother described worries about traveling in
the car with her infant son and possibly having an accident
due to her negligence. Another mother dreamed that her
baby had “cuts around her eyes because Mom hadn’t cut
her baby’s finger nails and she had scratched herself.”
Several parents reported worries about pets or other ani-
mals injuring the infant because of some negligence on
their part. Consistent with our expectation, a number of
parents said such things as, “I tell myself it is ridiculous to
think about this, the likelihood is so remote.”

Thirty-two percent of the parents (9 mothers and 10 fa-
thers) reported that they had had abhorrent thoughts of
harming the infant during the weeks after the birth. A few
parents linked their thoughts to the child’s demands for
attention, such as “When my baby is crying at 2 A.M., I
can understand why parents hurt their children.” Another
father wondered out loud “Am I capable of child molesta-

tion?” However, most of the images focused on acts of
negligence, “accidentally dropping the baby or making a
mistake by being inattentive.” Indeed, one insightful
mother initially mentioned that she thought of only other
parents harming their babies, but then said, “I guess we
are frightened of our aggressive impulses and displace
them onto others.” In most instances, these were fleeting
or momentary thoughts, but seven parents described these
thoughts as occurring “occasionally.” At 2 weeks after
birth, only a small minority of parents report that these
unpleasant thoughts are a definite source of interference
(10% of both mothers and fathers) or that they caused
moderate or severe emotional distress (15% of mothers
and 5% of fathers). In response to these anxious or un-
pleasant thoughts, 59% of the mothers and 42% of the fa-
thers reported that they performed various actions. In this
subset of parents, their actions included checking on the
baby (60%), talking to others (54%), or making an effort
to distract themselves (9%).

Virtually all of the parents (>90%) reported checking
on their babies, usually in response to some signal from the
infant. However, more than 75% of the parents also de-
scribed the need to check even though they knew that
everything was okay. At this time, nine mothers (22%) and
seven fathers (17%) reported that they checked in this com-
pulsive fashion “frequently” or “very frequently.” How-
ever, only 27% of the mothers and 20% of the fathers recall
telling themselves that such compulsive checking was un-
necessary or silly. A majority of parents (83% of mothers
and 68% of fathers) stated that they would be “moder-
ately” or “severely” distressed if they were prevented from
checking on their child.

In this study, we found that 95% of the mothers and
80% of the fathers had such recurrent, anxious intrusive
thoughts in the weeks preceding birth. In the weeks fol-
lowing delivery, this percentage declined only slightly to
80% and 73% for mothers and fathers, respectively. At 3
months postpartum, these figures were unchanged. Other
investigators have reported similar findings of increased
worries that, in particular, may stress relations between
the parents as the time for delivery approaches (Cowan &
Cowan, 1992). After delivery and on returning home, most
frequently cited were concerns about feeding the baby,
about the baby’s crying, reflecting on the responsibility of
caring for the baby, and thoughts about the baby’s physical
well-being. Conditions such as these are more commonly
reported among parents of very sick preterm infants
(Goldberg & DiVitto, 1995), infants with serious congeni-
tal disorders or malformations, or infants with serious
birth complications (Hodapp, 1995).
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Even before the child is born parents preoccupy them-
selves with creating a safe and secure environment for the
infant. Major cleaning and renovation projects are com-
monplace as the human form of nest building unfolds. Up-
permost among parental concerns are the safety of their
child and their unimpeded access to the child. Safety issues
include the cleanliness of the infant’s immediate environ-
ment. After birth, this same sense of heightened responsi-
bility will compel parents to check on the baby frequently,
even when they know the baby is fine. This heightened
sense of responsibility and vigilance concerning possible
threats to the child’s well-being remains a part of parent-
hood well into the 1st decade and beyond and is a central
element of parenthood. For example, as the child matures
and becomes more mobile, parents need to child-proof their
home to prevent the child’s finding toxic chemicals or
being at risk for falling down stairs.

EPIDEMIOLOGY AND NATURAL HISTORY OF
OBSESSIVE-COMPULSIVE DISORDER

OCD is among the most common psychiatric disorders,
with lifetime prevalence estimates as high as 3% and 1-
year prevalence rates ranging from 0.5% to 2.1%. These
numbers are comparable for both adult and childhood/ado-
lescent OCD (American Psychiatric Association, 2000;
Karno, Golding, Sorenson, & Burnam, 1988; Rasmussen &
Eisen, 1998; Valleni-Basile et al., 1994; A. H. Zohar,
2001). Modal age of onset is between 6 and 15 years of age
for males and 20 and 29 years of age for females (American
Psychiatric Association, 2000; Rasmussen & Eisen, 1998).

The natural course of early-onset OCD is variable and
often difficult to predict (Flament et al., 1988, 1990;
Leonard et al., 1993; Wewetzer et al., 2001). Fluctuations
in symptom severity are commonplace and make predic-
tions concerning short-term outcomes unreliable (Lin
et al., 2002; A. H. Zohar, 1999). Viewed prospectively, the
boundary of the diagnosis of OCD is not always easy to es-
tablish, as a significant proportion of childhood-onset OCD
cases ascertained at one time point will be judged to be
subthreshold at a later time point and vice versa (Berg
et al., 1988; Peterson, Pine, Cohen, & Brook, 2001; A. H.
Zohar, 2001). Of note is the fact that in several studies of
children with OCD, the mean age at onset of compulsions is
earlier than the onset of obsessions (Geller et al., 1998;
Rapoport, 1989) and differs from the usual pattern seen in
individuals with an adult onset. Some investigators have
also found that the early-onset individuals are more bur-
dened by compulsions (Rosario-Campos et al., 2001).

A second peak of OCD onset is associated with puberty
and the years following. In general, the course of adult
OCD shows a range of outcomes: (1) chronic unremitting;
(2) phasic, with periods of complete remission; and (3)
episodic, with incomplete remission that allows some de-
gree of normal functioning (Goodwin, Guze, & Robins,
1969; Skoog & Skoog, 1999). Studies vary considerably re-
garding the proportion of patients in each category, but
there are at least 10% who exhibit an unremitting course.

The development of efficacious pharmacological and be-
havioral treatments has led to a significant improvement in
outcomes over the past 2 decades. However, once present, a
vulnerability to disabling obsessions and compulsions is
often a lifelong challenge.

OBSESSIVE-COMPULSIVE
SPECTRUM DISORDERS

In recent years, there has been a growing popularity of the
concept of a spectrum of disorders related to OCD (Hollan-
der, 1993; Rasmussen, 1994). Although there has been some
debate about the breadth of membership and the criteria
used for inclusion, certain disorders, including chronic tic
disorders, Body Dysmorphic Disorder, eating disorders, and
Trichotillomania, are routinely considered to be part of this
spectrum (Jenike & Wilhelm, 1998).

Initially, the grounds for grouping these disorders rested
on clinical impressions of phenotypic similarities such as a
failure to inhibit repetitive behaviors and a subjective urge
or compulsive need to engage in these maladaptive behav-
iors (Hollander, 1993; Rasmussen, 1994). Consequently,
support linking this spectrum of disorders to OCD has ac-
cumulated from a variety of sources. These include epi-
demiological studies (Cohen et al., 1995; K. A. Phillips,
Gunderson, Mallya, McElroy, & Carter, 1998), family ge-
netic studies that have evaluated the recurrence risk in
first-degree family members (Bienvenu et al., 2000; Lenane
et al., 1992; Pauls, Alsobrook, Goodman, Rasmussen, &
Leckman, 1995; K. A. Phillips et al., 1998), neurobiological
and neuroimaging studies (O’Sullivan et al., 1997; Peter-
son, Staib, et al., 2001; Stein, 2000), and studies of treat-
ment response (Goodman, Ward, Kablinger, & Murphy,
1997; Hollander, 1998; K. A. Phillips, 1996; Ravindran,
Lapierre, & Anisman, 1999). These data are far from uni-
form, and a much stronger case can be made for some disor-
ders, such as chronic tic disorders, compared to others.
However, this growing body of data is sufficiently com-
pelling that some investigators have hypothesized that some
members of this spectrum may be best understood as vari-
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ant phenotypes of a common obsessive-compulsive genetic
diathesis (Billett, Richter, & Kennedy, 1998; Pauls et al.,
1995; Swedo & Leonard, 1992). Alternatively, Yaryura-
Tobias and colleagues (2000) have proposed that these dis-
orders might be better classified simply as variants of OCD.
This spectrum concept and the accumulating data point to
the inherent limitations of current nosological classification
schemes and the need for new approaches to gain deeper in-
sights into the genetic and neurobiological origins of these
disorders.

EFFORTS TO REFINE BEHAVIORAL
PHENOTYPES: SYMPTOM DIMENSIONS
VERSUS DISCRETE SUBTYPES

The DSM-IV regards OCD as a unitary nosological entity.
This parsimony has a certain aesthetic and practical ap-
peal, but it may be misleading. Given the heterogeneity of
the clinical picture, course of illness, response to treat-
ment, and emerging neurobiological and genetic findings,
investigators have used a variety of approaches to refine
this complex set of phenotypes. In this section, we consider
these efforts.

Obsessive-Compulsive Symptom Dimensions

The symptoms used to define OCD are diverse. Two individ-
uals with OCD may have totally different and nonoverlap-
ping symptom patterns (Rasmussen & Eisen, 1998). Studies
of psychopathology, genetics, neurobiology, and treatment
outcomes have frequently and usefully simplified this com-
plex array in several ways, one of which is the use of global
severity rating scales such as the Yale-Brown Obsessive
Compulsive Scale (Goodman, Price, Rasmussen, Mazure,
Delgado, et al., 1989; Goodman, Price, Rasmussen, Mazure,
Fleischmann, et al., 1989).

Historically, attempts to classify OCD patients based on
their clinical phenotype have met with limited success.
Early descriptive efforts yielded a rough topology but
lacked a sound empirical basis (Janet & Raymond,
1903/1976; Lewis, 1936). Other difficulties have included
the use of symptom inventories that are biased toward spe-
cific symptoms such as checking or cleaning or that omit
key symptoms such as hoarding, obsessions concerning
symmetry or exactness, ordering and arranging obsessions
and compulsions, and religious obsessions (Hodgson &
Rachman, 1977; Minichiello, Baer, Jenike, & Holland,
1990). As pointed out by Baer (1993) and colleagues, such

biases inherently limit the value of these reports. More
problematic was the use of composite severity ratings
based on all of the patient’s obsessions and compulsions
(Fals-Stewart, 1992; Kim, Dysken, Pheley, & Hoover,
1994; McKay, Danyko, Neziroglu, & Yaryura-Tobias,
1995). The use of such composite severity ratings assumes
the unity of the OCD construct and loses the rich diversity
of symptomatology. Still other studies relied solely on in-
ventories of current symptoms (Baer, 1993; Fals-Stewart,
1992). This approach fails to take into account the changing
constellation of symptoms that can be observed over time.
Finally, many of these studies have relied on data from a
relatively small number of subjects that yield unstable esti-
mates from factor analyses.

Keeping in mind these limitations, earlier studies have
consistently paired washing and cleaning compulsions with
contamination obsessions. Similarly, aggressive, sexual,
and religious obsessions tend to co-occur. Obsessions of
symmetry and exactness were found to accompany repeat-
ing rituals, counting compulsions, and ordering/arranging
compulsions. Similarly, hoarding compulsions often co-
occur with hoarding and saving obsessions.

Based on these earlier studies, a series of factor-
analytic studies involving more than 2,000 OCD patients
have identified at least four obsessive-compulsive symptom
dimensions (Baer, 1993; Cavallini, Di Bella, Siliprandi,
Malchiodi, & Bellodi, 2002; Leckman et al., 1997; Leck-
man et al., 2003; Leckman, Zhang, Alsobrook, & Pauls,
2001; Mataix-Cols, Rauch, Manzo, Jenike, & Baer, 1999;
Mataix-Cols, Rosario-Campos, & Leckman, 2005; Sum-
merfeldt, Richter, Antony, & Swinson, 1999). One dimen-
sion is characterized by aggressive, sexual, and religious
obsessions and checking compulsions. A second factor is
characterized by obsessions of symmetry and exactness and
ordering and arranging compulsions. A third factor in-
cludes contamination obsessions and cleaning/washing
compulsions, and the fourth factor includes hoarding ob-
sessions and compulsions. In some studies, hoarding symp-
toms are included with obsessions of symmetry and
exactness and ordering and arranging compulsions (Baer,
1993); in other studies, aggressive obsessions and checking
behaviors are separate from sexual and religious obsessions
(Mataix-Cols, Rauch, et al., 1999).

Preliminary data supporting the validity of these dimen-
sions come from longitudinal studies (Mataix-Cols, Rauch,
et al., 2002) in which the strongest predictor of the pres-
ence of a particular symptom dimension was having had
that symptom dimension in the past. These data suggest
that the nature of the obsessive-compulsive symptoms are
relatively stable across time, with waxing and waning of
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symptoms rarely involving shifts between dimensions.
Longer follow-up studies involving larger samples are
needed to better understand the fluctuations of OCD symp-
toms across time.

As discussed earlier, recent data provide evidence for
the orderly emergence of similar compulsive traits in nor-
mally developing children (Evans et al., 1997; A. H. Zohar
& Felz, 2001). Many of the rituals and compulsions of
childhood appear to be aligned with obsessions of symme-
try and exactness and compulsions involving ordering and
arranging. However, elements of each of the factors can be
traced to early childhood, including worries about attach-
ment figures and an increased concern about dirt and
germs. Similarly, the heightened sensitivity to threat that
is seen in new parents can contain preoccupations and be-
haviors that are congruent with each of these dimensions.

As reviewed in later sections of this chapter, preliminary
data supporting the validity of these dimensions come from
genetic studies (Leckman et al., 2003; Rosario-Campos
et al., 2005; Zhang et al., 2002), functional brain imaging
studies (Mataix-Cols et al., 2003, 2004; M. L. Phillips et al.,
2000; Rauch et al., 1998), and treatment studies (Black et al.,
1998; Mataix-Cols, Marks, Greist, Kobak, & Baer, 2002).

Discrete Subtypes

Investigators have argued that there are some distinctive
forms of OCD that are best regarded as discrete subtypes,
each with its own natural history, genetic vulnerabilities,
neurobiology, and treatment response. Some of the most
compelling data concern tic-related OCD, early-onset
OCD, and hoarding as discrete subtypes.

Tic-Related Obsessive-Compulsive Disorder

The obsessions and compulsions found in individuals with
Tourette’s syndrome and other chronic tic disorders cover a
broad range in terms of content, intensity, persistence,
impairment, degree of perceived ego syntonicity, and rela-
tionship to the individual’s tic symptoms. A growing num-
ber of studies examining symptom type, natural history,
sex ratio, family genetic data, neurobiological correlates,
and treatment response lend increasing support to the hy-
pothesis that tic-related OCD constitutes a distinctive sub-
type. Compared to OCD in individuals without a history of
tics, this subtype appears to be characterized by an earlier
age of onset and a greater proportion of males (King, Leck-
man, Scahill, & Cohen, 1998; Leckman, Walker, Goodman,
Pauls, & Cohen, 1994). They also have a more frequent
family history of chronic tics (Grados et al., 2001; Pauls
et al., 1995), a worse long-term prognosis (Wewetzer et al.,

2001), higher afternoon plasma prolactin levels and more
normal cerebrospinal fluid oxytocin levels (Leckman,
Goodman, et al., 1994a, 1994b), and a poorer therapeutic
response to monotherapy with serotonin reuptake in-
hibitors, albeit with marked improvement with the addition
of a neuroleptic (McDougle et al., 1993, 1994).

Early-Onset Obsessive-Compulsive Disorder

Most studies have found that early-onset OCD (onset under
the age of 12 years), when compared to adult onset, is typi-
cally characterized by significantly higher frequencies of
tic-like compulsions, sensory phenomena preceding repeti-
tive behaviors, higher probability of comorbid tic disorders
or Tourette’s disorder, higher rates of OCD and tics among
first-degree relatives (Nestadt et al., 2000; Pauls et al.,
1995; Rosario-Campos et al., in press), and a poorer short-
term treatment response to antiobsessional agents (Rosario-
Campos et al., 2001).

Hoarding

Hoarding occurs relatively frequently in OCD, and there is
evidence that patients with hoarding symptoms have more
severe OCD and are less responsive to treatment (Black
et al., 1998; Mataix-Cols, Baer, Rauch, & Jenike, 2000).
Hoarders frequently exhibit obsessions of symmetry, as
well as counting and ordering compulsions (Samuels et al.,
2002). Hoarders also exhibit a high rate of obsessive-
compulsive spectrum conditions, including social phobia,
personality disorders, and pathological grooming behav-
iors (skin picking, nail biting, and Trichotillomania).
Hoarding and tics are also more frequent in first-degree
relatives of hoarding than nonhoarding OCD patients. Ge-
netic linkage data (Samuels et al., 2002; Zhang et al., 2002)
and neuroimaging studies support the utility of seeing
hoarding as a distinctive subtype of OCD (Mataix-Cols
et al., 2004; Saxena et al., 2004).

NEUROPSYCHOLOGY

Recent neuropsychological evidence suggests that patients
with OCD perform poorly on some executive function (EF)
tasks, which typically involve recruitment of the frontal
cortices. Executive functions include goal-directed behav-
ior, sustained attention, working memory, maintaining a
cognitive set, and cognitive set shifting, as well as motor
inhibition and response suppression (Evans, Lewis, &
Iobst, 2004; Schultz, Evans, & Wolff, 1999).

Some evidence suggests that patients with OCD may
perform significantly worse on tasks of set shifting (e.g.,
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the Wisconsin Card Sort Task [WCST]) relative to normal
controls as well as compared to other psychiatric groups
(Head, Bolton, & Hymas, 1989; Hollander & Wong, 1995;
Hymas, Lees, Bolton, Epps, & Head, 1991; Lucey et al.,
1997). For example, OCD subjects make significantly more
perseverative errors on the WCST than normal controls
(Lucey et al., 1997). In particular, reports of obsessions are
linearly related to WCST errors. Still more specifically,
OCD patients who exhibit obsessional slowness perform
worse on cognitive set-shifting tasks relative to OCD pa-
tients not exhibiting obsessional slowness (Gehring, Himle,
& Nisenson, 2000). In addition to perseverative errors on
the WCST, patients with OCD tend to have longer response
latencies on EF tasks (Gehring et al., 2000). Greater re-
sponse latency may indicate that subjects spend more time
generating alternative responses. Patients with OCD may
also be more likely to check or doubt their responses on
such tasks and to experience greater error detection, which
may slow response rates. Longer response latencies ob-
served with OCD patients appear to be limited to these EF
tasks and do not generalize to other, non-EF tasks (Behar
et al., 1984), as behavioral responses on other tasks can be
performed at normal speeds. It seems that only those be-
haviors that involve linking and sequencing behaviors are
slowed in patients with OCD (Galderisi, Mucci, Catapano,
D’Amato, & Maj, 1995; Sawle, Hymas, Lees, & Frack-
owiak, 1991; Schultz et al., 1999). Even within the normal
range along the obsessive-compulsive spectrum, obsessive-
compulsive behaviors are associated with poorer set-shift-
ing abilities (A.H. Zohar, LaBuda, & Moschel-Ravid,
1995). In a typical sample, scores on the checking factor of
the Maudsley Obsessive-Compulsive Inventory are related
to perseverative errors and reaction time, though the
amount of shared variance is modest. Nonclinical subjects
whose self-reported obsessive-compulsive behaviors fall 1
standard deviation above the mean performed poorly on
the Tower of Hanoi (TOH; a measure of planning ability),
relative to subjects whose self-reports fall 1 standard devi-
ation below the mean on the Maudsley Inventory (Mataix-
Cols, Junque, et al., 1999). Both checking behaviors and
total score on the Inventory are correlated to number of
moves and time to complete the TOH. These findings argue
for a continuum approach to OCD, such that similar cogni-
tive deficits associated with OCD may play a role in sub-
clinical obsessions and compulsions (Evans et al., 2004;
Schultz et al., 1999).

Still, some question whether set-shifting deficits are pe-
culiar to OCD. In studies employing strict matching strate-
gies (i.e., age, sex, education level, and IQ) between OCD
patients and comparison groups, previously observed dif-

ferences on set-shifting tasks disappear (Abbruzzese,
Ferri, & Scarone, 1995). Others (e.g., Cox, 1997; Grau,
1991) argue that IQ is a better predictor of performance on
the WCST than are the symptoms associated with OCD,
suggesting that set-shifting deficits in OCD may have been
overestimated in the past (Schultz et al., 1999).

Although the role of set shifting in OCD remains some-
what unclear, findings linking motor inhibition/response
suppression and obsessive-compulsive behaviors are more
consistent. In a study of children and adolescents with
OCD, symptom severity correlated positively with re-
sponse suppression errors (Cox, Fedio, & Rapoport, 1989;
Rosenberg, Dick, O’Hearn, & Sweeney, 1997). Relative to
controls, patients with OCD demonstrate poor perfor-
mance on an oculomotor suppression (antisaccade) task
(Rosenberg, Averbach, et al., 1997). These findings are
consistent with previous work (Tien, Pearlson, Machlin,
Bylsma, & Hoehn-Saric, 1992) noting greater error rate on
a goal-guided antisaccade task. The task requires that sub-
jects move their eyes away from, rather than toward, a novel
stimulus (Schultz et al., 1999). Several other studies re-
ports similar deficits in patients with OCD on tasks of ob-
ject alternation, but not on set-shifting tasks. Object
alternation tasks require that subjects give a certain re-
sponse for one stimulus, but not for another, followed by re-
versal of the response rule (Cavedini, Ferri, Sarcone, &
Bellodi, 1998; Gross-Isseroff et al., 1996). Not only do
these studies report group differences between OCD and
non-OCD subjects, but they also report linear associations
between symptom severity and perseverative errors of
commission on response suppression/object alternation
tasks (Gross-Isseroff et al., 1996), again supporting a spec-
trum approach to obsessive-compulsive symptoms and
associated neuropsychological performance. In sum, re-
search examining EF and obsessive-compulsive symptoms
indicates impairment of response suppression and motor in-
hibition abilities in subjects exhibiting obsessive-compul-
sive behaviors. The findings are somewhat less consistent
on set-shifting tasks. For each of these EF tasks, evidence
points to longer response latencies with increasing obses-
sive-compulsive symptom expression.

To return briefly to the normative development of com-
pulsivity and perseverative behaviors mentioned earlier in
this chapter, our recent findings echo some of these inter-
esting associations linking compulsive behaviors and neu-
ropsychological performance (Pietrefesa & Evans, in
press). Response inhibition and set-shifting abilities, in ad-
dition to their association with OCD, undergo important
developments during childhood, particularly during the
preschool and early school-age years, and presumably as a
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function of frontal lobe maturation (Evans et al., 2004; Ze-
lazo & Jacques, 1996). In children less than 6 years of age,
errors of commission on a go/no go task (the continuous
performance task), as well as errors on a Stroop-like task,
were positively related to compulsive-like behaviors,
whereas for children over the age of 6 years, errors of com-
mission were negatively associated with compulsive behav-
iors (Pietrefesa & Evans, in press). Response inhibition and
compulsivity, which appear to be linked in OCD, are also
linked in normative development. At a certain point in nor-
mative development, however, the neurobiological struc-
tures controlling response inhibition (see later discussion)
begin to do their job to effectively organize and regulate
behavior (Pietrefesa & Evans, in press), whereas earlier in
development (and in OCD), impulsivity and compulsivity
may be more closely related, reflecting the dysregulation
of associated neurobiological structures and functions.
These findings are preliminary, however, and require fur-
ther study.

GENETIC FACTORS

Recent advances in molecular genetics have greatly in-
creased the capacity to localize disease genes on the
human genome. These methods are now being applied to
complex disorders, including OCD (Hanna et al., 2002;
Willour et al., 2004). One of the major difficulties in the
application of these approaches is the likely etiologic het-
erogeneity of OCD and related phenotypes. Heterogeneity
reduces the power of gene-localization methods, such as
linkage analysis (Alcais & Abel, 1999; Gu, Province,
Todorov, & Rao, 1998; Zhang & Risch, 1996). Etiologic
heterogeneity may be reflected in phenotypic variability.
Thus, it would be highly desirable to dissect the syndrome,
at the level of the phenotype, into valid quantitative herita-
ble components.

As reviewed earlier, recent factor analyses have consis-
tently identified several symptom dimensions (Mataix-Cols
et al., 2005), two of which are associated with increased fa-
milial risk for OCD: aggressive, sexual, and religious ob-
sessions and checking compulsions and symmetry and
ordering obsessions and compulsions (Alsobrook, Leck-
man, Goodman, Rasmussen, & Pauls, 1999; Leckman et al.,
2003). Both of these symptom dimensions are also fre-
quently seen in association with Tourette’s syndrome (TS).

Using data collected by the Tourette Syndrome Associa-
tion International Consortium for Genetics (TSAICG) Af-
fected Sibling Pair Study, Leckman et al. (2003) selected
all available affected TS pairs and their parents for which

these obsessive-compulsive symptom dimensions (factor
scores) could be generated using the four-factor algorithm
first presented by Leckman et al. (1997). Remarkably,
over 50% of the siblings with TS were found to have co-
morbid OCD, and greater than 30% of mothers and 10% of
fathers also had a diagnosis of OCD. The factor scores for
aggressive, sexual, and religious obsessions and checking
compulsions and symmetry and ordering obsessions and
compulsions scores were significantly correlated in sibling
pairs concordant for TS. In addition, the mother-child cor-
relations, but not father-child correlations, were also signif-
icant for these two factors. Based on the results of the
complex segregation analyses, significant evidence for ge-
netic transmission was obtained for all factors.

More recently, a genome scan of the hoarding dimension
was completed using the same TSAICG data set (Zhang
et al., 2002). The analyses were conducted for hoarding as
both a dichotomous trait and a quantitative trait. Not all sib
pairs in the sample were concordant for hoarding. Standard
linkage analyses were performed using GENEHUNTER
and Haseman-Elston methods. In addition, novel analyses
with a recursive-partitioning technique were employed.
Significant allele sharing was observed for both the di-
chotomous and the quantitative hoarding phenotypes for
markers at 4q34, 5q35.2, and 17q25. The 4q site is in prox-
imity to D4S1625, which was identified by the TSAICG as
a region linked to the TS phenotype. A recursive-partition-
ing analytic technique also examined multiple markers si-
multaneously. Results suggest joint effects of specific loci
on 5q and 4q.

In sum, the use of quantitative traits that are familial
may provide a powerful way to detect the genetic suscepti-
bility loci that contribute to OCD presentations (Alcais &
Abel, 1999; Elston, Buxbaum, Jacobs, & Olson, 2000;
Leckman et al., 2001; Zhang & Risch, 1996). Thus far, this
approach has provided especially promising leads with re-
gard to the hoarding phenotype. Next steps include, first,
the use of these symptom dimensions in large multigenera-
tional families to refine the initial genetic linkage results
for the hoarding phenotype. Obviously, if specific loci are
identified, this will provide compelling evidence for the va-
lidity of this multidimensional approach to OCD. Second,
genome scans need to be conducted using the remaining
obsessive-compulsive symptom dimensions. Families seg-
regating for TS or early-onset OCD may be especially
valuable in this enterprise. Given the high mother-child cor-
relations in the Leckman et al. (2003) study, it may also be
valuable to examine the linkage results for alleles that are
identical by descent from the mother. Third, twin and cross-
fostering studies are needed to further evaluate the heri-
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tability of these symptom dimensions within the general
population. Finally, future genetic studies will need to ex-
amine the relationship between these dimensions and other
closely related phenotypes, including various eating disor-
ders (Halmi et al., 2003) and Body Dysmorphic Disorder.

Epigenetic Risk and Protective Factors

Pregnancy and the immediate postpartum period is a time
of increased risk for the onset of OCD, with rates among
women varying from 11% to 47% (Buttolph, Peets, & Hol-
land, 1998; Ingram, 1961; Lo, 1967; Neziroglu, Anemone,
& Yaryura-Tobias, 1992; Pollitt, 1957). Most of these
cases begin during late pregnancy or a few days to 2 weeks
after delivery. Other frequently reported precipitants in-
clude a recent move, sexual or marital problems, and the
illness or death of a near relative (Ingram, 1961; Lo, 1967;
Pollitt, 1957).

NEUROBIOLOGY

Multiple converging lines of evidence indicate that specific
neural circuits and neurotransmitter and neuromodulatory
systems play a crucial role in the expression of obsessive-
compulsive symptoms. After examining the available evi-
dence, we consider the role these circuits and systems may
play in the development of normal forms of obsessive-
compulsive behavior and raise the question whether OCD
is best viewed as a single disorder or as a complex set of
vulnerabilities that in one way or another relate to our ap-
praisals of the environment with regard to its safety.

Neural Circuits

Neuroimaging studies have implicated a variety of neural
structures, particularly frontal-striatal circuits, in the neu-
robiology of OCD (Baxter et al., 1992; Insel, 1992; Rauch
et al., 1994; Rauch, Savage, Alpert, Dougherty, et al.,
1997). Several regions of the prefrontal cortex are presum-
ably involved in executive functions and are implicated in
the pathobiology of OCD. Specifically, OCD patients typi-
cally show hyperactivity of the lateral orbital frontal cortex
(OFC), caudate nucleus, and anterior cingulated cortex
(ACC), all three of which are thought to work together to
inhibit or terminate inappropriate responses and to select
and monitor preferred behavioral sequences. The OFC in
particular appears to have a specific role in decision mak-
ing based on emotional cues (Anderson, Bechara, Damasio,

Tranel, & Damasio, 1999; Bechara, Damasio, Damasio, &
Anderson, 1994; Rolls, 2000). Positron emission tomogra-
phy (PET) studies indicate increased glucose metabolism in
the OFC, caudate, ACC, and thalamus (Baxter, 1990; Bax-
ter et al., 1992; Baxter et al., 1987; Nordahl et al., 1989;
Rauch et al., 1994; Rauch, Savage, Alpert, Fischman, &
Jenike, 1997; Schwartz, Stoessel, Baxter, Martin, & Phelps,
1996). In dense-array event-related potential (ERP) re-
search, OCD patients demonstrate an exaggerated error-
monitoring component localized to the region of the ACC
(Gehring et al., 2000; see Evans et al., 2004, for a review).
In PET studies, symptom provocation in OCD is associated
with increases in blood flow to the OFC and caudate
(McGuire et al., 1994; Rauch et al., 1994), and functional
magnetic resonance imaging (fMRI) work has noted in-
creased activation of the medial OFC, ACC, and caudate as
well as the insular cortex and amygdala (Breiter & Rauch,
1996; Breiter et al., 1996).

Successful intervention seems to reduce these activa-
tion patterns. Baxter and colleagues (1992; see also
Schwartz et al., 1996) observed reductions in glucose me-
tabolization in the OFC and caudate nucleus in OCD pa-
tients following a 10-week trial of both pharmacological
and cognitive-behavioral therapy. Saxena et al. (2002)
found symptom reduction induced by pharmacological
therapy to correspond with reduced metabolism in the right
lateral-anterior OFC as well as the right caudate nucleus.
Thus, not only are the symptoms of OCD associated with
orbitostriatal hyperactivation, but perhaps more remark-
ably, these studies suggest that the causal relation between
brain and behavior associated with OCD may be bidirec-
tional (Evans et al., 2004). These brain-behavior relations
are thought to characterize children and adolescents as well
as adults (Bradshaw & Sheppard, 2000; Santosh, 2000).

The OFC is involved in a broad range of intersecting
functions, including cognitive, emotional, and behavioral
regulation (Evans et al., 2004). These functions include
evaluation of the motivational significance of stimuli,
learning appropriate responses to rewarding and aversive
stimuli, and adaptive switching of behavioral responses, as
well as processing and regulating emotional states
(Bechara, Damasio, & Damasio, 2000; Davidson & Irwin,
1999; Rolls, 2000). The OFC also is responsible for its own
kind of working memory, including representations of the
significance of stimuli and of one’s own emotional states.
The OFC includes several distinct regions, each unique in
its anatomy, connectivity, and cell structure. These regions
may be divided into medial and lateral areas. The medial
region is involved in reward and incentive motivation and
stimulus-response learning; it is more directly connected
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to paralimbic and limbic structures involved in emotion
regulation (e.g., insular cortex, amygdala, hypothalamus;
Evans et al., 2004). The lateral region of the OFC is impli-
cated in behavioral inhibition, response suppression, selec-
tion of one response over others (e.g., Bokura, Yamaguchi,
& Kobayashi, 2001; Bradshaw & Sheppard, 2000), and the
reappraisal (or effortful regulation) of emotional signifi-
cance (Ochsner, Bunge, Gross, & Gabrieli, 2002). This re-
gion is more richly connected to higher neocortical
systems, particularly the dorsal lateral prefrontal cortex.

Both the medial and lateral OFC systems are connected
to the basal ganglia, including the striatum. The medial
OFC is strongly connected to the ventral tegmental area and
nucleus accumbens, with which it participates in a circuit
controlling basic incentive motivation (Depue & Collins,
1999). The lateral OFC is connected to the caudate nucleus,
with which it participates in the coordination of motor ac-
tivity. Both orbital-striatal streams project to the thalamus,
from where they return to frontal and motor cortical sys-
tems, comprising feedback circuits that modulate motiva-
tion and action. Finally, regions of the OFC are connected
to the ACC, another frontal system involved in executive
functions. The ACC is involved in overriding prepotent re-
sponse patterns, self-monitoring and error detection, and
selection among competing responses (Botvinick, Nys-
trom, Fissell, Carter, & Cohen, 1999; C. S. Carter et al.,
2000), functions that overlap with the lateral OFC.

As noted earlier, several OCD symptom dimensions
have been identified. Despite this phenotypic heterogene-
ity, only one neuroimaging study thus far has examined the
neural correlates of specific OCD symptom factors (Rauch
et al., 1998). This study found that a factor comprising ag-
gressive, religious, and sexual obsessions and checking
compulsions correlated significantly with blood flow in the
striatum bilaterally, whereas a factor of contamination ob-
sessions and cleaning or washing compulsions correlated
with blood flow in bilateral ACC, left OFC, and other cor-
tical areas. Symmetry-related and order-related OCD
symptoms had a trend toward negative correlation with
blood flow in the right striatum. More recently, Mataix-
Cols et al. (2004) found a distinct pattern of activation as-
sociated with several of the symptom dimensions. Patients
viewed in the MRI machine alternating blocks of emotional
(washing-related, checking-related, or hoarding-related)
and neutral pictures while listening to scenarios related to
the content of each picture type. Specifically, OCD pa-
tients demonstrated significantly greater activation than
controls in bilateral ventromedial prefrontal regions and
right caudate nucleus in response to washing stimuli; puta-
men/globus pallidus, thalamus, and dorsal cortical areas in

response to aggressive/checking stimuli; and left precen-
tral gyrus and right orbitofrontal cortex in response to
hoarding stimuli. Although these are preliminary results,
they raise the question of whether the heterogeneity in the
findings of previous functional imaging studies of OCD
could be partially accounted for by phenotypic variations
among their subject pools.

Neurotransmitters and Neuromodulators

In addition to imaging studies, pharmacological and neuro-
biological studies have implicated several central neuro-
transmitter systems in the pathophysiology of OCD and
related conditions. The strongest pharmacological evidence
concerns the serotonergic system and the well-established
efficacy of potent serotonin reuptake inhibitors in the
treatment of OCD (cf. Goodman, Price, Rasmussen, Del-
gado, et al., 1989; J. Zohar & Insel, 1987). However, other
systems also have been implicated. Specifically, central
dopaminergic and opioid systems seem to be important in
the expression of some forms of OCD (Goodman et al.,
1990; Hanna, McCracken, & Cantwell, 1991; Insel &
Pickar, 1983; McDougle et al., 1993, 1994; Senjo, 1989).
Several studies have implicated two closely related neu-
ropeptides, arginine vasopressin (AVP), and oxytocin (OT),
in the pathobiology of some forms of OCD (Altemus et al.,
1992; Annsseau et al., 1987; de Boer & Westenberg, 1992;
Leckman et al., 1994b; Swedo et al., 1992). Both AVP and
OT have been implicated in the manifestation of memory,
grooming, sexual, and aggressive behaviors (Leckman,
Goodman, et al., 1994b).

OT has been called the “amnesic” neuropeptide because
of its action to attenuate memory consolidation and re-
trieval. This property has led some clinical investigators to
administer OT to OCD patients in the hope that it would
help to extinguish compulsions. The results of these trials
are mixed, with some patients showing slight worsening of
obsessive-compulsive symptoms (Leckman, Goodman,
et al., 1994b). Animal data suggest that the OT effects on
memory are bimodal and site-dependent. Whereas low
doses attenuate memory, moderate doses can actually im-
prove memory. Grooming behavior can be elicited pharma-
cologically with the administration of either AVP or OT.
Administered OT shows a clear dose-response relationship:
Increased doses lead to more frequent grooming behavior.
The pattern of OT-related grooming involves autogrooming
of the head and anogenital regions in many species. Given
the close association of animal models of grooming behav-
iors and human compulsions (e.g., hand washing), AVP and
OT continue to be of interest as potential mediators of ob-
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sessive and compulsive behaviors. Some of the most com-
pelling data in animals concern the role of OT and AVP in
parental and affiliative behaviors (Insel & Young, 2001).

The past decade has seen the emergence of a substantial
literature indicating that a variety of neuropeptides are
also intimately involved in the regulation of these
processes (C. S. Carter, DeVries, & Taymans, 1997; Insel
& Harbaugh, 1989; Leckman & Herman, 2002; Numan,
1994). For example, in the case of maternal behavior, sev-
eral studies have reported that OT given centrally (but not
peripherally) to virgin female rats induces full maternal
behavior within minutes (Pedersen & Prange, 1979). In
contrast, blocking central OT pathways using centrally ad-
ministered antagonists, antisera, or lesions blocks the
onset of maternal behavior (Fahrbach, Morrell, & Pfaff,
1985; Insel & Harbaugh, 1989; Pedersen, Caldwell, John-
son, Fort, & Prange, 1985). One key feature of these stud-
ies is that OT antagonists do not appear to disrupt maternal
behavior per se, as the same intervention following parturi-
tion when maternal behavior is already established is with-
out effect.

Neurobiological Perspectives on the Development
of Normal Obsessive-Compulsive Behaviors

The existence of structural and functional differences,
specific pharmacological responses in humans exhibiting
clinically significant manifestations of obsessions and
compulsions, and neurobiological findings consistent with
animal models of obsessive-compulsive behaviors suggest
that these biological mechanisms might play a role in the
development of normal obsessions and compulsions. To
date, however, little is known about the specific neurobio-
logical mechanisms involved in the emergence of ritualistic
behavior and obsessional thought. Indeed, it has only been
in the past several years that investigators have begun to
examine normal subjects in response to stimuli that are
known to provoke OC symptoms in vulnerable individuals.
For example, Mataix-Cols and colleagues (2003) imaged
10 normal controls while viewing alternating blocks of
emotional (normally aversive, washing-relevant, checking-
relevant, or hoarding-relevant pictures) and neutral pic-
tures and imagining brief scenarios related to the content
of each picture. They found that the normally aversive im-
ages activated regions previously identified during symp-
tom provocation in OCD patients (OFC, lateral frontal
cortex, ACC, temporal cortex, basal ganglia, thalamus,
amygdala, insula), and distinct patterns of neural response
were identified that were associated with the anxiety re-
lated to each symptom dimension. In another study, Lor-

berbaum and colleagues (2002) examined the areas of brain
activation in new mothers after listening to infant cries.
They found activation in the ACC, the right OFC, the me-
dial thalamic nuclei, the bilateral mesial prefrontal cortex,
and the hypothalamus and central gray extending to the
ventral tegmental area and ventral striatal /basal forebrain
regions in the vicinity of the nucleus accumbens and the
bed of the stria terminalis.

Although there is considerable disagreement about the
specific brain regions that may be involved in OCD and/or
nonpathological forms of obsessions and compulsions,
frontal lobe, limbic cortices, basal ganglia systems, mid-
brain, and hypothalamic sites are likely to be involved. Ad-
vances in the neurobiology of OCD and other perseverative
behavior disorders may shed light on the maturational
changes that give rise to repetitive behaviors, intrusive
thoughts, and circumscribed interest patterns that are com-
mon in the behavioral repertoire of typically developing
young children. Studies of normal individuals during spe-
cific developmental epochs may be particularly revealing.
The model of overactive interrelated threat-detection cir-
cuits appears to be heuristically promising across the
course of development.

ETIOLOGICAL PERSPECTIVES AND
APPROACHES TO TREATMENT

A remarkable diversity of causes has been identified as
contributing to the development of OCD, ranging from de-
monic possession to diversions of psychic energy to uncon-
scious psychological conflicts to dysfunctional habits and
faulty appraisals of normally occurring thoughts to neuro-
chemical hypotheses to discrete brain injuries and post-
infectious autoimmune responses. Although we remain
largely ignorant of the actual causes of this disease, many
of these theories have led to specific treatments, some with
clear efficacy. In this section, we briefly examine these eti-
ological perspectives as they relate to the phenomenology,
natural history, and especially the treatment of OCD. This
compilation will also set the stage for an integrative hy-
pothesis offered at a later point in this chapter.

Descriptive Psychiatry and the Origins of
Behavior Therapy

Berrios (1996) has nicely reviewed the historical origins of
OCD as a nosological category. Focusing mostly on French
and German sources in the nineteenth century, he has docu-
mented how OCD was successively explained as a disorder
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of volition, intellect, and emotions. Janet (Janet & Ray-
mond, 1903/1976; Pitman, 1987b) is often credited with
providing the first definitive account of OCD. Although this
point is in dispute (Berrios, 1996), Janet did provide one of
the first descriptions of what is now termed exposure ther-
apy, including the name itself, as quoted by Baer and
Minichiello (1998):

The guide, the therapist, will specify to the patient the action
as precisely as possible. He will analyze it into its elements if
it should be necessary to give the patient’s mind an immedi-
ate and proximate aim. By continually repeating the order to
perform the action, that is, exposure, he will help the patient
greatly by words of encouragement at every sign of success,
however insignificant, for encouragement will make the pa-
tient realize these little successes and will stimulate him
with the hopes aroused by glimpses of greater successes in
the future.

Janet’s account is of particular interest as it emphasizes
the need for the patient to be fully in the present moment
and to perform “real actions” involving considerable ef-
fort—hallmarks of most cognitive-behavioral interventions
in OCD. It is also striking that Janet described OCD as the
result of “psychasthenia,” a condition that grew out of a
state of “incompleteness” (inachèvement). Although the ac-
tual meaning of these words may be obscure, the fact that
he saw this state as leading to a range of conditions, in ad-
dition to OCD, including tic disorders and other diagnoses,
shows his appreciation for what is now called the obsessive-
compulsive spectrum disorders (Hollander, 1993). Janet’s
call to “give the patient’s mind an immediate and proxi-
mate aim” resonates with the capacity of the individual to
experience a reappraisal of the emotional significance of
specific environmental cues via mechanisms active in the
OFC and its connections with reward pathways originating
in the midbrain.

Unconscious Conflict, the Vicissitudes of
Development, and Psychoanalysis

Freud, working in the same era as Janet, came to view OCD
as arising from unconscious psychological conflicts, asso-
ciated with aggressive and sexual urges to hurt, soil, and
control that were capable of generating tremendous anxi-
ety. In his famous description of the Rat Man, Freud
(1909/1966) described a range of characteristic mental op-
erations, including denial, reaction formation, isolation,
magical thinking, doubting, intellectualization, and undo-
ing that he believed served as defenses against the intrusion
of these urges into conscious awareness. This theory served

as one of the foundation stones of psychoanalysis, an inten-
sive form of therapy aimed at gaining a deeper understand-
ing of an individual’s unconscious drives and defensive
maneuvers. Although there is no controlled evidence to
suggest that traditional psychodynamic psychotherapy or
psychoanalysis is effective in treating the symptoms of
OCD, this form of therapy was the standard for several
decades, before being replaced over the past 20 years by
cognitive-behavioral interventions and pharmacotherapy
(Marks, 1987). It also is of interest that Freud’s theory was
one in which development played a crucial role. Indeed, he
saw the overt or concealed tendencies toward cruelty and
anal eroticism as reflecting a fixation on or a regression to
an earlier stage of mental development. It is perhaps no ac-
cident that the normal developmental period that corre-
sponds to toilet training is contemporaneous with the
emergence of rituals, habits, and perfectionism in normal
young children (Evans et al., 1997).

Learning Theory and Behavior Therapy

The learning theory that has received the most attention in
OCD is Mowrer’s (1960) two-stage learning theory, which
states that anxiety is classically conditioned to a specific
environmental event (stage 1, classical conditioning). The
individual then uses compulsive or ritualistic behavior to
lessen the anxiety. If the compulsion succeeds in reducing
anxiety, then behavior is reinforced, making it more likely
that the compulsion will be repeated when the anxiety re-
curs (stage 2, operant conditioning). It is thought that be-
cause the individual does not remain in contact with the
eliciting stimulus for a sufficient time for the conditioned
anxiety to habituate, obsessions persist. This, combined
with the anxiety reduction associated with the perfor-
mance of the compulsions, produces a cycle that is diffi-
cult to break.

V. Meyer, Levy, and Schnurer (1974) were among the
first to use a technique called exposure and response pre-
vention to successfully treat 15 patients with OCD. A
group at the Maudsley Hospital in London that included
Rachman, Hodgson, Marks, and Mawson provided evidence
from the first controlled trials that systematic exposure to
feared stimuli associated with the decision not to perform
the compulsion (response prevention; Marks et al., 1988;
Rachman & Hodgson, 1980) provided positive results.
These initial positive results have been extended and re-
fined over the past 2 decades by several research groups in
the United States and Europe (Emmelkamp, 1982; Foa &
Goldstein, 1978). Meta-analyses of this technique have
confirmed the short- and longer-term efficacy of this tech-
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nique (Christensen, Hadzi-Pavlovic, Andrews, & Matrick,
1987; van Balkom et al., 1994).

Rachman and Hodgson (1980) also have tested aspects
of this two-stage theory. As predicted, exposure to the
stimulus results in an increase in both subjective and phys-
iological indices of anxiety. They also documented that
when patients were allowed to engage in their compulsive
behaviors, there were measurable reductions in their level
of anxiety. These findings, however, appear to be limited to
OCD patients with contamination worries and washing and
cleaning compulsions. Among OCD patients with checking
compulsions, the level of anxiety reduction following
checking rituals was less noticeable. Indeed, in 7 of 36 tri-
als, the patients reported an increase in anxiety. These
findings are consistent with the view that OCD is not a ho-
mogeneous condition. They also raise the question of
whether this diversity is best accounted for by identifying
discrete subgroups of OCD patients or by using the dimen-
sional approach to obsessive-compulsive symptoms out-
lined earlier.

Cognitive Theories and Treatments of Obsessive-
Compulsive Disorder

Cognitive models of OCD have emphasized problems with
threat appraisal and cognitive processing. In the area of
thought appraisal, an exaggerated sense of responsibility
has attracted the most interest. For example, Salkovskis
(1985) has argued that the intrusive thoughts and images
characteristic of OCD are nearly universal cognitive
events. According to this theory, what distinguishes indi-
viduals with OCD is their appraisal of these thoughts
rather than their occurrence. Indeed, three independent
studies have found that approximately 90% of the normal
population report intrusive thoughts whose content is simi-
lar, if not identical, to obsessions (Freeston et al., 1991;
Rachman & de Silva, 1978; Salkovskis & Harrison, 1984).
Other cognitive domains that may contain faulty appraisals
include threat estimation, a need for perfectionism, over-
valuing of thoughts, a need to control all aspects of one’s
life, and doubting the veracity of one’s sensory experience
(Obsessive-Compulsive Cognitions Working Group, 1997).
Controlled clinical trials of cognitive therapy for OCD
show promise and indicate that cognitive therapy and expo-
sure and response prevention are likely to have similar ef-
fects over comparable time periods (Cottraux et al., 2001;
van Oppen et al., 1995). Of interest in these comparative
trails, exposure and response prevention was found to in-
fluence in a positive direction several cognitive indices
in these clinical trials, including some having to do with

faulty appraisals of inferiority, guilt, and responsibility
(Cottraux et al., 2001).

A second cognitive approach to OCD posits the deficits
in basic processes of decision making, attention, and mem-
ory. These theories have provided a fertile field for empiri-
cal study, but the results thus far are in large part
preliminary and have not yielded distinctive approaches to
treatment (Steketee, Frost, Rheaume, & Wilheim, 1998).

Taken together, these cognitive deficits and distortions
complement and extend the range of obsessive-compulsive
symptomatology such that any comprehensive model
should take into account the presence of such faulty ap-
praisals, indecisiveness, and loss of confidence in memory
or dissatisfaction that is commonplace among OCD pa-
tients. They also reinforce the point that through effortful
reappraisals of the emotional significance of specific envi-
ronmental cues, individuals are able to alter their brain ac-
tivity patterns, as reflected in a decrease in activity of the
OFC and its connections following successful cognitive
therapies (Schwartz & Begley, 2002).

Medical and Neurobiological Etiologies and
Neurosurgical Treatments

As summarized by Jenike (1998), a number of case re-
ports describe the development of obsessive-compulsive
symptoms following head trauma, brain tumors, and drug
abuse; however, in most of these cases, it is difficult to
implicate a particular circuit or brain region. In a second
review, Peterson, Bronen, and Duncan (1996) reported
three additional cases in which the patient’s obsessive-
compulsive symptoms showed a worsening during a pe-
riod of tumor progression. Based on the localization of
the lesions, the authors concluded that the limbic system,
including the hypothalamus, ACC, and the caudate nu-
cleus, were potentially involved in the neurobiology of
OCD. Additional information comes from the work of La-
plane and colleagues (1989), who studied eight patients
with brain damage due to anoxic or toxic insults and who
shared the combination of bilateral basal ganglia lesions
and a frontal lobe-like syndrome. Each of the patients
showed stereotyped activities with obsessive-compulsive
behavior. The bilateral lesions appeared to be confined to
the striatum and the globus pallidus. In addition, PET in
seven patients revealed hypometabolism of the prefrontal
cortex relative to other parts of the brain. Although this is
a fascinating series, most of these patients also demon-
strated a form of psychic inertia manifested by a loss of
drive and a loss of goal-directed behavior, features not
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commonly associated with OCD. It is worth noting that
the co-occurrence of tic symptoms and stereotypic behav-
ior was not an uncommon clinical feature in many of the
case reports cited in this section.

There also is a strong association between OCD and
a diverse array of infectious, metabolic, and neuropsychi-
atric disorders, including von Economo’s encephalitis
(Claude, Bourk, & Lamache, 1927), diabetes insipidus
(Barton, 1965), Huntington’s disease (Miguel, Rauch, &
Jenike, 1997), Tourette’s syndrome (Pauls & Leckman,
1986), Sydenham’s chorea (Swedo et al., 1989), and pedi-
atric autoimmune neuropsychiatric disorders associated with
streptococcal infections (Swedo et al., 1998). Generally
speaking, these reports provide further support for OCD
being a disease involving the basal ganglia and limbic fore-
brain as well as hypothalamic and hippocampal regions.

A variety of neurosurgical techniques including the OFC,
as in subcaudate tractotomy (Knight, 1972), internal capsule
(A. Meyer & Beck, 1954), thalamus, and ACC (Jenike et al.,
1991), have been used to treat refractory OCD cases with
largely favorable results. These findings lend support to the
notion of an OCD-relevant neuronal circuitry extending over
all of these structures. Capsulotomy, in particular, is de-
signed to interrupt reciprocal thalamocortical projections
contained in the internal capsule and to interfere with a pos-
tulated overactivation of the OFC (as reviewed earlier). Of
interest, deep brain stimulation using quadripolar electrodes
implanted bilaterally in the anterior limbs of the internal
capsules has been successfully applied in patients with treat-
ment-refractory OCD (Cosyns, Gabriels, & Nuttin, 2003).
Acute deep brain stimulation is reported to result in an im-
mediate improvement of speech, mood, eye contact, and
motor function, and chronic deep brain stimulation is re-
ported to improve obsessional and compulsive symptomatol-
ogy in a majority of patients.

Animal Models

A number of animal models of OCD have been proposed,
mostly based on early ethologists’ conceptualization of
“fixed-action patterns,” behaviors necessary for survival
that are encoded in the brain as motor (emotive and cogni-
tive) programs that are activated by specific environmental
cues, and the concept of “displacement” (out-of-context ac-
tions that occur when motivated behaviors cannot be exe-
cuted; Dodman, 1998). Observed in a wide array of species,
the most common classes of displacement activities involve
fixed-action patterns associated with grooming, feeding,
cleaning, and nest building. These displacement activities

often arise when an animal is faced with a conflict between
aggression and escape motivations. Pitman (1991) noted the
similarity between the ethologists’ observations of displace-
ment activities and Janet and Raymond’s (1903/1976) char-
acterization of forced agitations in humans as well as the
central role Freud (1909) assigned to conflict in the emer-
gence of obsessive-compulsive symptoms.

These displacement activities have been proposed as an
animal model for studying OCD (Dodman, 1998). For ex-
ample, Greer and Capecchi (2002) have reported that
mice with disruptions of a homeodomain-containing gene,
Hoxb8, show pathological grooming leading to hair re-
moval and lesions. Of interest, these mice excessively
groom normal cage mates.

There is considerable comparability between the content
of human compulsions and the fixed-action patterns ob-
served across species (e.g., grooming, washing, hoarding,
ensuring safety). By their very nature, fixed-action pat-
terns are invariant sequences of behaviors that are both bi-
ologically conserved and cued by environmental stimuli.
Presumably, such behaviors serve adaptive functions, and
for many such behaviors it is easy to comprehend how this
may be so. Grooming and washing, for example, have obvi-
ous adaptive value in warding off disease and infection, as
well as serving potentially adaptive social significance,
particularly among nonhuman primates. Hoarding behav-
iors, too, are not uncommon, and repetitive movements sug-
gestive of vigilance in the process of protecting offspring,
for example, are other examples of adaptive repetitive be-
haviors that may provide keys for understanding pathologi-
cal repetitive behaviors and associated thoughts.

In addition, the universality of symptoms observed in
OCD across cultures and time suggests that compulsive
behaviors may represent response tendencies selected
through evolution, which become activated out of context
in OCD. Although it is important to recognize differences
between proximate and ultimate levels of analysis in
considering behavioral data, it is also tempting to enter-
tain the possibility that many obsessive-compulsive be-
haviors represent a kind of run-away selection, such that
certain obsessive-compulsive behaviors reflect themes of
evolutionary significance. It is possible, for example, that
humans are equipped with a biological propensity to en-
gage in certain kinds of repetitive behaviors that represent
our phylogenetic legacy, ensuring our biological fitness.
There are instances, however, when such behaviors be-
come exaggerated and are performed to excess and in the
absence of “appropriate” social or environmental cues,
thereby ceasing their adaptive role.
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INTEGRATIVE MODEL: THE MELDING
OF DEVELOPMENTAL AND
EVOLUTIONARY PERSPECTIVES

The full range of obsessive-compulsive symptoms can be
normal and adaptive at given points during development.
There is a preset neurobiology and presumably a preset
group of genes that contribute to these conserved behaviors
and preoccupations. Pathological forms of OCD arise
when these normal and adaptive systems become dysregu-
lated due to genetic vulnerability, adverse environmental
change during the course of development (maladaptive
learning leading to brain changes), or brain injury. Viewed
in this light, the diverse behaviors and mental states en-
countered in OCD are not in themselves pathological. It is
only by their distress, persistence, and tendency to occupy
time to the exclusion of more normal activities that they be-
come pathological.

Evolutionary Perspective on
Developmental Psychopathology

Before reviewing the data that support this point of view, an
examination of our theoretical model is in order. The prin-
cipal goal of an evolutionary perspective on psychopathol-
ogy is to provide a coherent framework from which to view

patterns of maladaptive behavior that are persistent in
human populations (Leckman & Mayes, 1998). In such an
evolutionary framework, the issue of persistence appears to
be paradoxical given the editing power of natural selection.
Darwin’s (1859/1993) principle of natural selection posits
(1) the existence of variation among individuals, (2) differ-
ential reproductive success for those individuals who ex-
hibit traits that are useful in “ the struggle for life,” and (3)
differential inheritance of those factors that gave rise to
the favorable traits. Why, then, would particular variations
persist that place individuals at a reproductive disadvan-
tage in the struggle for life? From our perspective, the an-
swer to this question is that the improbable cascade of
evolutionary events that has led to the emergence of our
species and our particular set of conserved behavioral and
mental capacities also has left us vulnerable to certain
forms of psychopathology. By “conserved behavioral and
mental capacities,” we refer simply to those more or less
species-typical potentialities of our species. With regard to
OCD, we focus primarily on a limited set of these behav-
iors (and associated mental states) that include the exis-
tence of endogenous brain-based alarm systems that are
activated by perceived external threats such as separation
from an attachment figure (Table 10.2). Intrinsic to this
point of view is the understanding that natural selection is
largely powerless to edit out many of these vulnerabilities.

TABLE 10.2 Threat Domains, Conserved Behaviors, and Developmental Epochs Associated with Heightened Sensitivity

Threat Domain Focus of Concern Mental State Behavioral Response Developmental Epochs

Aggressive Well-being of self and
close family members

Intrusive images or thoughts that
contain feared outcomes of
separation or loss; among older
children and adults, a heightened
sense of responsibility

Physical proximity;
checking to ensure
safety; avoidance of
danger

Early childhood: formation of
attachment to caregivers; early family
life: pregnancy, delivery and care of
young children; threats to family
members due to injury or other
external threats

Physical security Immediate home
environment

Heightened attention to the
placement of specific objects in
the environment

Checking to ensure that
things look “just right”
and are in their
expected place

Early childhood: initial period of
exploration of the home environment
by infants and toddlers; early family
life: pregnancy, delivery and early
childhood; threats to family members
due to injury or other external threats

Environmental
cleanliness

Personal hygiene;
hygiene of family
members; cleanliness
of the home

Preoccupation with intrusive images
or thoughts that contain feared
outcomes of being dirty or causing
others to be ill; among older
children and adults, a heightened
sense of responsibility

Washing; checking to
ensure cleanliness;
avoidance of shared or
disgusting items

Early childhood: initial period of
selection of items of food and drink
by toddlers; early family life:
pregnancy, delivery and care of young
children; threats to family members
due to injury or other external threats

Privation Essential resources Preoccupation with intrusive images
or thoughts that contain feared
outcomes of privation; a heightened
sense of responsibility

Collecting items;
checking to ensure the
sufficient supplies are
available

Latency: initial period of collecting;
early family life: pregnancy, delivery
and care of young children
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Our body plans, nervous systems, behavioral repertoires,
and mental states are highly constrained. Simply put, the
elimination of our vulnerability to certain psychopatholog-
ical states would interfere with species-specific behaviors
and mental states that are essential for the survival and re-
productive success of our species.

A Model of the Dynamic Interplay of Threat and
Attachment and the Vulnerability to Develop
Obsessive-Compulsive Disorder

Here we emphasize the dynamic interplay between threat
and attachment. During the evolution of our species, it is
likely that unless our forebears were acutely attuned to
potential external threats posed by other humans, by pred-
ators, by the external manifestations of microbial disease,
or by periods of privation due to drought, natural disas-
ters, or internecine conflict, our species would not have
survived. Likewise, unless there was a determined effort
to nurture and ensure the survival of our family members,
most especially our offspring, our species would have
died off long ago.

We hypothesize that at the level of genes and neurobiol-
ogy, there will be a clear linkage between our endogenous
alarm systems and our capacity to form attachments and
that it is this larger system that is dysregulated in OCD. At
the level of overt behavior, we posit that the normal rituals
of early childhood reflect the earliest maturation of our
capacity to judge and respond to external threats and that
this period coincides with the phase in our development
when normal children begin to explore more actively their
rapidly expanding physical and social world. Although
most of our knowledge about the ontogeny of attachment
behavior is based on studies conducted during the first 18
months of life, a few naturalistic studies (Blurton-Jones,
1972; Konner, 1976) and a number of laboratory-based
studies (Main & Cassidy, 1988; Marvin, 1977; Marvin &
Greenberg, 1982) document the normative course of at-
tachment behavior during the toddler and preschool years.
Two-year-olds, as they move away from their attachment
figures, tend to maintain as much (or more) proximity to
their mother as do 1-year-olds (Marvin & Britner, 1999).
Toddlers tend actively to monitor not only the mother’s
movements but also her attention, so that when she is not
attending to him or her, the child often does something
with the apparent goal of regaining her attention (Schaffer
& Emerson, 1964). Subsequently, things change so that
most 3- and 4-year-olds, if left to wait with a friendly
adult, are able to wait for the attachment figure’s return be-
fore executing attachment behavior (Marvin, 1977). In tra-

ditional cultures, children maintain very close physical ties
with their mother until sometime between 3 and 4 years of
age (Konner, 1976). This behavioral transition coincides
with the emergence of a child’s heightened sensitivity to
change in the external world, to performance of rituals to
maintain sameness, and to alarm reactions/anxiety when
changes in the environment do occur (Evans et al., 1997).

Similarly, parental behavior is a highly conserved set of
behavioral capacities that are crucial for reproductive suc-
cess. As reviewed earlier, in humans this period is associated
with intense parental preoccupations (Leckman & Mayes,
1999; Leckman et al., 1999; Winnicott, 1958a). The content
of these preoccupations includes intrusive worries concern-
ing the parents’ adequacy as parents and the infant’s safety
and well-being. These thoughts and the harm-avoidant behav-
ior they engender resemble those encountered in OCD. Nurs-
ing and feeding are the parental behaviors that are perhaps
most associated with a new infant. Women describe breast-
feeding as a uniquely close, very physical, at times sensual ex-
perience and one that creates a particular unity between the
mother and her infant. Cleaning, grooming, and dressing
behaviors also carry a special valence inasmuch as they per-
mit closeness between parent and infant and are times for
close inspection of the details of the infant’s body and ap-
pearance. Viewed from an evolutionary perspective, it seems
nearly self-evident that the behavioral repertoires associated
with early parenting skills would be subject to intense selec-
tive pressure (Bretherton, 1987; Hinde, 1974; Hofer, 1995;
Stevenson-Hinde, 1994). For one’s genes to self-replicate,
sexual intimacy must occur and the progeny of such unions
must survive. Pregnancy and the early years of an infant’s life
are fraught with mortal dangers. Indeed, it has only been dur-
ing the past century that, in Europe, infant mortality rates
have fallen from over 100/1,000 live births in 1900 to about
10/1,000 in 1984 (Corsini & Viazzo, 1997). Little wonder,
then, that a specific state of heightened sensitivity on the part
of new parents would be evolutionarily conserved.

THE MODEL’S HEURISTIC VALUE AND
FUTURE DIRECTIONS

The conceptual framework underlying emerging models of
brain evolution and normal development provides a power-
ful framework for understanding aspects of disease patho-
genesis. This framework is consistent with the pioneering
efforts of investigators such as Darwin (1872), Baldwin
(1902), Bowlby (1969, 1973), Waddington (1977), Ekman
(1980), and Fiske and Haslam (1997), who have applied
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evolutionary and developmental principles to the study of
normal variation and/or psychopathology. This model’s ap-
peal is that it provides a multidisciplinary framework to
view a range of pathological behaviors and related normal
behaviors—from genes and environmental stressors to the-
ories concerning the active ingredients in cognitive thera-
pies and the neurobiological substrates they effect. For
example, theorists in the area of thought appraisal have
identified an exaggerated sense of responsibility as being at
the root of OCD; our model links this theory with a ra-
tional basis for this exaggerated sense of responsibility in
that it is akin to the heightened sense of responsibility that
new parents experience with the birth of their children and
specifies the neurobiological substrates involved. The natu-
ral history of OCD, with the high rate of onset or exacerba-
tion of symptoms associated with the illness or death of
near family members, the occurrence of sexual problems
and/or marital difficulties, and during late pregnancy and
the early postpartum period, also provides circumstantial
evidence of a link between OCD and these naturally occur-
ring periods of heightened sensitivity to threat.

Although progress has been slow, due in part to the
scope and complexity of the emerging scientific knowledge
base, incremental progress can be anticipated that should
enrich and refine our emerging models of disease patho-
genesis. Future progress is likely to follow in the wake
of powerful and promising technologies in genetics, neu-
rodevelopment, neuroimaging, and information processing.
Some genes are likely to count more than others (Leckman
& Herman, 2002). There may be particular alleles acting
alone or together that are lethal for the normal emergence
of species-typical behavioral patterns (as may occur in
some forms of Autism). In the short term on the genetics
front, studies using techniques that have been successfully
applied in other complex diseases, such as diabetes, are
under way (Botstein & Risch, 2003). It is reasonable to ex-
pect the eventual identification of loci and alleles of major
and minor effect for OCD. Characterization of the vulnera-
bility alleles should permit the development of animal
models using transgenic and gene knock-out techniques
(Tecott, 2003). Transgenic studies in which human genes
are placed in other genomes (such as Drosophila or mice)
may be quite revealing. Among other possibilities, they
may permit the testing of the effectiveness of novel phar-
maceutical agents as well as a deeper understanding of how
the expression of these particular alleles constrain the de-
veloping nervous system. However, species differences and
ethical constraints place a natural limit on the testability of
evolutionary and developmental explanations of human
psychopathology. Also, the ability to genotype accurately

individual patients with regard to known vulnerability alle-
les may lead to more accurate clinical predictions of
course, outcome, and treatment response. Similarly, the
results of neuropsychological, neuroimaging, and other bio-
logical studies may become more interpretable by classify-
ing patients according to their respective genotypes. We
would also predict that prospective longitudinal brain im-
aging studies of individuals in the midst of normal periods
of development that are associated with heightened threat
sensitivities will resemble patients with OCD both in
terms of their phenomenology and the neurobiological cir-
cuits activated.

Future progress may also depend on the refinement
of psychopathological phenotypes. It may well be that
decomposing more complex syndromes such as OCD into
a small number of component dimensions is a useful
strategy. Consequently, the development of a dimensional
rating scale for measuring OCD symptom severity across
the various domains should provide a more accurate ap-
praisal of patients’ long-term course and response to
treatment (Rosario-Campos et al., in press). Alternatively,
other measurable neurophysiological, biochemical, en-
docrinological, neuroanatomical, cognitive, or neuropsy-
chological components of OCD dimensions may also serve
as useful endophenotypes that exist along the pathway be-
tween genetic susceptibility and distal clinical phenotypes
(Gottesman & Gould, 2003).

For developmental neurobiologists, the identification of
specific epigenetic risk factors should open fields of in-
quiry concerning the mechanisms responsible for observed
effects and how they vary according to the timing and de-
gree of exposure. Again, linking such studies with knowl-
edge of relevant genotypes may be particularly useful in
clarifying the nature of the resulting biological constraints
on brain development through the use of animal models
(Tecott, 2003).

Given the ethical limitations associated with the study
of human brain development, many experimental studies
cannot be performed. Future simulation studies of neural
networks increasingly configured to resemble ensembles of
neurons in the central nervous system have promise, partic-
ularly when investigators begin to vary connections and
configuration of units to reflect changes consistent with
those observed in patient groups (Jones, Cho, Nystrom,
Cohen, & Braver, 2002). Alternatively, the development of
scanning procedures that allow for the performance of ex-
periments in which participants interact with each other
while fMRI is acquired in synchrony may permit a more
complete exploration of the neural substrates of obsessive-
compulsive phenomena in patients and controls.
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Clinical Implications

The present conceptualization of neurodevelopment and
the factors that selectively influence its course has impor-
tant implications for the prevention, treatment, and care of
individuals with OCD. This conceptualization emphasizes
the environment as a crucial factor in designing treatment
interventions. Identifying features in the home and educa-
tional environments that will allow children to feel secure
in their attachment to caregivers and confident in the
safety of their home environment should continue to be a
major priority for research. However, advances in our un-
derstanding of those components of the environment that
are most crucial for sustaining successful adaptations will
doubtless refine these interventions. Analysis of obses-
sive-compulsive symptoms across a variety of attachment
types in children raised in threatening (i.e., maltreating)
environments may provide useful avenues for understand-
ing the role of the environment in the onset and develop-
ment of repetitive behaviors, such as those associated
with OCD.

Finally, aspects of this approach may permit a deeper
empathetic understanding of individuals with OCD.
Specifically, if some forms of OCD bear some relationship
to the mental states associated with highly conserved be-
havioral repertoires typically encountered in expectant par-
ents (intrusive worries about some misfortune befalling the
fetus or infant), it should be easier for clinicians to have a
deeper emotional empathy for the anguish the patient expe-
riences as they can relate the patient’s symptoms to emo-
tional experiences in their own lives (Leckman & Mayes,
1999). Although these models can be accused of being re-
ductionistic, mindless approaches that neglect the inner
worlds of children, some of the emerging models of mental
development are compatible with the rich, dynamic com-
plexity of intrapsychic states that we encounter in ourselves
and in the consulting room.
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Tourette’s syndrome (TS) is defined by the presence of
chronic motor and phonic tics that wax and wane in fre-
quency, forcefulness and complexity. These tics typically
begin in early childhood, continue throughout childhood and
adolescence, and attenuate substantially by early adulthood.
Various cognitive, behavioral, and emotional disturbances
tend to co-occur with TS, including Obsessive-Compulsive
Disorder (OCD) and Attention-Deficit /Hyperactivity Dis-
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order (ADHD; D. J. Cohen, Friedhoff, Leckman, & Chase,
1992; D. J. Cohen & Leckman, 1994).

TS was first reported in the 1880s by neurologist Georges
Gilles de la Tourette (1885), who described several cases of
“a disorder of the nervous system characterized by motor in-
coordination accompanied by echolalia and coprolalia.” In
the decades immediately following its initial description, TS
was thought by neurologists and psychiatrists to be a variant
of hysteria or chorea, rather than a distinct entity (Brissaud,
1896; Kushner, 2000). In the mid-1900s, the syndrome was
understood in terms of psychoanalytic theories of character,
obsessive-compulsive neurosis, and narcissism (Mahler,
Luke, & Daltroff, 1945). After haloperidol was shown to
be effective in reducing tic symptoms in the 1960s, TS was
regarded largely as a disorder of neurochemical regulation
(A. K. Shapiro, Shapiro, Young, & Feinberg, 1988a). In the
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late 1980s and 1990s, attention turned to defining the range
of phenotypic expression of TS, as well as to identifying
the underlying genetic vulnerability to the disorder (Eapen,
Pauls, & Robertson, 1993; Pauls & Leckman, 1986; van de
Wetering & Heutink, 1993).

Studies attempting to locate the putative TS vulnerabil-
ity genes have been largely unsuccessful, however, suggest-
ing that the disorder may not be caused simply by a single
genetic anomaly that is present only in those who overtly
manifest tic behaviors. Instead, genetic vulnerability to
tics may be present in a relatively large percentage of the
population but expressed in only a minority of those who
carry it. In this model of the pathogenesis of TS, the ex-
pression and severity of tic behaviors in those who carry
the genetic diathesis are mediated by a number of environ-
mental determinants that act together during critical peri-
ods of development to activate tic symptoms (Cohen, 1991;
Leckman & Peterson, 1993). Each environmental determi-
nant alone is neither necessary nor sufficient to cause tics,
but together, in varying combinations, these determinants
contribute to a wide variety of clinical presentations within
a spectrum of tic disorders and other semi-involuntary be-
haviors. Tic symptoms, for example, can lie anywhere on a
spectrum of frequency and forcefulness, and the presence
of a small number of infrequent, minimally forceful tics
probably represents a variant of normal behavior. This con-
ceptualization of TS as a disorder caused by multiple ge-
netic and environmental risk factors, the combination and
timing of which determine where on a spectrum of clinical
presentations a particular person’s symptoms lie, is likely
applicable to a wide range of complex neuropsychiatric dis-
orders (Cicchetti & Rogosch, 1996; Kopnisky, Cowan, &
Hyman, 2002).

The current model for the pathogenesis of TS has been
derived using multiple levels of analysis (Cicchetti &
Dawson, 2002), including clinical observations, phenome-
nological studies, family genetic investigations, and devel-
opmental and clinical neurosciences (Cohen & Leckman,
1994; Leckman & Peterson, 1993). Examining TS from
these varied perspectives leads not only to a greater appre-
ciation of this particular disorder, but also to a fuller un-
derstanding of normal human developmental processes.
Because the most important factors affecting human de-
velopment are necessarily ubiquitous and therefore hard to
detect, those factors can be more easily recognized when
they are studied in the presence of anomalous central nerv-
ous system (CNS) development (Cicchetti, 1984, 1990a,
1990b, 1993, 2003). Indeed, studies of the spectrum of tic
disorders have taught us much about the importance of
varying genetic vulnerabilities, life experiences, and com-

pensatory processes to the normal development of the
CNS. Understanding that multiple environmental factors
can contribute to the expression of genetic vulnerabilities
will continue to shed light on the response of the CNS to
constitutional and environmental stress and will ulti-
mately lead to a fuller appreciation of the mechanisms that
compensate for these stressors throughout development.

PHENOMENOLOGY AND NATURAL HISTORY

Understanding the natural history and phenomenology of
TS is important in effectively educating, counseling, and
treating persons with TS and their families. Furthermore,
knowledge of the clinical presentation and phenomenology
of TS is crucial for the development of clinically relevant
research and appropriate diagnostic instruments. Grasping
the full range of phenotypic expression of TS allows for an
appreciation of its continuities with normal development
and of the ways disordered development can result in func-
tional disability.

Phenomenology

Tics are sudden, repetitive, stereotyped movements or
phonic productions that, to varying degrees, mimic normal
behaviors. Motor and phonic tics are characterized as
either simple or complex. Simple tics are brief, usually last-
ing less than 1 second, and appear purposeless. Complex
tics last longer and usually appear more purposeful. Exam-
ples of motor tics include eye blinks, head jerks, shoulder
shrugs, and facial grimaces. Phonic tics vary from sniff-
ing, throat clearing, or coughing, to complex speech frag-
ments, including syllables, words, and entire phrases. In
extreme cases, patients with TS may exhibit coprophenom-
ena, including the utterance of obscenities and profanities
(coprolalia) and, more rarely, the performance of obscene
gestures (copropraxia). Although relatively uncommon, co-
prophenomena are among the most socially disabling symp-
toms of TS (C. Singer, 1997).

The clinical presentation of tic disorders is highly vari-
able across individuals, such that individuals with com-
pletely different, nonoverlapping profiles of tic symptoms
can fulfill the same diagnostic criteria for TS. Despite
this variability, tic symptoms have been reported to cluster
together into one of at least four major groups that
may be inherited independently: purely motor and phonic
tic symptoms; compulsive behaviors (e.g., touching others
or objects); aggressive behaviors (e.g., kicking, temper
tantrums); and tapping and absence of grunting (Alsobrook
& Pauls, 2002). The group of aggressive tic behaviors
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tends to co-occur with ADHD. The simple motor and
phonic tic grouping tends to occur more in males than in
females. Compulsive phenomena are seen in individuals
with an earlier onset of tics and in those who have family
members with either ADHD or OCD.

Individual tics can occur either alone or together with
other tics in what appears to be an orchestrated pattern. In
the short term, tics seem to occur in bouts or bursts, and in
the long term, they typically wax and wane in frequency,
forcefulness, and complexity. The patterning of tics over
time, though difficult to predict, is not random (Leckman,
King, & Cohen, 1999). Three tic states exist: a baseline
state, consisting of tics of intermediate duration and
frequency; a bursting state, consisting of short-duration,
high-frequency tics; and a state of relative quiescence, con-
sisting of tics of longer duration and frequency. The base-
line intermediate state sustains itself but is vulnerable to
interruptions by abrupt switches between bursting and qui-
escence. This pattern of switching between the extreme
states of tic frequency continues until the individual is able
to return to baseline once again. The factors that cause the
fall from baseline and allow the return to it are currently
unknown (Peterson & Leckman, 1998). Although not yet
supported by empirical studies, this pattern of bursting and
quiescent behavior, which has been observed over minutes
to hours, could give rise to the long-term waxing and wan-
ing of tics, observed over days to weeks and even months,
which has been noted in clinical observation.

A child may not be aware of his or her tics initially but
will usually become cognizant of them over months or
years. Most adolescents and adults are aware of a “premon-
itory urge” preceding most, but not necessarily all, tics. A
“premonitory urge” is characterized by a sense of increas-
ing tension or discomfort that is relieved temporarily by
movement of the muscle groups that produce the tic (Kwak,
Dat Vuong, & Jankovic, 2003; Leckman, Walker, & Cohen,
1993; Scahill, Leckman, & Marek, 1995). When these
urges can be localized to a specific part of the body, they
are identified most often in the shoulder girdle, throat,
hands, midline of the stomach, or front of the thighs and
feet (Leckman et al., 1993). Although performing a tic
may relieve the premonitory urge in the short-term, the in-
dividual soon feels a mounting, renewed tension that
prompts repetition of the tic. The frequent repetition of
this cycle of tension and relief may lead to paroxysms of
tics that are both physically and emotionally exhausting.

Individuals with TS are highly attuned to sensory
changes within themselves and in their external environ-
ments (A. J. Cohen & Leckman, 1992; Leckman et al.,

1999). As was first documented by Gilles de la Tourette
(1885), the tics of some individuals may involve copying the
behavior (echopraxia) and speech (echolalia) of others and
of themselves (palilalia). Some individuals may also expe-
rience a premonitory urge as arising in other people or in
objects; these extracorporeal “phantom” tics are typically
associated with the need to touch the person or object in a
particular way (Bliss, 1980; Karp & Hallett, 1996).

Continuity of Tic Phenomenology with
Normal Behaviors

Many normal people execute spontaneous movements that
resemble motor tics. These movements may involve any
part of the body, and they may or may not be associated
with a conscious urge to move (Keller & Heckhausen,
1990). Such movements often are noted only through active
introspection and conscious attempts to inhibit them.

The continuity between normal motor behaviors and
motor tic behaviors is well illustrated by the example of eye
blinking. Like tics, blinks can be suppressed voluntarily
only for a short time. The urge to blink that results from the
voluntary suppression of blinking is typically reported by
persons with TS to be similar in quality to the urge to tic.

Simple motor tics often involve the orbital musculature
(Nomoto & Machiyama, 1990), and these eye-blinking tics
are often the first tic behaviors to appear in a child with TS
(A. K. Shapiro et al., 1988b). An abnormal blink reflex has
been reported in individuals with TS (Raffaele et al.,
2004), and one study found an increased frequency of nor-
mal blinking in persons with TS compared to control sub-
jects (Tulen et al., 1999). The frequency of eye blinking has
also been associated with the overall number and severity
of tics in TS (Karson, Kaufmann, Shapiro, & Shapiro,
1985). These studies support the idea that dopaminergic
activity, which modulates central nervous system tonus in
normal blinking (Karson, 1983; Kleven & Koek, 1996),
may also play a part in tic pathogenesis.

Normal children may exhibit “nervous habits,” such as
thumb sucking and nail biting, or stereotyped motor behav-
iors, such as body rocking, that can resemble tics. These
behaviors are often semicompulsory, in that children may
experience an urge to perform the movements and may re-
sist stopping them. A study of nervous habits and stereo-
typies in children ages 3 to 6 (Foster, 1998) found these
behaviors to be quite common in this age group, with par-
ents reporting thumb sucking and nail biting in 25% and
23% of children, respectively. Their high prevalence rates
in children of this age group suggests that these movements
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may be part of the normal behavioral repertoires of small
children and raise the question of whether they may even
serve some kind of adaptive function in motor development.

Stereotyped movements of childhood may persist into
adulthood in some individuals. One study found stereo-
typic behaviors to be common in a college population
and showed a positive correlation between the number of
stereotypic behaviors and obsessive-compulsive symp-
toms, perfectionism, and impulsion-aggression (Niehaus,
Emsley, Brink, & Stein, 2000). A subset of the individuals
with persistent stereotypies experience these behaviors
as disruptive to activities of daily living, thereby meeting
the criteria for Stereotypic Movement Disorder (SMD)
outlined in the Diagnostic and Statistic Manual of
Mental Disorders, fourth edition (DSM-IV). There exists
some poorly controlled data suggesting comorbidity of
SMD with anxiety and affective disorders (Castellanos,
Ritchie, Marsh, & Rapoport, 1996).

The diagnosis of SMD can be difficult to make, as
stereotyped movements may closely resemble the tics of
TS or the compulsions of OCD. When distinguishing
among the three disorders, it is helpful to consider the en-
tire history of the individual, with special attention to any
previous history of tics or true obsessions and compulsions.
When these symptoms are absent from a patient’s history,
SMD is the likely diagnosis of exclusion.

The stereotyped movements that tend to most resemble
the tics of TS are transient and chronic motor tics. Whether
these tic disorders are etiologically related to TS remains
controversial, although studies suggest that TS, Transient
Tic Disorder, and Chronic Tic Disorder are part of
the same disease entity, with TS being the more severe
form of the disorder (Golden, 1978; Kurlan, Behr, Medved,
& Como, 1988; Spencer, Biederman, Harding, Wilens, &
Faraone, 1995). Phenomenologically, transient and chronic
tics are similar to, if not indistinguishable from, the tics of
TS (Nomoto & Machiyama, 1990), and these less severe tic
disorders are present in 5 to 20 percent of the general
population (Achenbach & Edelbrock, 1978; Khalifa & von
Knorring, 2003; Lapouse & Monk, 1964; Nomoto &
Machiyama, 1990; Rutter & Hemming, 1970; Rutter et al.,
1974). Transient and chronic tics appear in early childhood,
like those of TS, likely as a result of maturational changes
in the normal central nervous system. Unlike the tics in
TS, however, transient tics by definition disappear within
months of their occurrence, suggesting that the normal
central nervous system may undergo plastic changes to at-
tenuate tics that may be impaired or absent in TS (Peter-
son, Leckman, & Cohen, 1995).

Assessing Tic Severity

The most commonly used clinical rating instrument for the
severity of tics measures the number, frequency, intensity,
and complexity of tics, as well as the degree to which tics
interfere with motor or speech acts (Leckman et al., 1989).
Other instruments for rating the severity of tics have exam-
ined how apparent an individual’s tics are to others, and the
extent to which others view the individual’s behavior or ap-
pearance bizarre (A. K. Shapiro et al., 1988b). Videotaped
counts of tics have also been used to supplement clinical
ratings in medication trials and challenge studies (Chappell
et al., 1992; Chappell, McSwiggan-Hardin, et al., 1994;
Leckman et al., 1991; Lombroso, Mack, Scahill, King, &
Leckman, 1991; E. Shapiro et al., 1989).

Commonly Co-occurring Conditions: Attention-
Deficit /Hyperactivity Disorder and Obsessive-
Compulsive Disorder

Children with TS frequently experience behavioral prob-
lems before the onset of tics. About 40% to 50% of children
who present clinically with tics already have a history of
being overly active, inattentive, and impulsive (D. J. Cohen
et al., 1992; Comings & Comings, 1987a). Approximately
60% of the children who present clinically with such prob-
lems have difficulties severe enough to satisfy criteria for
ADHD. One study of adults with tics and ADHD showed
that the onset of tics was, on average, 6 years later than the
onset of ADHD symptoms (Spencer et al., 2001).

ADHD is a heterogeneous clinical syndrome character-
ized by inattention or distractibility, motor hyperactivity,
and impulsivity. Children with ADHD tend to perform
poorly on tasks requiring sustained attention, motor inhibi-
tion, organization, planning, and complex, multisequence
problem solving (Barkley, Grodzinsky, & DuPaul, 1992;
Geurts, Verte, Oosterlaan, Roeyers, & Sergeant, 2004;
Rucklidge & Tannock, 2002). ADHD often co-occurs with
or predicts strongly the future development of Oppositional
Defiant Disorder, conduct disorders, affective and anxiety
disorders, substance use, and aggressive behaviors (Bieder-
man, Newcorn, & Sprich, 1991; Biederman et al., 1995; Pe-
terson, Pine, Cohen, & Brook, 2001; Pliszka, 2000, 2003;
Scahill et al., 1999).

The causal relationship underlying this common clinical
association of TS with ADHD has been studied extensively
but remains unclear. Some family studies have hypothe-
sized that TS and ADHD are variant expressions of the
same genetic diathesis, with both conditions resulting from
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disturbances in a shared neural substrate, such as dysfunc-
tion of the basal ganglia (Comings & Comings, 1984;
Pauls, Leckman, & Cohen, 1993). If tics and ADHD do in
fact share the same neural substrate and if dysfunction of
this substrate does contribute to their co-occurrence, then
the severity of the symptoms of TS and ADHD might be
expected to correlate positively with one another, a possi-
bility that has received support from some (Randolph,
Hyde, Gold, Goldberg, & Weinberger, 1993) but not all
studies. One recent study, for example, found no significant
difference in tic severity between children with TS alone
and those with TS and ADHD (Sukhodolsky et al., 2003).

Other family studies suggest that some children with TS
may inherit their tic disorder and ADHD independently
from one another (Pauls, Hurst, et al., 1986; Pauls et al.,
1993). These findings suggest that the observed clinical as-
sociation between TS and ADHD is the likely result of re-
ferral bias (Berkson, 1946). Children with ADHD exhibit
behavioral problems that prompt parents to seek clinical at-
tention. During that evaluation, these children with ADHD
may be more often diagnosed with TS than children with
tics alone simply because they are more likely to be
brought to a clinic. Alternatively, some children with TS
may exhibit ADHD-like symptoms that are not a result of a
genetic relationship between the two disorders, but that are
in some way a direct consequence of having tics. For exam-
ple, tics or the need to suppress them might interfere with a
child’s attentional capacities in the classroom and con-
tribute to the identification and clinical labeling of the
child as having ADHD.

Whatever the reason for the common clinical co-occur-
rence of TS and ADHD, numerous studies have docu-
mented clearly and convincingly that ADHD symptoms
constitute the main source of cognitive, behavioral, and
emotional impairment in children and adults who have TS.
Studies of cognitive function in TS suggest that the deficits
in visuomotor skills and the impairment in executive func-
tions found in TS may be attributable to co-occurring
ADHD (Channon, Pratt, & Robertson, 2003; Harris et al.,
1995; Silverstein, Como, Palumbo, West, & Osborn, 1995;
Yeates & Bornstein, 1994). One recent behavioral study
showed that children with both TS and ADHD, when com-
pared with children with TS alone and with normal con-
trols, had more disruptive behavior, greater functional
impairment, and higher levels of family dysfunction
(Sukhodolsky et al., 2003). The group with both TS and
ADHD did not differ from the ADHD-only group, however,
suggesting that the risk for problem behaviors in children
with TS derives largely from the presence of ADHD, and
not from the tic disorder. Other studies using peer, parent,

and self-evaluations found that children with TS and
ADHD tend to be less popular than their peers, exhibiting
externalizing behavior problems such as aggression, inter-
nalizing behavior problems such as social withdrawal, and
poor social adaptation (Bawden, Stokes, Camfield, Cam-
field, & Salisbury, 1998; Carter et al., 2000; Spencer et al.,
1998; Stokes, Bawden, Camfield, Backman, & Dooley,
1991). Children with TS alone, in contrast, appear to ex-
hibit internalizing behavior problems only. All of these
studies highlight the potential risks posed by co-occurring
ADHD to the neuropsychological profile, behavioral pat-
terns, and emotional stability of children with TS. Early
diagnosis of ADHD in children with TS, combined with ap-
propriate educational and psychosocial intervention, may
improve developmental outcome in these children (Carter
et al., 2000).

Over 40% of clinically referred adult TS patients meet
formal criteria for OCD (King, Leckman, Scahill, &
Cohen, 1999). OCD is an anxiety spectrum disorder de-
fined by persistent, recurring thoughts, ideas, or images
(obsessions) that are perceived as intrusive and distressing.
These are usually accompanied by intentional repetitive
behaviors (compulsions) that relieve the subjective distress
associated with the obsession. OCD symptoms tend to clus-
ter into at least four major groups, which have been identi-
fied in factor analyses of OCD (Baer, 1994; Cavallini, Di
Bella, Siliprandi, Malchiodi, & Bellodi, 2002; Leckman
et al., 1997; Leckman, Zhang, Alsobrook, & Pauls, 2001;
Mataix-Cols, Rauch, Manzo, Jenike, & Baer, 1999; Sum-
merfeldt, Richter, Antony, & Swinson, 1999). One of these
groups includes aggressive, religious, and sexual obses-
sions, as well as checking compulsions. Another group
comprises obsessions and compulsions that pertain primar-
ily to symmetry and ordering. A third group includes
contamination obsessions and cleaning or washing compul-
sions, and a fourth group includes obsessions and compul-
sions related to hoarding (Leckman et al., 2003).

Family studies have shown repeatedly that OCD is pres-
ent in the families of individuals with tic disorders more
often than it is present in control families, whether or not
the individual with tics has co-occurring OCD (Eapen
et al., 1993; Pauls, Leckman, Towbin, Zahner, & Cohen,
1986; Pauls, Raymond, Stevenson, & Leckman, 1991).
Conversely, tics are present in the family members of indi-
viduals with OCD more often than they are present in con-
trol families, whether or not the individual with OCD has a
co-occurring tic disorder (Leonard et al., 1992; Pauls, Al-
sobrook, Goodman, Rasmussen, & Leckman, 1995). This
co-occurrence of tic disorders and OCD in families sug-
gests that tics and obsessive-compulsive behaviors repre-
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sent variable expressions of the same underlying genetic
vulnerability. The probable genetic relationship between
TS and OCD in turn suggests that although their pheno-
types seem to differ significantly, these phenotypes may be
more closely related than they appear to be on the surface.
The symptoms of TS and OCD, for example, may lie on a
spectrum of semicompulsory behaviors (Jaisoorya, Reddy,
& Srinath, 2003; Richter, Summerfeldt, Antony, & Swin-
son, 2003). Urges to carry out these behaviors mount until
they become irresistible, at which point, executing the be-
haviors brings relief. In this model, symptoms with little or
no ideational component may belong to the simple tics of
TS at one end of the spectrum, whereas symptoms with a
prominent ideational component may belong to OCD on the
other end of the spectrum. Complex tics may lie somewhere
between these two extremes (Peterson & Thomas, 2000).

The forms of OCD that are related to tic symptoms dif-
fer qualitatively from the forms of OCD without a personal
or family history of tics. Tic-related OCD, compared with
the non-tic-related form of OCD, has an earlier age of onset
(in childhood or adolescence rather than in adulthood;
George, Trimble, Ring, Sallee, & Robertson, 1993; Holzer
et al., 1994; Leckman, Grice, et al., 1994; Leckman,
Walker, Goodman, Pauls, & Cohen, 1994), a male prepon-
derance (George et al., 1993; Holzer et al., 1994; Leckman,
Grice, et al., 1994; Leckman, Walker, et al., 1994), a
weaker response to standard antiobsessional medications
(Ackerman, Greenland, Bystritsky, Morgenstern, & Katz,
1994; Ravizza, Barzega, Bellino, Bogetto, & Maina, 1995),
fewer washing-, cleaning-, and hoarding-related symptoms
(Leckman et al., 2003), and a greater likelihood of first-
degree family members having a tic disorder (Leonard
et al., 1992; Pauls et al., 1995; Riddle et al., 1990). Prelim-
inary findings from one study of clinically referred adults
suggest that tic-related OCD may confer a greater degree
of clinical morbidity than either TS or OCD alone. Those
with TS and OCD had higher rates of anxiety, mood disor-
ders, disruptive behavior, substance use, and OCD spec-
trum disorders than did adult subjects with TS or OCD
alone (Coffey et al., 1998). Whether these findings from a
clinically referred sample of adults generalize to the larger
population of individuals who have a lifetime with TS,
however, is unclear.

Putative Causal Links of Tourette’s Syndrome
with Attention-Deficit /Hyperactivity Disorder
and Obsessive-Compulsive Disorder

The observed co-occurrence of tic disorders, OCD, and
ADHD in clinical samples has led to speculation that these

conditions may share a common etiology. Family studies of
clinic patients provide fairly strong evidence that TS and
OCD are variable expressions of the same genetic diathe-
sis. The link between these two disorders and ADHD has
not been well established in family studies, though some in-
vestigators still consider ADHD an additional variable
manifestation of putative TS vulnerability genes.

The co-occurrence of TS, OCD, and ADHD in families
does not necessarily prove that these disorders are etiologi-
cally related, because various biases may affect familial
aggregation (Peterson, Leckman, & Cohen, 1995; Shapiro
& Shapiro, 1992). Family members, for example, may
share certain environmental factors that could predispose
them to particular symptoms of TS, OCD, and ADHD,
which might then produce an apparent association between
the disorders even if the disorders are not actually related.
Alternatively, characteristics of parents may affect their
tolerance of psychopathology in their children, which
might increase the representation of certain families in
clinical samples. For example, parents with OCD may be
more likely to notice and report tics in their children, thus
increasing representation of families with both TS and
OCD in clinical populations and in the studies that use
clinical samples.

If tics, OCD, and ADHD are in fact intrinsically related,
then they should co-occur in the general population without
clinical referral bias. Cross-sectional epidemiological stud-
ies may not capture a true association, however, because of
the differing natural history and course of each disorder.
Prospective, longitudinal studies of epidemiological sam-
ples would provide the best evidence for or against an etio-
logic relationship.

One prospective longitudinal study of an epidemiologi-
cal sample (Peterson, Pine, et al., 2001) has shed some
light on the natural history of TS, ADHD, and OCD and
the associations among the three conditions throughout
childhood and into early adulthood. In this study, tics and
OCD were significantly associated with one another, as
were OCD and ADHD, during late adolescence and early
adulthood. Tics in childhood or early adolescence were
predictive of OCD symptoms later in adolescence or in
early adulthood. Conversely, OCD in late adolescence was
predictive of tics in adulthood. ADHD in early adoles-
cence was only weakly predictive of tics in late adoles-
cence but was more strongly predictive of OCD in
adulthood. OCD in late adolescence was predictive of
ADHD in adulthood. The strongest associations in these
analyses were those of tics with OCD and OCD with
ADHD. There were no significant associations between
tics and ADHD at any time point.



442 Tourette’s Syndrome: A Multifactorial, Developmental Psychopathology

These findings are consistent with the family genetic
studies that suggest an etiologic association between tic
disorders and OCD. The common co-occurrence of tics and
ADHD that has been observed in referred samples was not
found in this epidemiological sample, suggesting that the
co-occurrence in clinical populations may be due partly to
the complex interactions across development between vari-
ous psychopathological risk factors, including OCD, other
anxiety disorders, mood disorders, and conduct distur-
bances (Peterson, Pine, et al., 2001). Perhaps most interest-
ing are the independent associations between OCD and TS
and between OCD and ADHD. This finding suggests that
OCD rather than TS may be the “parent” disorder, and tics
and ADHD may represent variable manifestations of an
OCD genetic diathesis.

Natural History

TS typically begins in early childhood, with one or several
simple tics that are often regarded by parents and teachers
as benign habits or odd mannerisms. Tics steadily increase
in number, frequency, forcefulness, and complexity, reach-
ing a peak in severity at around age 10 or 11. They then
tend to decline gradually in severity throughout adoles-
cence (Pappert, Goetz, Louis, Blasucci, & Leurgans,
2003); in fact, by 18 years of age, about 90% of individuals
with TS will experience a substantial reduction in tic
symptoms, and over 40% will be free of symptoms (Bloch
et al., 2004; Burd et al., 2001; Leckman et al., 1998). Su-
perimposed on this rise, plateau, and decline in the sever-
ity of tics through childhood and adolescence is an
unpredictable waxing and waning in severity over minutes,
hours, days, and weeks.

Onset

The mean age of onset of motor tics in TS and other tic dis-
orders is between 5 and 6 years of age (Leckman et al.,
1998), although tics may appear as early as 1 year of age or
as late as adolescence (Burd & Kerbeshian, 1987). Late-
onset tics in the absence of a family history of tic disorders
necessitate a thorough workup for other primary causes.
Most commonly, the onset of TS is gradual, with one or sev-
eral transient episodes of seemingly benign childhood tics
or mannerisms. These episodes are then followed by peri-
ods of more persistent and severe motor and phonic tics.

The first tics to appear are typically transient, simple
motor tics of the face, most commonly eye blinking tics
(Bruun, 1988). These initial tics are subsequently replaced
by, or sometimes joined by, more persistent, forceful, and
complex movements. Motor tics typically progress in a gen-

eral cephalocaudal direction, most commonly affecting
other head and neck structures, and less frequently affect-
ing the upper and lower extremities. Phonic tics usually ap-
pear several years following the onset of motor tics
(Leckman et al., 1999), and follow a similar progression
from transient, simple sounds to longer-lasting, increas-
ingly exaggerated and complex words and phrases. Each in-
dividual has his or her own unique repertoire of motor and
phonic tics, the overall severity of which waxes and wanes
in cycles lasting days, weeks, or months. The factors that
affect these cycles are as yet poorly defined, although ex-
acerbations of tics have been noted in the context of major
losses or other stressors.

Early Intramorbid Course

The progressive worsening of tics in young children typi-
cally culminates in a period of peak severity at around age
10, although this period of worst-ever severity can occur
as early as 7 and as late as 15 years of age (Leckman
et al., 1998). During this period many children become
increasingly aware of their tics and begin reporting pre-
monitory urges (Bliss, 1980; A. J. Cohen & Leckman,
1992; Kurlan, Lichter, & Hewitt, 1989; Leckman et al.,
1993). About 30% to 60% of older children and early ado-
lescents with TS will also begin to experience obsessional
thoughts and engage in compulsive rituals (Leckman,
Walker, et al., 1994). Compulsive behaviors commonly ap-
pear first, and may often resemble complex motor tics.
These compulsions initially are typically not associated
with obsessional thoughts (Swedo, Rapoport, Leonard,
Lenane, & Cheslow, 1989), although some individuals
may express a need for things to feel or look “just right”
(Leckman et al., 1993).

Tics and associated behavioral problems may interfere
with normal social development in childhood and early
adolescence. Schoolchildren with TS are often mocked and
socially isolated as a result of their tics, and these children
tend to view themselves as less attractive than their peers
(Carter, Pauls, Leckman, & Cohen, 1994). Children with
TS are in fact usually viewed by classmates and teachers as
less popular, more withdrawn, and more aggressive (Stokes
et al., 1991) than their peers.

Postpubertal Intramorbid Course

A minority of adolescents may experience a worsening of
complex tics, along with an increase in anxiety symptoms,
mood disturbances, and aggression toward self and others.
Most adolescents with TS, however, experience greater
self-awareness of their tics, and an increased capacity for
self-regulatory control over unwanted behaviors. Up to
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90% of late adolescents experience some degree of attenu-
ation of their tic symptoms. Despite this reduction in tic
symptoms, however, many adolescents continue to experi-
ence the impaired social development and decreased emo-
tional well-being associated with having suffered tics
(Bruun, 1988). Adolescents may also experience continu-
ing morbidity related to OCD, ADHD, or other distur-
bances that may co-occur with TS.

Adolescents with TS often encounter emotional diffi-
culty during the psychological phase of separation and indi-
viduation, as they require but resent the continuing
involvement of parents around their tics and related symp-
toms. Any physical stigma can have profound, adverse psy-
chological effects during adolescence, a time of heightened
interest in and awareness of one’s body. Thus, the highly
visible, audible, and tangible bodily manifestations of TS—
the unusual movements, strange utterances, occasionally
obscene behaviors, and aggression—can impair the forma-
tion and solidification of self-image and identity during
adolescence (Peterson, Leckman, & Cohen, 1995). Social-
ization can continue to suffer (Dykens et al., 1990) regard-
less of the severity of tic symptoms (Stokes et al., 1991), as
many adolescents with TS continue to be perceived by their
peers as immature, withdrawn, and aggressive.

Adult Outcomes

The severity of tics typically stabilizes by the early 20s
(Bruun, 1988; Erenberg, Cruse, & Rothner, 1987). In rare
circumstances, individuals with TS may experience exacer-
bations of tic symptoms later on in adulthood (Nee, Polin-
sky, & Ebert, 1982). The severity of tics during childhood
and adolescence seems to predict only weakly the severity
of tics in adulthood (Bloch et al., 2004), although older
adolescents who present with severe tic symptoms may
hold a relatively poor prognosis (Leckman et al., 1998).

Most individuals with TS experience an attenuation of
their symptoms during adulthood; however, some may con-
tinue to have tics and associated learning and behavioral
problems. Two studies (Erenberg et al., 1987; Goetz, Tan-
ner, Stebbins, Leipzig, & Carr, 1992) have reported that
tics and related symptoms remain in the majority of indi-
viduals with TS, but these studies must be interpreted with
caution because of a poor response rate on patient surveys
(only about 60% identified eligible subjects participated in
the interviews) and absence of characterization of nonre-
spondents. One recent but unreplicated study using objec-
tive measures of tic symptoms found that 90% of a sample
of adults who had been clinic patients as children still had
tics, although the tics had improved substantially since
childhood (Pappert et al., 2003).

Difficulties Predicting Outcome

Predicting the longitudinal course of TS for a specific indi-
vidual is not yet possible, although general predictions can
be made using the known natural history of the disorder.
Tic symptoms that begin early in childhood can be ex-
pected to peak in severity sometime in late childhood or
pre-adolescence. For most individuals, tics will gradually
improve through late adolescence and early adulthood,
with a substantial reduction in the number and severity of
symptoms (Bloch et al., 2004; Burd et al., 2001; Leckman
et al., 1998; Pappert et al., 2003).

EPIDEMIOLOGY

Epidemiological studies have sought to estimate the preva-
lence and distribution of TS and related tic disorders in the
general population. TS and other tic disorders have been
documented across all races, ethnic groups, and socioeco-
nomic classes. Transient simple motor and phonic tics are
quite common, occurring in 4% to 24% of school-age
children (Jankovic, 1997; Khalifa & von Knorring, 2003;
Kurlan et al., 2001; A. K. Shapiro et al., 1988b; H. S.
Singer & Walkup, 1991; Snider et al., 2002). Chronic tic
disorders are much less common, occurring in 1% to 2% of
the general population (H. S. Singer & Walkup, 1991). TS
is the least common tic disorder, with an estimated preva-
lence of 0.03% to 0.6% of the population. Tic disorders
are found predominantly in males, with a male-to-female
ratio ranging from 1.6�1 to 9�1 (Apter et al., 1993; Burd,
Kerbeshian, Wikenheiser, & Fisher, 1986; Caine et al.,
1988; Comings, Himes, & Comings, 1990; Khalifa & von
Knorring, 2003).

The wide range of prevalence estimates reflects various
methodological difficulties in conducting epidemiological
studies of tic disorders (Peterson, Leckman, & Cohen,
1995). First, samples for these studies have been ascer-
tained from different populations, including patients in
mental health clinics, community surveys using self-
reports or physician reporting, and recruits in obligatory
military service. Ascertainment from mental health clinics
has yielded prevalence estimates an order of magnitude
larger than the estimates found in ascertainments from
community surveys. Second, the ages of sample popula-
tions have varied widely across studies. Studies of children
tend to produce higher prevalence estimates compared with
studies of adolescents and adults, likely because the typical
attenuation in the severity of tic symptoms during adoles-
cence reduces the number of positive identifications in
temporal cross-section. Third, studies have used different
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diagnostic instruments to identify individuals with tic dis-
orders. Studies that rely on self-reports and parental ques-
tionnaires for identification of tic behaviors probably
underestimate the prevalence of TS because children or
their parents tend to underreport symptoms, especially
mild ones. Studies that rely on identification from clinical
samples overestimate rates of TS and co-occurring ill-
nesses because individuals with more severe tics and more
co-occurring conditions are more likely to seek clinical at-
tention (Berkson, 1946).

One of the most methodologically sophisticated epi-
demiological studies of TS to date (Apter et al., 1993) used
a three-stage procedure to diagnose affected 16- and 17-
year-old recruits in the Israeli army. These recruits consti-
tute the vast majority of the Israeli population in that age
group. TS was diagnosed in 0.043%, with a male-to-female
ratio of 1.6�1. The strengths of this study include the direct
assessment of tics by an expert clinician in the final stage
of ascertainment, the large sample size (>28,000 recruits),
and the sampling of virtually the entire population of the
country in that age range. The study probably underesti-
mated the lifetime prevalence of TS in that population,
however, because the sample consisted only of adolescents,
whose tics likely had already improved by that age. Fur-
thermore, young people in Israel generally take pride in
their military service and may underreport medical condi-
tions that may adversely affect their possible placement
in the more desirable branches of service. Finally, although
the study sample did represent the majority of Israelis in
the 16- to 17-year-old age group, a minority population of
religious women who do not serve in the military was sys-
tematically excluded.

A recent epidemiological study of TS examined all
4,479 schoolchildren ages 7 to 15 living in a small Swedish
town (Khalifa & von Knorring, 2003). A three-stage proce-
dure was used to identify those with tic disorders. In the
first stage, parents completed a screening questionnaire
about their child’s symptoms. In the second stage, positive
respondents from the first stage were interviewed to con-
firm or refute the diagnosis. In the third stage, children
who were confirmed in the second stage as having tics
were examined by a trained clinician. A tic disorder was
diagnosed in 6.6% of the population, and boys were af-
fected 1.6 times more often than were girls. The preva-
lence of TS was 0.6%, with a male-to-female ratio of 9�1.
Both the prevalence estimate and the male-to-female ratio
of TS in this study were considerably higher than those re-
ported in the Israeli army study, probably because the
Swedish sample studied the full age range during which TS
symptoms emerge, peak, and subside. The higher propor-

tion of boys with TS compared with those who have any tic
disorder may suggest that boys are more likely to have a tic
disorder that is chronic and that involves both movements
and vocalizations.

In light of the limitations of cross-sectional studies and
the uncertainties that they confer on lifetime prevalence es-
timates for tic disorders, prospective, longitudinal studies
of representative, community samples are needed to provide
more accurate estimates of tic disorders over a lifetime.
One study followed 976 children residing in upstate New
York for 15 years (Peterson, Pine, et al., 2001). The lifetime
prevalence of TS was approximately 0.4%, a value within
the range of those reported in previous studies (Costello
et al., 1996; Nomoto & Machiyama, 1990; Verhulst, van der
Ende, Ferdinand, & Kasius, 1997). More prospective, lon-
gitudinal studies of samples representative of the general
population are needed to clarify further the prevalence of
TS, other tic disorders, and associated conditions.

HEREDITY AND GENETIC VULNERABILITY

In his original reports, Gilles de la Tourette hypothesized a
role for hereditary factors in the etiology of TS; for the next
century, however, the genetics of TS were largely ignored.
The past few decades have seen a renewed and intense in-
terest in the multigenerational transmission of tic disorders
(Kidd, Prusoff, & Cohen, 1980). Evidence for a strong
genetic role in the expression of TS symptoms has come
from twin and family studies, the results of which have
prompted association and genetic linkage studies seeking
to identify the gene or group of genes involved in TS.

Twin Studies

Studies of twins have suggested that genetic factors are im-
portant in the transmission and expression of TS and re-
lated disorders. Monozygotic twin pairs have been found
to be highly concordant for TS (50% to 90%) and for other
tic disorders (77% to 100%; Hyde, Aaronson, Randolph,
Rickler, & Weinberger, 1992; Price, Kidd, Cohen, Pauls, &
Leckman, 1985; Walkup et al., 1988). Although sample
sizes of dizygotic twins have generally been smaller that
those of monozygotic twins, the concordance rates for TS
(8%) and other tic disorders (23%) in dizygotic twins are
much lower than the rates in monozygotic twins. This dif-
ference in concordance between monozygotic and dizy-
gotic twins strongly implicates genetic factors in the
etiology of TS.
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Family Studies

Numerous studies of large numbers of families have been
completed in recent years: five in American or European
families (Eapen et al., 1993; Hebebrand, Klug, et al., 1997;
Pauls et al., 1991; van de Wetering & Heutink, 1993;
Walkup et al., 1996) and one in Japanese families (Kano,
Ohta, Nagai, Pauls, & Leckman, 2001). All of these studies
used direct, structured interviews of probands with TS to
obtain information regarding tics and co-occurring disor-
ders. First-degree relatives of probands were also inter-
viewed whenever possible, and best-estimate diagnostic
procedures were used to make a consensus diagnosis in
these family members.

These studies all report a significantly higher frequency
of tic disorders in first-degree relatives of TS probands
compared to rates in control samples or in the general pop-
ulation. In the studies using American and European sam-
ples, the prevalence of TS among first-degree family
members ranged from 10% to15%, and the prevalence of
other tic disorders ranged from 15% to 20%. The first-
degree relatives of the Japanese probands, compared to the
American and European samples, had significantly lower
rates of TS (2%) and other tic disorders (12%). These data,
if replicated, may suggest a different etiology of tic disor-
ders in the Japanese population compared to Western pop-
ulations (Pauls, 2003).

Mode of Genetic Transmission

Segregation analyses seek to identify the pattern of trans-
mission of a disorder within families. The majority of seg-
regation analyses of TS families suggest that major genes
play an important role in the expression of tic disorders.
Several studies have reported autosomal dominant trans-
mission of the TS genetic diathesis (Eapen et al., 1993;
Pauls & Leckman, 1986; van de Wetering & Heutink,
1993), whereas others have proposed a semidominant pat-
tern of inheritance with greater penetrance in affected ho-
mozygotes than heterozygotes (Hasstedt, Leppert, Filloux,
van de Wetering, & McMahon, 1995; Pauls et al., 1991;
Walkup et al., 1996). One study also suggested multifacto-
rial (polygenic) inheritance of TS (Walkup et al., 1996).

Some studies have raised the possibility of a more com-
plex pattern of inheritance for tic disorders. The phenome-
non of imprinting, for example, has been implicated as
a complicating factor in the genetics of TS. One study
(Lichter, Jackson, & Schachter, 1995) examined the TS
phenotype of subjects with clear matrilineal and patrilineal
inheritance of the syndrome. Subjects with matrilineal in-

heritance of TS tended to exhibit complex motor tics and
ritualistic behaviors more frequently than those subjects
with patrilineal inheritance. Subjects with patrilineal in-
heritance had more frequent phonic tics, an earlier onset of
phonic tics relative to motor tics, and more prominent
ADHD symptoms, including motor restlessness. Although
these findings have yet to be replicated, this study illus-
trates the increasing complexity of the genetics of TS as
this field of inquiry evolves. The mechanisms underlying
the inheritance of TS are likely to be multifaceted, involv-
ing a number of different vulnerability genes.

Searching for Vulnerability Genes

Association and genetic linkage are the two major types of
study design that have been used in the search for 
the TS vulnerability genes. In genetic association studies,
a sample of individuals affected with a disease is com-
pared with a sample of unaffected individuals, and the fre-
quency with which certain alleles are present in each of
these groups is tested for correlation with the disease. The
major advantage of these studies is that a specific mode of
inheritance does not need to be assumed in the analysis.
The major disadvantage to association studies is their sus-
ceptibility to false-positive results, which can be mini-
mized in part by matching the race and ethnicity of all
subjects as closely as possible (Gelernter, Pauls, Leckman,
Kidd, & Kurlan, 1994; Pauls & Tourette Syndrome Asso-
ciation International Consortium on Genetics, 2001). If
precisely matching the control and patient populations on
relevant demographic characteristics proves too costly or
difficult, investigators may use the haplotype relative risk
method (Falk & Rubinstein, 1987; Terwilliger & Ott,
1992) or the related transmission disequilibrium test
(Spielman & Ewens, 1996) to study gene-disease associa-
tions. Rather than drawing affected and unaffected sam-
ples from the general population, these methods examine
the DNA of affected probands and their parents. The
proband’s two alleles constitute the “affected” group, and
the alleles that were not transmitted from the parents to
the proband form the “unaffected” group. Because both
parents donate alleles equally to the affected and unaf-
fected groups, the groups are matched perfectly for race
and ethnicity (Pauls, 2003).

The principle of genetic linkage states that genes lo-
cated close to one another on a chromosome tend to be
transmitted together during meiosis, the process of cell
division by which germ cells are produced. In genetic
linkage studies, members of families are examined to de-
termine whether DNA marker regions that have known
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chromosomal locations cosegregate with a disease within
the family. If a particular marker is found in family mem-
bers affected with a disease but not in unaffected mem-
bers, then that marker is assumed to be sufficiently close
to the disease allele such that the marker and the disease
are inherited together (Pauls & Tourette Syndrome Asso-
ciation International Consortium on Genetics, 2001). If
linkage is demonstrated, the identified area on the chro-
mosome is probed further to locate more precisely the re-
gion of interest and, ideally, to identify the specific gene
that confers vulnerability to the disease.

Most genetic linkage analyses have studied large, multi-
generational families. Although these families do provide a
valuable sample of affected and unaffected members, the
statistical methods used in these studies require specifica-
tion of a particular mode of inheritance. In diseases for
which the mode of inheritance is unclear or heterogeneous,
as is likely the case with TS, misspecification of inheri-
tance parameters can lead to inaccurate or invalid results.
Alternatively, many investigators now commonly compare
the number of alleles at a given locus that are shared by two
affected siblings (sib pairs; Kruglyak & Lander, 1995). Al-
though sib-pair studies are statistically less powerful than
are traditional linkage studies, they do not require specifi-
cations about the pattern of inheritance of a disease, mak-
ing them effective tools for the study of diseases whose
precise modes of inheritance are unknown. Sibling-pair
studies can provide important preliminary information that
can be used to direct more statistically powerful ap-
proaches (Pauls & Tourette Syndrome Association Interna-
tional Consortium on Genetics, 2001).

Findings

In light of the generally positive response of people with
tics to neuroleptic medications, TS has long been sus-
pected to involve central dopaminergic pathways. Because
of this hypothesized etiological connection, the various
dopamine receptor genes have, to date, been the most fre-
quently targeted genes for directed analyses in association
studies. Association has been excluded between TS and
the dopamine receptors DRD1 (Chou et al., 2004; Gelern-
ter et al., 1993; Thompson, Comings, Feder, George, &
O’Dowd, 1998), DRD3 (Devor, Dill-Devor, & Magee,
1998; Diaz-Anzaldua et al., 2004; Hebebrand et al., 1993),
and DRD5 (Barr, Wigg, Zovko, Sandor, & Tsui, 1997).
One study reported an association between TS and DRD2
(Comings et al., 1991), but others have failed to detect
such an association (Devor et al., 1990; Diaz-Anzaldua
et al., 2004; Gelernter et al., 1990; Nothen et al., 1994).
Two studies have detected a possible association between

TS and the DRD4*7 allele of the DRD4 dopamine receptor
(Diaz-Anzaldua et al., 2004; Grice et al., 1996), but other
studies have failed to replicate these findings (Barr, Wigg,
Zovko, Sandor, & Tsui, 1996; Hebebrand, Nothen, et al.,
1997). Studies attempting to associate TS with the
dopamine transporter gene (SLC6A3) have also been un-
successful (Diaz-Anzaldua et al., 2004; Gelernter, Van-
denberg, et al., 1995; Vandenberg et al., 2000). One recent
study (Diaz-Anzaldua et al., 2004) detected a possible as-
sociation between TS and the monoamine oxidase-A
(MAO-A) gene in a French Canadian founder population,
but these results have not been replicated to date.

A number of other candidate genes have been excluded to
date, including the 5HT7 serotonin receptor gene (Gelern-
ter, Rao, et al., 1995), the 5HT1A serotonin receptor gene
(Brett, Curtis, Robertson, & Gurling, 1995), the alpha-1
subunit of the glycine receptor gene (Brett, Curtis, Robert-
son, & Gurling, 1997), the adrenergic receptor genes
ADRA1C and ADRA2A (Xu et al., 2003), and the Rett syn-
drome (MeCP2) gene (Rosa, Jankovic, & Ashizawa, 2003).
In light of recent theories concerning a possible autoim-
mune etiology of TS, one study examined the HLA-DRB al-
leles in 83 unrelated family trios but failed to detect any
association between this locus and a diagnosis of TS
(Schoenian et al., 2003).

Chromosomal translocations have been detected in some
individuals with TS, and several studies have examined
possible associations between TS and these disrupted chro-
mosomal regions. Two studies, for example, have reported
an apparent association between TS and a translocation be-
tween chromosomes 7 and 18 (Boghosian-Sell, Comings, &
Overhauser, 1996; Comings et al., 1986). A study examin-
ing chromosomes 7 and 18 in 15 multigenerational Dutch
families failed to replicate these findings (Heutink et al.,
1990). Translocations in persons with TS have also been
identified between chromosomes 3 and 8 (Brett, Curtis,
Robertson, Dahlitz, & Gurling, 1996) and between chro-
mosomes 1 and 8 (Matsumoto et al., 2000), but on closer
examination these translocations were not shown to be sig-
nificant in the etiology of tic disorders.

A recent study has renewed interest in chromosome 18
as a possible site for the TS vulnerability genes. An inver-
sion between chromosomes 18 and 22 was described in a
young boy with chronic tics and OCD, and characterization
of the disrupted interval identified two structurally normal
transcripts (State et al., 2003). However, further analysis of
the region and its products revealed significantly delayed
replication timing of the inverted chromosome compared to
control subjects. In other words, the inversion produced
normal transcripts and proteins, but the rate of transcrip-
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tion of the abnormal chromosome was slowed. The results
of this study have yet to be replicated, but the findings sug-
gest that chromosome 18 warrants further investigation in
the search for the genes responsible for TS.

Early genetic linkage analyses assumed that TS is a ho-
mogeneous condition, that it is genetically related to
chronic tic disorders, and that it is transmitted in an auto-
somal dominant pattern. Over thirty multigenerational
families have been studied to date, and more than 95% of
the genome has been excluded from linkage under these as-
sumptions (Heutink et al., 1995; Pakstis et al., 1991; Pauls
et al., 1990). Given these resoundingly negative findings,
the Tourette Syndrome Association International Consor-
tium for Genetics (TSAICG; 1999) conducted a sib-pair
study consisting of 76 families and 110 sibling pairs. Al-
though no results reached statistical significance, two
major regions of interest were identified with MLS scores
of greater than 2.0, one on chromosome 4 and the other on
chromosome 8.

Other linkage studies have identified various chromoso-
mal regions of preliminary interest. One genome scan of a
sample of South African Afrikaners with TS found evidence
for linkage on chromosomes 2, 8, and 11 (Simonic, Gericke,
Ott, & Weber, 1998; Simonic et al., 2001). Another study of
several multigenerational families with TS detected evi-
dence for linkage on chromosomes 5 and 19 (Barr et al.,
1999). Notably, the region identified on chromosome 19 in
this study also showed moderate evidence for linkage in the
TSAICG sib-pair study. A study of a large French Canadian
family with TS (Merette et al., 2000) identified a region of
interest on chromosome 11, in the same region of this chro-
mosome that was implicated in the South African study. A
recent study of two large independent pedigrees with TS
(Paschou et al., 2004) detected evidence for linkage on chro-
mosome 17, in regions of the chromosome that were also im-
plicated in a study of a large pedigree from Utah (Leppert
et al., 1996) and in a study of sib-pairs with TS who were
concordant for the obsessive-compulsive phenotype of
hoarding (Zhang et al., 2002).

Though identification of a putative TS gene or group of
genes would undoubtedly advance the research of tic disor-
ders, it would be only a small step toward elucidating the
neurobiology of TS. The pathways leading from the vulner-
ability genes to disordered protein production, abnormal
cellular functioning, and the disordered structure and func-
tioning of neural systems that give rise to tic-related behav-
iors will still need to be defined. Knowledge of the genetic
basis of TS will not easily or immediately answer the most
pressing clinical questions concerning TS, including what
factors contribute to exacerbations and remissions of tic

symptoms, what coping strategies are determined by an in-
dividual’s response to tic symptoms, and what determi-
nants affect the natural history and long-term prognosis for
any given individual. Answers to such questions can be
gleaned through a combination of genetic, epigenetic, mo-
lecular biological, and neuroimaging studies.

ENVIRONMENTAL DETERMINANTS

The expression and severity of tics in an individual are de-
termined not only by an underlying genetic susceptibility
to tic disorders, but also by numerous non-genetic determi-
nants in the individual’s environment before, during, and
after birth. Some possible non-genetic determinants that
have been studied to date include prenatal and postnatal ex-
posure to excess androgens, previous infection with Group
A Beta Hemolytic Streptococcus, adverse perinatal events,
exposure to stimulant medications, comorbid psychiatric
conditions, and stressful life events. Although these deter-
minants have been reported to affect the development and
severity of tics and related behaviors, their precise contri-
butions to the TS phenotype remain unclear. Further re-
search is needed to identify additional environmental
determinants, and to elucidate the influence of each indi-
vidual determinant on the pathophysiology of tic behaviors.

Sex Hormones

Tic disorders tend to occur predominantly in males, sug-
gesting that sex-specific determinants may either predis-
pose males to developing tic behaviors or protect females
from developing them. Clinical observations support a role
for sex steroid hormones in modulating the severity of tics
(G. M. Alexander & Peterson, 2004). First, tics typically
peak in severity shortly before or during puberty, a time
when gonadal androgen production increases significantly
in both males and females. Second, some women experi-
ence more severe tics during the estrogenic phase of their
menstrual cycle (Kompoliti, Goetz, Leurgans, Raman, &
Comella, 2001; Schwabe & Konkol, 1992). Third, admin-
istration of androgens to adults has been reported to
worsen tics (Leckman & Scahill, 1990), whereas blockade
of androgen receptors has been shown to attenuate them
(Peterson et al., 1994; Peterson, Zhang, Anderson, &
Leckman, 1998).

Previous studies involving manipulations of androgen
levels in adults have supported a role for postnatal sex
hormones in the pathophysiology of tics. A recent study,
however, suggested that an altered androgen-dependent
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differentiation of the brain during prenatal development
may also play an important part in determining the sever-
ity of tics in later life. In this study (G. M. Alexander &
Peterson, 2004), the cognitive functioning and sex-
specific behaviors of a large sample of children and adults
with TS were compared with those of a group of matched
control subjects. The study found that females with
TS were more gender-dysphoric, preferred more “mascu-
line” styles of play, and showed a more “masculine” pat-
tern of performance on two sex-typed spatial tasks than
did female controls. Furthermore, males with TS showed
more “masculine” play preferences than did male con-
trols, the magnitude of which was associated positively
with the severity of tics. These findings resemble those
reported previously in children with confirmed pathologi-
cal elevations in prenatal androgen levels. This hypothe-
sized androgenization before birth presumably affects
organizational processes in the genome and in brain archi-
tecture that are activated by either normal or elevated
circulating hormone levels during late childhood and ado-
lescence in individuals who develop tics (Peterson et al.,
1992; Peterson, Zhang, et al., 1998).

In light of the evidence suggesting a role for sex steroids
in the pathophysiology of TS, imaging studies have sought
to identify disturbances in sexual differentiation of the
brain that might contribute to the expression and severity
of tics. One study of regional brain and ventricular volumes
in TS (Peterson, Staib, et al., 2001), for example, reported
that the normal differences between males and females in
volume of the parieto-occipital cortices were decreased in
persons with TS. Whereas this region was larger in female
controls than in male controls, its size in females with TS
was similar to that of male controls and of males with TS.
Because smaller volumes of the parieto-occipital cortex
were associated with severity of tic symptoms in this
study, a profile more like males in this area of the brain
could possibly render females with TS vulnerable to more
severe tics. Recent unpublished neuroimaging data also
suggest that parietal and limbic regions in females with TS
are morphologically similar to those of normal males (B. S.
Peterson, personal communication to A. Spessot, January
5, 2004). This similarity suggests that more “male”-typed
brain structures may predispose females to tic behaviors.

Pediatric Autoimmune Neuropsychiatric
Disorders Associated with Streptococcus

Pharyngeal infection with group A Beta hemolytic strepto-
coccus (GABHS) may produce an autoimmune response
that, if it occurs in the CNS, can cause a range of fluctuat-

ing neuropsychiatric symptoms, including tics, obsessions,
compulsions, hyperactivity, and distractibility, and that
are collectively subsumed under the acronym PANDAS
(Pediatric Autoimmune Neuropsychiatric Disorders Asso-
ciated with Streptococcus; A. J. Allen, Leonard, & Swedo,
1995; Swedo et al., 1997, 1998). The symptoms of PAN-
DAS are generally indistinguishable from those of TS,
OCD, and ADHD, suggesting that these latter conditions
may in some instances share an autoimmune etiology.
Several preliminary clinical studies have supported this
possibility by reporting a temporal relationship between
GABHS infection and the onset of tic and OCD symptoms
in some individuals, as well as improvement in some cases
in response to immune-suppressing therapies (Kiessling,
Marcotte, & Culpepper, 1993; Kondo & Kabasawa, 1978;
Matarazzo, 1992).

Several immunological studies support the nosological
construct of PANDAS and also suggest an autoimmune eti-
ology for wild-type TS and OCD. First, elevated levels of
antibodies have been detected against basal ganglia struc-
tures, both in living children with TS following GABHS in-
fection and in postmortem samples from patients with TS
(Kiessling, Marcotte, & Culpepper, 1993; Kiessling et al.,
1994; Morshed et al., 2001; H. S. Singer et al., 1998). Fur-
thermore, serum IgG from persons with TS, when infused
into rodents, has been reported to produce stereotyped
motor movements and vocalizations (J. J. Hallett, Harling-
Berg, Knopf, Stopa, & Kiessling, 2000). Lastly, PANDAS
patients as well as patients with wild-type TS and OCD
may be more likely than controls to express D8/17, a puta-
tive B-cell marker for rheumatic fever and other autoim-
mune sequelae of infection with GABHS (T. K. Murphy
et al., 1997; Swedo et al., 1997). Some recent literature dis-
putes these immunological findings. One study, for exam-
ple, found little to no difference in the levels of anti-basal
ganglia antibodies in children with PANDAS compared
with controls (H. S. Singer et al., 2004).

Despite this modest preliminary evidence suggesting the
existence of a subtype of TS that has an autoimmune etiol-
ogy, little evidence exists to suggest that TS and related
disorders are a direct consequence of GABHS infection.
The onset of tics and GABHS infection, for example, are
likely to occur in close temporal proximity simply by
chance. Because many children are unaffected carriers of
GABHS, and because the onset of tic and OCD symptoms
in children is often acute, it would not be uncommon to find
children with acute tic or OCD symptoms who are
GABHS-positive via throat culture or serum antibody test-
ing (Bodner & Peterson, 2003). As a common and stressful
illness in children, GABHS pharyngitis may precede tic ex-
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acerbations owing simply to the stress sensitivity of tic
symptoms (Chappell, Riddle, et al., 1994; Kurlan, 2001).

Elevated levels of antineuronal antibodies have not been
found consistently in TS patients, nor have they been ab-
sent consistently in normal control subjects. Thus, antineu-
ronal antibody studies in TS (Kiessling et al., 1993; H. S.
Singer et al., 1998; Trifiletti, 1998; Trifiletti, Altemus,
Packard, Bandele, & Zabriskie, 1998) have not yet proven
that antibodies are directed against brain tissue in persons
with TS more than in control subjects. Furthermore, even
if those antibodies are ultimately deemed elevated in per-
sons with TS, that association may be caused by some un-
derlying, as yet unknown, process, such as a disruption of
the blood-brain barrier that could increase antibody levels
nonspecifically in the CNS (Bodner & Peterson, 2003).
Double-blind, controlled, longitudinal studies are needed
to clarify the associations, if any, between GABHS
pharyngitis, antineuronal antibodies, and the onset or ex-
acerbation of tic symptoms.

Perinatal Events

Various environmental factors affecting mothers and their
fetuses during the perinatal period may influence the ex-
pression and severity of TS and co-occurring disorders.
One early study, for example, reported that birth complica-
tions were more common in children with TS than in con-
trols (Pasamanick & Kawi, 1956). A more recent twin
study identified low birthweight as a risk factor predispos-
ing children to tics of greater severity than those occurring
in children of normal birthweight (Leckman et al., 1987).
Another study (Leckman et al., 1990) found a significantly
higher rate of obstetrical complications in mothers of indi-
viduals with TS than in the general population. Severe ma-
ternal nausea and vomiting in the first trimester, for
example, accounted for 50% of the variance in the severity
of tics in children. Severity of maternal life stress during
pregnancy was also associated with the severity of tics and
with the level of overall psychosocial functioning in chil-
dren with TS. Perinatal events that have been associated
with an increased risk of developing co-occurring OCD in
persons who have TS include delivery by forceps and pre-
natal exposure to tobacco, alcohol, or caffeine (Santangelo
et al., 1994).

The reported associations of obstetrical complications
with the subsequent development of TS or of more severe
illness do not prove that the obstetrical complications cause
or worsen the severity of TS. Although these complications
may injure the CNS and thus contribute to the development
of tics, an alternative interpretation of the data is also plau-

sible, in that the genetic diathesis to TS may interfere with
prenatal development in some unknown way and thereby in-
duce or increase the risk for perinatal complications
(Walkup, 2001).

Exposure to Stimulants

Some studies have suggested that exposure to the stimulant
medications used to treat symptoms of ADHD may also
exacerbate tic symptoms (Klein & Bessler, 1992; Mesu-
lam, 1986). Recent long-term studies, however, show no
clear or consistent effect of stimulant medications on
severity of tics in most children with tic disorders and co-
occurring ADHD (Gadow, Sverd, Sprafkin, Nolan, &
Ezor, 1995; Gadow, Sverd, Sprafkin, Nolan, & Grossman,
1999; Tourette’s Syndrome Study Group, 2002; Wilens
et al., 2003). One well-designed, randomized controlled
trial suggested that stimulants improve not only ADHD
symptoms, but also the symptoms of TS (Kurlan &
Tourette’s Syndrome Study Group, 2000). Despite this en-
couraging data from controlled trials, extensive clinical ex-
perience and single case studies suggest that an ill-defined
subgroup of patients with tics and ADHD that is not cap-
tured in group statistics may indeed experience a dramatic
worsening of tics in response to use of stimulant medica-
tions (Peterson & Cohen, 1998; Walkup, 2001). Children
with TS who are being treated with stimulants for co-
occurring ADHD should therefore be monitored closely
for changes in tic severity.

Life Events and Co-occurring Psychiatric Conditions

Persons with TS appear to be more vulnerable to the ad-
verse effects of stressors in daily life, and they often expe-
rience worsening of tic symptoms during times of duress
(Chappell, Riddle, et al., 1994; Walkup, 2001). Whether
co-occurring psychiatric disorders affect tic severity is un-
clear. Clinical experience suggests, however, that the treat-
ment of mood and anxiety disorders in persons with TS can
often improve dramatically the severity of tics, presumably
by reducing the overall emotional burden and psychosocial
stress associated with those illnesses.

NEUROBIOLOGICAL SUBSTRATE

The symptoms of TS are thought to arise from anatomical
and functional disturbances in cortico-striatal-thalamo-
cortical (CSTC) circuits (G. E. Alexander & DeLong,
1985; Baldwin, Frost, & Wood, 1954; Graybiel & Canales,
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2001; Kelley, Lang, & Gauthier, 1988; Maclean & Delgado,
1953; Mink, 2001). These circuits contain numerous par-
tially overlapping but largely parallel pathways that direct
information from nearly all regions of the cerebral cortex to
the basal ganglia and thalamus, and then back again to spe-
cific cortical regions (G. E. Alexander, DeLong, & Strick,
1986). The cortical portions of CSTC circuits presumably
contribute to self-regulation of behaviors, including the
regulation of tic behaviors, by modulating activity in the
basal ganglia and thalamus, which in turn modulate activity
in the cortex (Goldman-Rakic, 1987; Leung, Skudlarski,
Gatenby, Peterson, & Gore, 2000; Peterson et al., 2002).
Although the number of pathways remains controversial
(G. E. Alexander, Crutcher, & DeLong, 1990; Goldman-
Rakic & Selemon, 1990; Parent & Hazrati, 1995), current
consensus holds that CSTC circuitry has at least four
anatomically and functionally distinct components: those
initiating from and projecting back to the sensorimotor
cortex, the orbitofrontal cortex (OFC), the limbic and asso-
ciated anterior cingulate cortices, and the association
cortices. Converging evidence from many investigational
modalities suggests that motor portions of CSTC circuits
are primarily involved in the pathophysiology of tics, OFC
portions of the circuits are involved in OCD, and associa-
tion portions of the circuits are involved in ADHD.

Anatomical Basis

The components of CSTC circuits have long been impli-
cated in the pathophysiology of tic disorders. Electrical or
chemical stimulation of the basal ganglia has been shown
to produce movements in animals and humans that resem-
ble tics (G. E. Alexander & DeLong, 1985; Baldwin et al.,
1954; Kelley et al., 1988; Maclean & Delgado, 1953). Le-
sions such as tumors in the ventral nuclei of the thalamus
have been shown to worsen tic symptoms (Peterson, Bro-
nen, & Duncan, 1996), and surgical lesions in the ventral,
medial, and intralaminar nuclei of the thalamus have been
shown to attenuate tics (Korzen, Pushkov, Kharitonov, &
Shustin, 1991; Rauch, Baer, Cosgrove, & Jenike, 1995).
Electrical stimulation of the ventral intermediate and ven-
tral oralis posterior nuclei of the thalamus during surgery
has also been reported to produce sensations similar to the
premonitory urges that are experienced by many persons
with TS prior to performing tics (Tasker & Dostrovsky,
1993). Similarly, electrical stimulation of the supplemen-
tary motor area can produce urges to move in normal peo-
ple that may be similar to premonitory urges (Fried et al.,
1991; Lim et al., 1994).

Though studies using methods such as electrical stimu-
lation have implicated indirectly the roles of CSTC compo-
nents in producing tics, only recently have neuroimaging
technologies demonstrated directly the involvement of
these components in the pathophysiology of TS. By provid-
ing a window into the structure and function of the brain in
vivo, neuroimaging technologies have revolutionized the
study of TS, offering new clues about the brain structures
that are inherently dysfunctional in the disorder, as well as
about the mechanisms used to compensate for and suppress
tic symptoms. The main imaging modalities used to study
TS are magnetic resonance imaging (MRI), positron emis-
sion tomography (PET), and single photon emission com-
puted tomography (SPECT). The latter two techniques,
which require exposure to radiation, are not used in chil-
dren for ethical reasons. Most imaging studies of TS popu-
lations, therefore, have used anatomical and functional
MRI to image the brains of children.

The first functional MRI (fMRI) study of TS (Peterson,
Skudlarski, et al., 1998) sought to define the contributions
of individual components of CSTC circuits to the volun-
tary suppression of tics. In this study, adult subjects with
TS were asked to alternate between 40 second epochs of
being allowed to tic freely and 40 second epochs of sup-
pressing their tics. The images obtained while tics were
being suppressed were compared with those obtained when
subjects were allowed to tic spontaneously, and the magni-
tudes of signal change in the images were then correlated
with various measures of tic severity. Signal intensity in-
creased significantly in the prefrontal cortex and in the
caudate nucleus during epochs of tic suppression, whereas
signal intensity decreased significantly in the putamen,
globus pallidus, and thalamus during these periods. The
increased frontal activity detected during tic suppression
was associated with the increased caudate activity, a find-
ing that is consistent with the known excitatory projections
from the frontal cortex to the caudate nucleus. Increased
caudate activity was in turn associated with greater de-
creases in activity of the putamen, globus pallidus, and
thalamus, a finding that is consistent with the known in-
hibitory projections between the caudate and these other
subcortical structures. The magnitude of the increase in
activity of the prefrontal cortex did not correlate signifi-
cantly with the severity of tics, whereas the magnitudes of
the decreases in activity of the caudate and other subcorti-
cal nuclei were inversely correlated with severity of tic
symptoms outside of the MRI scanner. Given the known
flow of information between the cortical and subcortical
components of CSTC circuits, the correlations between tic
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severity and subcortical activity were interpreted as down-
stream effects of correlations established upon entry into
subcortical portions of the circuit, specifically in the pro-
jections into or out of the caudate nucleus. The greater the
malfunction of these projections into or out of the caudate,
the more severe the individual’s tic symptoms were likely
to be outside of the scanner.

This implication that the caudate nucleus is the origin of
functional disturbances in CSTC circuitry is consistent
with a recent anatomical MRI study of basal ganglia vol-
umes in a sample of children and adults with TS compared
with a sample of matched control subjects (Peterson et al.,
2003). Smaller basal ganglia volumes were detected in both
children and adults with TS compared with controls, and
further analyses revealed that these volume abnormalities
were specific to the caudate nucleus. Adults with TS were
found to have smaller basal ganglia volumes than children
with TS, reflecting smaller volumes of the putamen and
globus pallidus in adults but not in children with TS. Basal
ganglia volumes were not significantly associated with the
severity of tics.

These anatomical findings shed some light on the role of
the basal ganglia in the pathophysiology of TS. First, the
significantly smaller caudate nuclei in both children and
adults with TS suggested that hypoplasia of this structure
might represent a morphological abnormality inherent to
TS. Second, the decreased volumes of the putamen and
globus pallidus that were observed in adults but not in chil-
dren with TS, by definition, were not generalizable to the
larger population of individuals with TS, as most persons
with TS experience a substantial reduction in tic symptoms
in adolescence and early adulthood. Thus, the decreased
metabolism and blood flow in the putamen and globus pal-
lidus of adults with TS (Braun et al., 1993; Hall, Costa, &
Shields, 1990; Klieger, Fett, Dimitsopulos, & Karlan,
1997; Moriarty et al., 1995; Riddle, Rasmusson, Woods, &
Hoffer, 1992) reported in PET and SPECT studies likely
reflect the generally smaller volumes of these structures in
adults with TS. The PET and SPECT findings are therefore
probably not generalizable to populations of children with
TS, in whom volumes of these structures are normal (Spes-
sot, Plessen, & Peterson, 2004).

While anatomical and functional MRI studies have im-
plicated the caudate nucleus as the site of a morphologic
trait abnormality in TS, these studies have also suggested
that the cortical components of CSTC circuits are involved
in the expression and regulation of tic symptoms in those
with a diathesis to tics. The first study measuring the vol-
umes of cortical regions in individuals with TS compared a

sample of children and adults with TS to a sample of
matched control subjects (Peterson, Staib, et al., 2001).
Overall cortical volumes in the TS group were larger than
those in the control group, reflecting primarily the pres-
ence of larger dorsal prefrontal volumes in both males and
females with TS. Within the TS group, however, the larger
dorsal prefrontal volumes were observed in children, but
smaller volumes were detected in adults. Moreover, larger
volumes of the orbitofrontal and parieto-occipital regions
were significantly associated with decreased severity of
tics. These inverse correlations of prefrontal volumes with
severity of tics suggest that the larger cortical volumes in
children with TS may represent an adaptive or compensa-
tory process that helps to attenuate tics. This latter possi-
bility is supported by the findings of the fMRI study of
voluntary tic suppression described earlier, in which broad
regions within the prefrontal cortices activated strongly
during tic suppression. As children with TS meet an ever-
increasing need to suppress tics in academic and social sit-
uations, their prefrontal regions would presumably be
activated frequently and repeatedly, thereby inducing plas-
tic hypertrophy of these areas. This activity-dependent hy-
pertrophy of prefrontal regions would in turn help to
decrease the severity of tic symptoms by increasing in-
hibitory reserve and improving the child’s capacity to self-
regulate tic behaviors. This interpretation of the role of the
prefrontal cortex in mediating expression and severity of
tics is consistent with the known role of this region in medi-
ating tasks that require decisions of whether, when, and
how to act across a time delay. An intact ability to make
such decisions is needed for behavioral inhibition, working
memory, and go/no go tasks (Fuster, 1989). The prefrontal
cortex probably inhibits the behavioral response to the so-
matosensory urge to tic; it probably also determines when
to release tic behaviors from voluntary suppression. Dys-
function of prefrontal regions in TS thus likely impairs an
individual’s capacity to inhibit tic symptoms.

An impaired ability to generate activity-dependent hy-
pertrophy in prefrontal regions in response to a continuous
need to inhibit tics should theoretically result in more severe
tic symptoms. Indeed, a failure to generate this plastic re-
sponse likely explains the finding of smaller prefrontal vol-
umes in adults with TS compared to children with TS.
Although tics typically improve substantially by early adult-
hood, the adults who participated in the previously de-
scribed imaging studies had persistent, severe tics. These
adults therefore represented a unique minority in the general
population of individuals with a lifetime history of TS:
those whose symptoms do not attenuate during adolescence.
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The smaller prefrontal volumes in adults with TS probably
represent a failure to induce the plastic hypertrophy of these
regions in response to tics that would help to suppress them.
In the absence of this compensatory plastic response, more
severe tic symptoms would likely persist through adoles-
cence and adulthood (Spessot et al., 2004).

The smaller volumes of prefrontal cortices detected in
adults with TS thus likely reflect an ascertainment bias in
which adults with persistent tic symptoms were recruited
for the study. The significantly different findings in adults
and children with TS that follow from this ascertainment
bias emphasize the need to exercise caution when conduct-
ing and interpreting studies of adults with TS. They also
emphasize the inherent difficulties in making inferences
about the developmental trajectories and longitudinal
course of TS from cross-sectional studies alone (Gerard &
Peterson, 2003; Kraemer, Yesavage, Taylor, & Kupfer,
2000; Peterson, 2003).

Their shortcomings notwithstanding, MRI studies of TS
thus far suggest that disturbances in the anatomy and func-
tion of the caudate nucleus may render an individual vul-
nerable to tics, and impaired neural regulatory systems
based in the prefrontal cortex may unmask this vulnerabil-
ity to tics in individuals with TS. Additional unpublished
longitudinal data suggest further that caudate nucleus vol-
umes in childhood are predictive of the persistence and
severity of tics in late adolescence and early adulthood
(B. S. Peterson, personal communication to A. Spessot,
January 5, 2004). This finding is consistent with the hy-
pothesis that a smaller caudate nucleus represents a trait
morphological abnormality in TS that is present across all
stages of the disorder. Measures of prefrontal volumes and
activity within the basal ganglia during the suppression of
tics correlate with the severity of tics at the time of scan-
ning, whereas prefrontal volumes measured in childhood do
not appear to predict the severity of tics in adulthood.
Childhood measures of prefrontal volume, therefore, appear
to be more important determinants of the severity of tics in
the short term, around the time of scanning. Although pre-
frontal cortex volumes do not predict the severity of tics in
adulthood, those who fail to generate a compensatory hy-
pertrophic plastic response in this region seem to suffer se-
vere tic symptoms that persist throughout adulthood.

Other brain structures have been studied in TS that are
not themselves components of CSTC circuits but that are
intimately related to the components of these circuits. The
corpus callosum (CC), for example, has been examined in
individuals with TS because it is believed to inhibit activity
in prefrontal cortices through its major white matter path-
ways that connect the prefrontal cortices across the cere-

bral midline (Carr & Sesack, 1998). One study examining
CC size in children and adults with TS compared to control
subjects (Plessen et al., 2004) reported that subjects with
TS had significantly smaller CC sizes than controls. CC
size also correlated positively with current and worst-ever
severity of tics, suggesting that smaller CCs in subjects
with TS may be associated with fewer tic symptoms. Hav-
ing a small CC could therefore represent a compensatory
plastic response to the presence of tics, similar to a large
prefrontal cortex in a child with TS. CC size correlated in-
versely with prefrontal cortex volumes in both the TS and
control groups, although the magnitudes of these inverse
correlations were significantly greater in the TS group.
These results suggest that smaller CCs may contribute to or
influence the growth of prefrontal cortices in all individu-
als, but that the normal influence of the CC on prefrontal
development may be exaggerated in individuals with TS.
This exaggeration presumably represents an adaptive or
compensatory process in the brains of individuals with TS,
given that smaller CCs and larger prefrontal cortices ap-
pear to result in less severe tic symptoms. In other words, a
developmental process that happens normally in the CC
may be altered and used to serve adaptive purposes in
those with TS. The plastic process that produces a smaller
CC may also result in a reduction of excitatory input from
the CC to the GABAergic interneurons in the prefrontal
cortex, thus helping to reduce inhibition of prefrontal self-
regulatory control in persons with TS (Carr & Sesack,
1998; Kimura & Baughman, 1997; Krnjevic, Randic, &
Straughan, 1966). This decreased inhibition of prefrontal
self-regulatory functions, in turn, would facilitate the con-
trol of tic symptoms by the prefrontal cortices.

Neurotransmitters

The clinical efficacy of neuroleptic medications in the
treatment of tics suggests that the midbrain dopaminergic
pathways to the basal ganglia may be dysfunctional in per-
sons with TS (Peterson & Cohen, 1998). Studies measuring
levels of dopamine metabolites in cerebrospinal f luid
(CSF), postmortem brain tissue, and urine of individuals
with TS, however, have yielded either inconsistent results
or no evidence of group differences (Anderson, Leckman,
& Cohen, 1999). Ligand studies of the dopamine D2 recep-
tor (Brooks, Turjanski, Sawle, Playford, & Lees, 1992;
H. S. Singer et al., 1992; Turjanski et al., 1994; Wolf et al.,
1996; Wong et al., 1997), the dopamine transporter (Albin
et al., 2003; Malison et al., 1995; Meyer et al., 1999; Sta-
menkovic et al., 2001), and the dopamine decarboxylase
system (Ernst et al., 1999) have also produced inconsistent
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findings, with the few positive findings generally failing to
replicate (Peterson & Thomas, 2000). These results suggest
that the central synthesis and metabolism of dopamine in
individuals with TS does not differ dramatically from
dopamine synthesis and metabolism in healthy individuals
and that perhaps dopamine systems in TS are not signifi-
cantly altered.

The noradrenergic system is a major modulator of the
acute response to stress in normal individuals; its dysfunc-
tion has been implicated in TS owing to the sensitivity of
tic symptoms to stress (Chappell, Riddle, et al., 1994) and
to the successful treatment of tics in some patients with the
alpha-2 receptor agonist clonidine (Leckman et al., 1991).
One study comparing levels of norepinephrine and its
metabolite, 3-methoxy-4-hydroxyphenylglycol (MHPG) in
the CSF of individuals with TS versus healthy controls
found comparable MHPG levels in the two groups but
nearly twice as much norepinephrine in the TS group com-
pared to controls (Leckman et al., 1995). Given the shorter
half-life of norepinephrine compared to MHPG, these re-
sults suggest that the basal stress response in TS is normal
but that some individuals with TS may exhibit an exagger-
ated response to acute stress.

The well-established genetic relationship between TS
and OCD suggests that a dysfunctional serotonergic sys-
tem, which is believed to subserve symptoms of OCD,
could also be responsible for tic symptoms. Studies of the
serotonin metabolite 5-hydroxyindoleacetic acid (5-HIAA)
in CSF have yielded mixed results, with one of the largest
studies to date showing similar levels of 5-HIAA in the
CSF of persons with TS, those with OCD, and normal con-
trols (Leckman et al., 1995). Although preliminary studies
of the postmortem brain tissue of a small sample of persons
with TS have reported decreased serotonin, 5-HIAA, and
the serotonin precursor tryptophan in most all cortical and
subcortical regions (Anderson et al., 1992a, 1992b), these
findings require replication.

In addition to the dopaminergic, noradrenergic, and
serotonergic systems, other neurotransmitters that have
been investigated in TS include gamma aminobutyric acid
(GABA), glutamate, acetylcholine, and the endogenous
opioids. Although some promising leads have been re-
ported for all of these neurotransmitter systems, most of
these studies in persons with TS have been largely equiv-
ocal. The absence of robust evidence that would identify a
single pathological neurotransmitter suggests that subtle
imbalances may exist among several or many transmitter
systems in this condition. The involvement of several
neurotransmitters is possible simply because many neuro-
transmitter systems function together to produce the com-

plex thoughts and behaviors associated with TS. Alterna-
tively, a malfunction at the cellular level, including disor-
dered second-messenger systems, abnormal proteins for
vesicle release, or disturbances in the synaptic membrane,
could affect the neurons of a wide variety of neurotrans-
mitter systems and contribute to the subtle and varied dis-
turbances in neurotransmitter levels reported in persons
with TS (H. S. Singer & Wendlandt, 2001).

ELECTROPHYSIOLOGY:
ELECTROENCEPHALOGRAMS AND
STARTLE PARADIGMS

Early electroencephalogram (EEG) studies suggested the
presence of nonspecific sharp waves and diffuse slowing in
medicated individuals with TS (Bergen, Tanner, & Wilson,
1982; Krumholz, Singer, Niedermeyer, Burnite, & Harris,
1983; Volkmar et al., 1984). Other studies, however, have
not detected significant differences in the EEGs of unmed-
icated persons with TS compared to those of normal con-
trols (Neufeld, Berger, Chapman, & Korczyn, 1990; van
Woerkom, Fortgens, van de Wetering, & Martens, 1988).
Quantitative analyses of EEGs, in which the relative power
contributions of each of the EEG frequency bands in spe-
cific electrode positions are compared between subjects
with TS and normal controls, have similarly detected no
significant abnormalities in electrical activity in the brains
of persons with TS (Drake, Hietter, Bogner, & Andrews,
1992; Neufeld et al., 1990). Studies of brain stem auditory
and visual evoked responses have also been equivocal
(Syrigou-Papavasiliou, Verma, & LeWitt, 1988). Abnormal
EEG findings in patients with TS, therefore, are thought
simply to represent the effects of medication used to con-
trol tic symptoms.

One study of monozygotic twins with TS detected
greater abnormalities on EEG in the twin with lower birth-
weight, who also typically suffered more severe tic symp-
toms (Hyde, Emsellem, Randolph, Rickler, & Weinberger,
1994). These findings are consistent with the hypothesis
that the severity of tics may be influenced by nongenetic
determinants (in this case, birthweight) that are mediated
by or correlated with abnormal patterns of EEG activity
(M. Hallett, 2001).

Studies attempting to classify tics as voluntary or invol-
untary have examined the bereitschaftpotential, a deflec-
tion in the baseline of the EEG that precedes a self-paced,
voluntary movement and that is thought to represent cortical
preparation for movement (Jahanshai et al., 1995). Studies
of the bereitschaftpotential are technically challenging to
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perform and have yielded inconclusive results concerning
the voluntary nature of tics. One study of six patients was
unable to document the presence of a bereitschaftpotential
preceding tics (Obeso, Rothwell, & Marsden, 1981), an-
other purported to show it in two out of five subjects (Karp,
Porter, Toro, & Hallett, 1996), and yet another reported it
in three TS subjects (Duggal & Nizamie, 2002). Discrepan-
cies in the findings of these studies may be attributed to dif-
ferences in the tics that were studied and to differences in
patient characteristics. For example, all three patients in the
third study reported premonitory urges, but these urges
were not assessed in the first and largest study. Perhaps tics
preceded by an urge are experienced as voluntary and have
a bereitschaftpotential, and those not preceded by an urge
could be experienced as involuntary and may not have an as-
sociated bereitschaftpotential as an indicator of preparation
for movement.

The startle reflex is an abrupt involuntary contraction
of the facial or skeletal muscles in response to a sudden
sensory stimulus. An enhanced startle reflex was a fea-
ture of TS observed by Gilles de la Tourette (1885) in his
original descriptions of tic disorders. More than a century
later, however, studies examining the startle reflex in TS
patients have produced conflicting results. In one descrip-
tive study, 3 of 53 individuals with TS were reported to
respond to an intense auditory stimulus by a blink and
subsequently by a whole-body jerk that closely resembled
a tic (Lees, Robertson, Trimble, & Murray, 1984). A
quantitative study comparing the acoustic startle re-
sponse in a small sample of persons with TS versus nor-
mal controls reported that two of the subjects with TS
failed to habituate to the auditory stimulus with time, sug-
gesting the presence of a clinically asymptomatic but ex-
aggerated startle in some individuals with TS (Stell,
Thickbroom, & Mastaglia, 1995). Another study, in con-
trast, showed that children with TS had startle reflexes
that were similar in magnitude and habituation to those of
controls. However, the automatic attenuation of the startle
response immediately following a weak stimulus (“pre-
pulse inhibition”) was significantly impaired in these
children (Swerdlow et al., 2001). These results stand in
contrast to those of another study, which found no differ-
ences between subjects with TS and controls in various
components of the startle response, including onset la-
tency, amplitude, first peak latency, and habituation of
the startle (Sachdev, Chee, & Aniss, 1997). Taken to-
gether, these studies suggest that the startle reflex may be
abnormal in some individuals with TS but that this abnor-
mality is relatively uncommon, often inconsequential, and
possibly not more prevalent than in healthy controls.

SLEEP DISTURBANCES AND
TOURETTE’S SYNDROME

Sleep disturbances, including sleep walking, sleep talking,
night terrors, nightmares, difficulties falling asleep, and
difficulties staying asleep, have been reported frequently
in persons with TS (R. P. Allen, Singer, Brown, & Salam,
1992; Barabas & Matthews, 1985; Barabas, Matthews, &
Ferrari, 1984b; Comings & Comings, 1987b; Erenberg,
1985). These sleep disturbances may be associated with
more severe tic symptoms (Cohrs et al., 2001; Comings &
Comings, 1987b). A number of studies have suggested that
sleep disturbances in TS may be more strongly associated
with co-occurring ADHD than with TS itself (R. P. Allen
et al., 1992; Comings & Comings, 1987b).

Polysomnography and videotape monitoring have been
used to examine sleep disturbances objectively in persons
with TS, but the results of these studies have been inconsis-
tent, probably because of small sample sizes and differing
subject ages across studies (Kostanecka-Endress et al.,
2003; Rothenberger et al., 2001). One recent polysomno-
graphic study (Kostanecka-Endress et al., 2003) compared
a clinical sample of TS children without ADHD to a sample
of closely matched controls and found that children with
TS, even in the absence of ADHD, experience a poorer
quality of sleep, with particular difficulties in initiating
and maintaining sleep. Further research is needed to clar-
ify the contributions of co-occurring ADHD to sleep dis-
turbances in persons with TS. The finding of more frequent
sleep disturbances in persons with TS alone suggests that
in some individuals TS is accompanied by disturbances in
arousal, which is presumably mediated by the reticular ac-
tivating system (Barabas, Matthews, & Ferrari, 1984a).

Polysomnographic studies of both children and adults
have also detected the presence of tics during sleep in up to
80% of persons with TS (Cohrs et al., 2001; Glaze, Frost,
& Jankovic, 1983; Jankovic & Rohaidy, 1987; Rothen-
berger et al., 2001; Silvestri et al., 1995). Although the tics
that appear during sleep are similar in quality to those that
appear during wakefulness, they are typically less frequent
and less forceful during sleep (Cohrs et al., 2001; Fish
et al., 1991). The presence of tics during sleep is evidence
for the claim that tics are largely involuntary and originate
in subcortical brain regions.

NEUROPSYCHOLOGY

Many children with TS have specific cognitive and learn-
ing deficits that can contribute to poor academic perfor-
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mance and delayed psychosocial development. Early inter-
vention for these children might improve their academic
achievement and, in doing so, enhance their self-esteem
and increase their productivity.

Early neuropsychological studies of TS were limited by
small sample sizes and various other methodological diffi-
culties. Perhaps most importantly, the majority of these
studies did not account for the presence of co-occurring
ADHD or OCD, each of which may carry its own profile of
disturbances in neuropsychological functioning that may or
may not overlap with the deficits in TS. Most recent neu-
ropsychological studies characterize more precisely the
cognitive functions of persons with TS by controlling for
these co-occurring disorders.

General intellectual ability, as measured by intelligence
quotient (IQ) testing, does not appear to differ in persons
with TS compared with the general population (Apter
et al., 1993; Bornstein, 1991). Some studies have suggested
that persons with TS have lower Performance IQ (PIQ)
scores than Verbal IQ (VIQ) scores, which would indicate
that persons with TS experience a relative difficulty with
tasks that involve visuomotor speed, visual-perceptual
function, and visuomotor integration (Incagnoli & Kane,
1981; A. K. Shapiro, Shapiro, Young, & Feinberg, 1988a).
Other studies, however, have attributed the discrepancy be-
tween PIQ and VIQ in persons with TS to the presence of
co-occurring ADHD (Bornstein, 1990). Therefore, al-
though it is widely accepted that those with TS tend to en-
counter some difficulty with nonverbal tasks, further
studies are needed to clarify the contribution of ADHD to
these difficulties (Como, 2001).

Approximately 22% of individuals with TS suffer from
learning disabilities (Abwender et al., 1996; Erenberg,
Cruse, & Rothner, 1986; Schuerholz, Baumgardner, Singer,
Reiss, & Denckla, 1996), a prevalence similar to that of
15% to 20% reported in the general population (Berger,
Yule, & Rutter, 1975; Pennington, 1991). The most com-
mon learning disabilities in TS may be in math and written
language (Schuerholz et al., 1996), whereas reading dis-
abilities predominate in the general population (Penning-
ton, 1991). Co-occurring ADHD in children with TS has
been reported to confer up to a fourfold greater risk for
academic problems than TS in the absence of ADHD (Ab-
wender et al., 1996; Erenberg et al., 1986; Schuerholz
et al., 1996).

Other neuropsychological studies have sought to iden-
tify specific cognitive deficits in TS, focusing on tasks
thought to be subserved by the basal ganglia. One of the
most consistently observed cognitive deficits in TS is the
impaired integration of visual and motor processes, as is

needed, for example, in copying simple and complex geo-
metric designs (Brookshire, Butler, Ewing-Cobbs, &
Fletcher, 1994; Ferrari, Matthews, & Barabas, 1984;
Hagin, Beecher, Pagano, & Kreeger, 1982; Harris et al.,
1995; Incagnoli & Kane, 1981; Lucas, Kauffman, & Mor-
ris, 1967; Randolph et al., 1993; Schultz, Carter, Glad-
stone, et al., 1998; A. K. Shapiro et al., 1988a; E. Shapiro,
Shapiro, & Clarkin, 1974; Sutherland, Kolb, Schoel,
Whishaw, & Davies, 1982). Similar deficits in visuomotor
processing have been reported in children with ADHD,
however, and most studies of individuals with TS have
failed to control for co-occurring ADHD (Schultz, Carter,
Scahill, & Leckman, 1998). Deficits in fine motor skills
have also been reported in TS patients (Bornstein, 1990,
1991; Yeates & Bornstein, 1994), particularly when the re-
quired task depends on visual perceptual skills, as with
pegboard tests. A deficit in fine motor skill may also affect
one’s ability to copy geometric designs effectively. Thus,
the presence of deficits in fine motor skills in persons with
TS may contribute to an overestimation of weaknesses in
visuomotor skills because the copying tasks used to mea-
sure visuomotor performance usually require adequate fine
motor skills.

In addition to impairments in visuomotor and fine motor
skills, individuals with TS may have difficulty with execu-
tive functioning (EF), a term comprising a number of cogni-
tive and behavioral constructs that include mental tracking,
sustained attention, working memory, planning and organi-
zation, goal-directedness, cognitive flexibility during prob-
lem solving, impulse control, and self-regulation (Como,
2001). Frontostriatal circuits are thought to subserve per-
formance on EF tasks, and thus the documented abnormali-
ties in frontostriatal circuits in persons with TS are
consistent with reported disturbances in executive func-
tions in this same population. Studies of EF in TS have
yielded inconsistent results, however, probably caused by
the use of differing measures of EF across studies. Perhaps
the most consistently reported EF deficit in studies of TS
has been delayed reaction times in a number of testing par-
adigms, including the continuous performance test. Chil-
dren with TS tend to perform more slowly than controls
during these tests, suggesting that they may have difficulty
with sustaining attention during the task (Como & Kurlan,
1991; Harris et al., 1995; Shucard, Benedict, Tekok-Kilic,
& Lichter, 1997).

Variability in EF findings in persons with TS may also
be explained by the presence or absence of co-occurring
ADHD or OCD. Both ADHD (Barkley, 1997; Barkley, Ed-
wards, Laneri, Fletcher, & Metevia, 2001; K. R. Murphy,
Barkley, & Bush, 2001) and OCD (Head, Bolton, & Hymas,
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1989; Hollander & Wong, 1996; Roth, Baribeau, Milovan,
& O’Connor, 2004; Spitznagel & Suhr, 2002) alone have
been associated independently with impairment in EF. One
recent study of EF examined a group of children and ado-
lescents ages 9 to 18 with TS alone, another group with TS
and ADHD, and a third group with TS and OCD (Channon
et al., 2003). Subjects with TS alone were impaired on only
one EF measure that involved sentence completion. Sub-
jects with TS plus ADHD, however, were impaired on three
EF measures that involved sentence completion and multi-
tasking. Subjects with TS and OCD did not differ from
controls on any EF measure. These findings support further
the putative role of co-occurring ADHD in the development
of neuropsychological deficits in TS.

Two recent studies (Keri, Szlobodnyik, Benedek, Janka,
& Gadoros, 2002; Marsh et al., 2004) have suggested that
children and adults with TS have difficulties with the im-
plicit or “unconscious” learning of skills, motor sequences,
and habits, also known as habit learning. Studies have
shown that this form of learning is mediated by CSTC cir-
cuits, particularly the dorsal striatum, in contrast to the ex-
plicit, “conscious” learning of motor behaviors and factual
knowledge, termed declarative learning, which is subserved
by structures in the mesial-temporal lobe and diencephalon
(Knowlton, Mangels, & Squire, 1996; Packard & Knowl-
ton, 2002; Squire & Kandel, 1999; Squire & Zola, 1996).
In both studies, the subjects with TS who had more severe
tics also displayed greater habit-learning impairment. This
correlation of habit learning with the severity of tic symp-
toms suggests that tics may be a consequence of the degree
to which striatal learning systems are dysfunctional, a pos-
sibility that is consistent with the role of the caudate nu-
cleus in habit learning and its anatomical and functional
disturbances in persons with TS. Thus, deficits in habit
learning conceivably could either cause tics or influence
their severity (Marsh et al., 2004).

PEER RELATIONSHIPS AND
ADAPTIVE FUNCTIONING

The social, emotional, and behavioral problems that occur
in TS may be just as, if not more, disruptive in day-to-day
functioning as the motor and phonic tics that define the
disorder. Studies have shown consistently that children
with TS are at risk for social and emotional difficulties,
although whether these problems are affected by the sever-
ity of tics is unclear (Bawden et al., 1998; Nolan, Sverd,
Gadow, Sprafkin, & Ezor, 1996; Rosenberg, Brown, &
Singer, 1995). In one study, children with TS were rated

by their peers as more withdrawn and less popular than
their classmates, and they were rated by their teachers as
more withdrawn and more aggressive than their peers
(Stokes et al., 1991). Social difficulties in children with
TS have also been reported frequently by parents (Dykens
et al., 1990).

Some studies have suggested that children with TS and
ADHD may have less favorable social-emotional profiles
than children with TS alone. Studies using peer, parent,
and self-evaluations have reported that children with TS
and co-occurring ADHD tend to exhibit externalizing be-
havior problems such as aggression, internalizing behavior
problems such as social withdrawal, and poor social adap-
tation. Children with TS alone, in contrast, appear to
exhibit internalizing behavior problems without the addi-
tional difficulties found with co-occurring ADHD (Baw-
den et al., 1998; Carter et al., 2000; Spencer et al., 1998).
The social withdrawal observed in children with TS alone
may be a consequence of peer teasing and psychosocial
stress associated with uncontrollable motor and phonic
tics (Carter et al., 2000).

The families of persons with TS appear to be at risk for
poor psychosocial functioning (Hubka, Fulton, Shady,
Champion, & Wand, 1988; Matthews, Eustace, Grad,
Pelcovitz, & Olson, 1985; Robertson, 1989). Psychosocial
stress in family members can in turn increase stress in the
child with TS, and stress often increases the severity of
tics and other problem behaviors. Conversely, management
of stress in family members can help children with TS
cope with their own experience of stress. One study found,
for example, that children with TS who perceived their
parent’s behavior as positive had more positive self-regard
and less anxiety than did children with TS who had more
negative perceptions of parental behavior (Edell & Motta,
1989). A follow-up study reported a significant positive
association between the self-regard of children with TS
and the self-regard of their mothers (Edell-Fisher &
Motta, 1990).

Most reports of peer relations and adaptive functioning
in persons with TS have studied clinically referred sam-
ples, thus limiting the generalizability of the findings to
nonclinical populations. Nevertheless, the studies have em-
phasized the need for psychosocial interventions for chil-
dren with TS, such as training in social skills and peer
education programs in the schools that aim to reduce the
stigma associated with tic disorders (Bawden et al., 1998;
Carter et al., 2000). These studies have also emphasized
the risks that co-occurring ADHD poses for the emotional
life of children who have tics. The early diagnosis of
ADHD, combined with appropriate psychosocial, educa-
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tional, and treatment interventions, might reduce this emo-
tional burden and improve the longer-term psychosocial
outcomes for these children (Carter et al., 2000). Recent
findings also suggest that helping parents to respond more
constructively to stress may substantially benefit the emo-
tional life of their child with tics.

TOURETTE’S SYNDROME: A
MULTISTRIKE ETIOLOGY

The current conceptualization of TS is of a syndrome that
develops under certain environmental circumstances in indi-
viduals who carry a specific genetic diathesis. The tic symp-
toms that develop may be of little or no consequence, or they
may be severe enough to cause significant impairment in ac-
tivities of daily life. Various conditions have been reported
to co-occur with tics, such as OCD, ADHD, learning diffi-
culties, aggressive behaviors, and sleep disturbances. These
conditions, when present, appear to contribute more to func-
tional impairment than do the tics themselves. Although
some or all of the conditions that co-occur with TS may be
genetically related to TS, their frequent association with TS
might also be the result of a clinical ascertainment bias
within individuals with TS and their families. The extent of
this bias likely will be greater with co-occurring illnesses
that presumably share the same neurobiological substrate
with TS, such as OCD. Ascertainment bias will also be
greater in families with psychopathologies that render them
more intolerant of behaviors related to TS. The clinical pre-
sentation of children with TS is thus highly individualized
and contextualized by myriad physiological, psychological,
and social determinants.

Genetic Vulnerability

Twin and family studies suggest that genetic factors are
important in determining the phenotypic expression of TS.
These studies also suggest, however, that carrying the ge-
netic diathesis to TS is neither necessary nor sufficient for
producing tics or related symptoms. Carrying the putative
TS genes is not necessary for producing tics because, al-
though rare, sporadic cases of TS have been reported that
presumably represent either new genetic mutations or phe-
nocopies of TS. Carrying the TS genes is not always suffi-
cient for producing tics because carriers do not always
express the genes. As studies of monozygotic twins have
shown, concordance rates for TS are high, but they are not
100%. Furthermore, the tic symptoms of monozygotic
twins often differ significantly in quality and severity, sug-

gesting that environmental factors also play a role in deter-
mining the presence and severity of tics.

Because carrying the putative TS genes is neither
necessary nor sufficient for producing tics and related
behaviors, the concept of genetic vulnerability is most
appropriately applied to TS. This vulnerability confers
to persons carrying the genes a diathesis to tic, OCD,
and likely other groups of symptoms that have yet to be
identified. In most genetically vulnerable people these
symptoms will be mild, if present at all. In many cases,
however, various environmental determinants in combina-
tion will play a crucial role in determining an individual’s
clinical presentation within the spectrum of tic disorders
and other semi-voluntary behaviors.

Genetic studies attempting to identify the putative TS
genes have been largely unsuccessful. The search for these
genes has been complicated by the wide range of phenotypic
expression of the genes in quality and severity, be it expres-
sion as uncontrollable movements, as obsessions and compul-
sions, or as mild symptoms that are continuous with normal
behavioral repertoires. When considered along with the dif-
ficulty that has been encountered in locating the putative TS
genes, the continuity of tics with normal behaviors supports
the possibility that these genes may not usually be expressed
pathologically and that they might be present more fre-
quently in the population than was thought previously.

Environmental Determinants

Although genetic factors are important for establishing a
diathesis to TS and related disorders, environmental deter-
minants appear to play an equally central role in determin-
ing who manifests the underlying vulnerability and the
degree to which that vulnerability is expressed. These en-
vironmental determinants need to be identified before we
can appreciate fully the range of phenotypic expression of
the TS genes.

At present, we can only speculate about the precise con-
tributions of individual environmental determinants to the
expression of the TS phenotype. Neuroimaging studies sug-
gest, for example, that disturbances in the structure and
functioning of prefrontal cortices and other brain regions,
such as the corpus callosum, may result in the inability to
suppress tic behaviors. This type of disturbance might re-
sult from a failure of the prefrontal cortex to develop and
organize itself properly during early childhood. It might
also result from a failure of the prefrontal cortex to re-
model itself in later childhood or adolescence in response
to the continuous need to suppress tics in an increasingly
diverse set of circumstances. Failure to establish these
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compensatory responses is thought to unmask the genetic
vulnerability to develop tic-related symptoms.

Compelling evidence exists suggesting that neuroen-
docrine factors are among the most important environmental
determinants of tic expression and severity. These neuroen-
docrine determinants may include increased levels of sex
steroids or an enhanced responsiveness of end-organs to nor-
mal levels of circulating hormones or to normal variations in
the levels of these hormones. They may also include the orga-
nizational effects of sex steroid hormones on the brain dur-
ing the prenatal period, which act to sensitize the brain to the
activational effects of steroid hormones later in life. These
neuroendocrine influences appear to predominantly confer
additional risk of developing TS to females with a genetic
diathesis to the disorder. By masculinizing their brain struc-
ture and function, neuroendocrine determinants increase the
probability that genetically vulnerable girls will develop a
neuropsychiatric disorder that typically affects boys.

Additional nongenetic determinants have been reported
to increase a genetically susceptible individual’s risk for
developing TS, including prior infection with GABHS,
perinatal complications, and stimulant medications. Psy-
chosocial stressors appear to affect tic symptom severity in
the short term, although consequences in the long term are
less clear.

This model of the pathophysiology of TS comprises mul-
tiple genetic and nongenetic “strikes,” each of which confers
risk but none of which is sufficient for developing TS. This
model is useful not only for understanding the complexities
of TS, but it is probably also applicable generally to most
complex neuropsychiatric disorders (Cicchetti & Rogosch,
1996). The combination of and interactions between spe-
cific risk factors and protective factors likely determine the
pattern of expression, the severity, and the natural history of
a neuropsychiatric disorder. Genetic and environmental in-
fluences interact in complex ways on many levels to produce
a given disorder in a particular individual. This interaction
is further contextualized by the individual’s biologically and
environmentally determined capacities to adapt and self-
regulate behavior. The final individual represents a compos-
ite of his or her genetic and environmental strengths and
vulnerabilities, which have been shaped and remodeled by
life experiences to determine the overall set of symptoms
and adaptive capacities that will be carried throughout life.

FUTURE DIRECTIONS

A thorough understanding of TS and related tic disorders
requires the recognition of a specific genetic vulnerability

that, under specific environmental circumstances, may de-
velop into a group of symptoms that includes not only tics,
but also a broad array of other behavioral and emotional
disturbances. Future research will aim to understand better
the full range of expression of tic disorders, especially
milder phenotypic variants that typically present with sub-
tler disturbances of movement and behavior. Research will
also focus on defining the genetic diathesis to tic disorders
and on uncovering further the range of environmental fac-
tors that contribute to the development of these disorders.
The goal of research, ultimately, is to inform preventive
measures and therapeutic interventions that will influence
positively the physical and emotional well-being of chil-
dren, adolescents, and adults who suffer from tics and co-
occurring disorders.

Among the most important sources of information about
the phenomenology and natural history of tic disorders are
epidemiological samples that are followed prospectively
and longitudinally. By eliminating the ascertainment bias
inherent in studies that use clinical samples, and by study-
ing the same groups of individuals over an extensive period
of time, prospective longitudinal studies of epidemiologi-
cal samples will provide researchers with more accurate
data regarding the progression of tic disorders during
childhood and their gradual abatement in most people dur-
ing adolescence. Longitudinal assessments will also allow
for analysis of the cross-sectional and prospective associa-
tions between tic disorders and the conditions that co-
occur with them. The most prominent of these conditions
are OCD and ADHD, but disorders of learning, anxiety,
mood, and sleep may also be present; with further study,
these may become additional defining features of tic disor-
ders. Clarification of these sometimes subtle, co-occurring
conditions will be valuable, in that they are often more
disruptive to the lives of individuals with tic disorders than
are the tics themselves. Information obtained from
prospective longitudinal studies will prove useful to those
studying the developmental psychopathology of tic disor-
ders, to those developing models for prevention of these
disorders, and to those investigating modalities for treat-
ment of the disorders. The success or failure of these mea-
sures for prevention and treatment will, in turn, help to
shape further our theories regarding the etiology and
pathophysiology of tics and co-occurring disturbances.

Future research will need to assess the many possible
environmental factors that may influence the development
and severity of tics and associated behavioral and emo-
tional problems. Studies thus far have suggested, for exam-
ple, that adverse events during the perinatal period,
including maternal toxic exposures, obstetric complica-
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tions, and low birth weight, may affect the development of
tic disorders. The precise contributions of these events,
however, to the pathophysiology of tic behaviors have yet to
be elucidated. Similarly, though substantial evidence sug-
gests that sex hormones in both the pre- and postnatal peri-
ods may predispose certain individuals to developing more
severe tics, the mechanism by which hormones achieve this
effect is still unknown. Again, prospective longitudinal
neuroimaging studies of epidemiological samples would
help to characterize further the changes in brain morphol-
ogy that are driven by sex hormones and how the brains of
individuals with tics may differ from normal brains with
respect to sexual differentiation. Another important area
that warrants further research is the possibility of an au-
toimmune, postinfectious etiology of tic disorders and co-
occurring conditions, particularly OCD. The evidence thus
far has been mixed; double-blind, controlled, longitudinal
studies are still needed to clarify any relationship between
infection with group A beta hemolytic streptococcus
and the development or exacerbation of tics or obsessive-
compulsive symptoms.

Numerous efforts to date have been aimed at identifying
the genes that, in the presence of specific environmental de-
terminants, produce symptoms of tic disorders. Results of
the studies have been largely inconclusive, however, so fu-
ture genetic studies will aim to replicate the relatively mea-
ger existing linkage and association data. Identification of
the putative TS genes and the products of these genes will
contribute to our knowledge of the neurobiochemical path-
ways involved in producing the TS phenotype. In the long
term, this knowledge of the pathophysiology of tics will in-
form both measures to prevent the development of tic behav-
iors and measures to treat tics when they do present.

Novel strategies will be employed to identify genes as-
sociated with TS, including high-resolution, high through-
put, cytogenetics techniques in individuals with TS
associated with physical stigma of a clearly genetic etiol-
ogy (State et al., 2003). These techniques will also be ap-
plied to the study of high-density families, including rare
consanguineous pedigrees. Although such techniques are
likely to identify genes that account for a small percentage
of tic disorders in the general population, the approaches
may help to identify underlying molecular and cellular
pathways, presumably in frontostriatal systems, that pro-
duce tic disorders. Similar approaches have proved fruitful
in the identification of genes and molecular pathways in-
volved in other complex disorders, including Alzheimer’s
(Song & Jung, 2004; Wilquet & De Strooper, 2004) and
Parkinson’s (Selkoe, 2004) diseases and systemic hyper-
tension (Lifton, Wilson, Choate, & Geller, 2002). Use of

dimensional variables derived from cognitive neuroscience
studies such as quantitative trait loci (Almasy & Blangero,
1998; Amos, 1994) in genetic linkage studies will also be
important directions for future research of the genetic
bases of tic disorders. Similar approaches have made major
advances in defining genes involved in the various compo-
nents of reading pathways in persons with reading disabil-
ity (Grigorenko et al., 1997; Grigorenko, Wood, Meyer, &
Pauls, 2000). Combining brain imaging measures with ge-
netic studies will help to define neurobiological subtypes
of tic disorders and the influence of individual genes on
specific neural pathways involved in the genesis of tic and
compensatory circuits.

Neuroimaging studies of children and adults with tic
disorders, particularly those using anatomical and func-
tional MRI, have already contributed significantly to our
understanding of the brain pathways that appear to mal-
function in individuals with tic disorders. Specifically, the
caudate nucleus has been identified as the likely location of
the trait morphological abnormality in tic disorders. The
frontal lobe, on the other hand, appears to be a site where
the morphological changes visible on MRI represent com-
pensatory mechanisms for tics. Differences in various
other areas in the brain have also been detected in individ-
uals with tics compared to normal subjects. The interpreta-
tion of these findings has proven difficult, however, as it is
nearly impossible to distinguish whether these differences
represent causes, consequences, or epiphenomena of tic dis-
orders. Prospective, longitudinal studies of populations at
risk for developing tic disorders, such as young siblings or
children of individuals with tics, will be valuable for sepa-
rating trait morphological differences from compensatory
responses and incidental findings. Even more useful might
be prospective longitudinal neuroimaging of an epidemio-
logical sample, so that differences in brain structure be-
tween normal individuals and those who will develop tics
might be captured as early as the perinatal period.

Also important in future imaging studies will be the
acquisition of data from multiple imaging modalities
within the same individuals. Studies will increasingly need
to acquire, for example, imaging data on brain structure
using anatomical MRI, function using fMRI and perfusion
imaging, anatomical connectivity using diffusion tensor
imaging (DTI), and brain metabolism and neurotransmitter
status using magnetic resonance spectroscopy (MRS),
PET, and SPECT. The power of collecting these data
within the same individuals will be to correlate measures of
caudate hypoplasia and frontal hypertrophy (using anatom-
ical MRI), for instance, with measures of neuronal density
(using MRS) and neurotransmitter levels (using MRS and
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PET) in those regions and the axonal connectivity (using
DTI) between them. These within-subject analyses will
help to explain the neural systems involved in tic disorders
across multiple levels of brain organization. Finally, im-
proved postmortem studies that are under way will help to
define the molecular and cellular pathways that link the
vulnerability genes for tics with their manifestations in al-
tered brain structure and function.

REFERENCES

Abwender, D. A., Como, P. G., Kurlan, R., Parry, K., Fett , K. A., Cui, L.,
et al. (1996). School problems in Tourette’s syndrome. Archives of
Neurology, 53, 509–511.

Achenbach, T. M., & Edelbrock, C. S. (1978). The classification of child
psychopathology: A review and analysis of empirical efforts. Psycho-
logical Bulletin, 85, 1275–1301.

Ackerman, D. L., Greenland, S., Bystritsky, A., Morgenstern, H., &
Katz, R. J. (1994). Predictors of treatment response in obsessive-
compulsive disorder: Multivariate analyses from a multicenter trial
of clomipramine. Journal of Clinical Psychopharmacology, 14,
247–254.

Albin, R. L., Koeppe, R. A., Bohnen, N. I., Nichols, T. E., Meyer, P., Wer-
nette, K., et al. (2003). Increased ventral striatal monoaminergic in-
nervation in Tourette syndrome. Neurology, 61, 310–315.

Alexander, G. E., Crutcher, M., & DeLong, M. (1990). Basal ganglia-
thalamocortical circuits: Parallel substrates for motor, oculomotor,
“prefrontal,” and “limbic” functions. Progress in Brain Research,
85, 119–146.

Alexander, G. E., & DeLong, M. R. (1985). Microstimulation of the pri-
mate neostriatum: II. Somatotopic organization of striatal microex-
citable zones and their relation to neuronal response properties.
Journal of Neurophysiology, 53, 1417–1430.

Alexander, G. E., DeLong, M. R., & Strick, P. L. (1986). Parallel organi-
zation of functionally segregated circuits linking basal ganglia and
cortex. Annual Review of Neuroscience, 9, 357–381.

Alexander, G. M., & Peterson, B. S. (2004). Testing the prenatal hor-
mone hypothesis of tic-related disorders: Gender identity and gender
role behavior. Development and Psychopathology, 16, 407–420.

Allen, A. J., Leonard, H. L., & Swedo, S. E. (1995). Case study: A new
infection-triggered, autoimmune subtype of pediatric OCD and
Tourette’s syndrome. Journal of the American Academy of Child and
Adolescent Psychiatry, 34, 307–311.

Allen, R. P., Singer, H. S., Brown, J. E., & Salam, M. M. (1992). Sleep
disorders in Tourette syndrome: A primary or unrelated problem? Pe-
diatric Neurology, 8, 275–280.

Almasy, L., & Blangero, J. (1998). Multipoint quantitative-trait linkage
analysis in general pedigrees. American Journal of Human Genetics,
62, 1198–1211.

Alsobrook, J. P., II, & Pauls, D. L. (2002). A factor analysis of tic symp-
toms in Gilles de la Tourette’s syndrome. American Journal of Psy-
chiatry, 159, 291–296.

Amos, C. I. (1994). Robust variance-components approach for assessing
genetic linkage in pedigrees. American Journal of Human Genetics,
54, 535–543.

Anderson, G. M., Leckman, J. F., & Cohen, D. J. (1999). Neurochemical
and neuropeptide systems. In J. F. Leckman & D. J. Cohen (Eds.),

Tourette’s syndrome—Tics, obsessions, compulsions: Developmental
psychopathology and clinical care (pp. 261–280). New York: Wiley.

Anderson, G. M., Pollak, E. S., Chatterjee, D., Leckman, J. F., Riddle,
M. A., & Cohen, D. J. (1992a). Brain monoamines and amino acids in
Gilles de la Tourette’s syndrome: A preliminary study of subcortical
regions. Archives of General Psychiatry, 49, 584–586.

Anderson, G. M., Pollak, E. S., Chatterjee, D., Leckman, J. F., Riddle,
M. A., & Cohen, D. J. (1992b). Postmortem analysis of subcortical
monoamines and amino acids in Tourette syndrome. Advances in Neu-
rology, 58, 123–133.

Apter, A., Pauls, D. L., Bleich, A., Zohar, A. H., Kron, S., Ratzoni, G.,
et al. (1993). An epidemiologic study of Gilles de la Tourette’s syn-
drome in Israel. Archives of General Psychiatry, 50, 734–738.

Baer, L. (1994). Factor analysis of symptom subtypes of obsessive com-
pulsive disorder and their relation to personality and tic disorders.
Journal of Clinical Psychiatry, 55, 18–23.

Baldwin, M., Frost, L. L., & Wood, C. D. (1954). Investigation of the pri-
mate amygdala: Movements of the face and jaws. Neurology, 4, 596–598.

Barabas, G., & Matthews, W. S. (1985). Homogeneous clinical subgroups
in children with Tourette syndrome. Pediatrics, 75, 73–75.

Barabas, G., Matthews, W. S., & Ferrari, M. (1984a). Disorders of
arousal in Gilles de la Tourette’s syndrome. Neurology, 34, 815–817.

Barabas, G., Matthews, W. S., & Ferrari, M. (1984b). Somnambulism in
children with Tourette syndrome. Developmental Medicine and Child
Neurology, 26, 457–460.

Barkley, R. A. (1997). Attention-deficit / hyperactivity disorder, self-
regulation, and time: Toward a more comprehensive theory. Journal
of Developmental and Behavioral Pediatrics, 18, 271–279.

Barkley, R. A., Edwards, G., Laneri, M., Fletcher, K., & Metevia, L.
(2001). Executive functioning, temporal discounting, and sense of
time in adolescents with attention deficit hyperactivity disorder
(ADHD) and oppositional defiant disorder (ODD). Journal of Abnor-
mal Child Psychology, 29, 541–556.

Barkley, R. A., Grodzinsky, G., & DuPaul, G. J. (1992). Frontal lobe
functions in attention deficit disorder with and without hyperactiv-
ity: A review and research report. Journal of Abnormal Child Psy-
chology, 20, 163–188.

Barr, C. L., Wigg, K. G., Pakstis, A. J., Kurlan, R., Pauls, D., Kidd,
K. K., et al. (1999). Genome scan for linkage to Gilles de la Tourette
syndrome. American Journal of Medical Genetics, 88, 437–445.

Barr, C. L., Wigg, K. G., Zovko, E., Sandor, P., & Tsui, L. C. (1996). No
evidence for a major gene effect of the dopamine D4 receptor gene in
the susceptibility to Gilles de la Tourette syndrome in five Canadian
families. American Journal of Medical Genetics, 67, 301–305.

Barr, C. L., Wigg, K. G., Zovko, E., Sandor, P., & Tsui, L. C. (1997).
Linkage study of the dopamine D5 receptor gene and Gilles de la
Tourette syndrome. American Journal of Medical Genetics, 74, 58–61.

Bawden, H. N., Stokes, A., Camfield, C. S., Camfield, P. R., & Salisbury,
S. (1998). Peer relationship problems in children with Tourette’s dis-
order or diabetes mellitus. Journal of Child Psychology and Psychia-
try and Allied Disciplines, 39, 663–668.

Bergen, D., Tanner, C. M., & Wilson, R. (1982). The electroencephalo-
gram in Tourette syndrome. Annals of Neurology, 11, 382–385.

Berger, M., Yule, W., & Rutter, M. (1975). Attainment and adjustment in
two geographical areas: I. The prevalence of specific learning dis-
abilities. British Journal of Psychiatry, 126, 510–526.

Berkson, J. B. (1946). Limitations of the application of fourfold table
analysis to hospital data. Biometrics, 2, 47–51.

Biederman, J., Newcorn, J., & Sprich, S. (1991). Comorbidity of atten-
tion deficit hyperactivity disorder with conduct, depressive, anxiety,
and other disorders. American Journal of Psychiatry, 148, 564–577.



References 461

Biederman, J., Wilens, T., Mick, E., Milberger, S., Spencer, T. J., &
Faraone, S. V. (1995). Psychoactive substance use disorders in adults
with attention deficit hyperactivity disorder (ADHD): Effects of
ADHD and psychiatric comorbidity. American Journal of Psychiatry,
152, 1652–1658.

Bliss, J. (1980). Sensory experiences of Gilles de la Tourette syndrome.
Archives of General Psychiatry, 37, 1343–1347.

Bloch, M. H., Peterson, B. S., Scahill, L., Otka, J., Katsovich, L., &
Leckman, J. F. (2004). Clinical predictors of future tic and OCD
severity in children with Tourette syndrome. Manuscript submitted for
publication.

Bodner, S. M., & Peterson, B. S. (2003). Pediatric autoimmune neuropsy-
chiatric disorders associated with streptococcus: The PANDAS syn-
drome in children and adults. Directions in Psychiatry, 23, 235–251.

Boghosian-Sell, L., Comings, D. E., & Overhauser, J. (1996). Tourette
syndrome in a pedigree with a 7;18 translocation: Identification of a
YAC spanning the translocation breakpoint at 18q22.3. American
Journal of Human Genetics, 59, 999–1005.

Bornstein, R. A. (1990). Neuropsychological performance in children
with Tourette’s syndrome. Psychiatry Research, 33, 73–81.

Bornstein, R. A. (1991). Neuropsychological correlates of obsessive
characteristics in Tourette syndrome. Journal of Neuropsychiatry and
Clinical Neurosciences, 3, 157–162.

Braun, A. R., Stoetter, B., Randolph, C., Hsiao, J. K., Vladar, K., Gern-
ert , J., et al. (1993). The functional neuroanatomy of Tourette’s syn-
drome: An FDG-PET study: Pt. I. Regional changes in cerebral
glucose metabolism differentiating patients and controls. Neuropsy-
chopharmacology, 9, 277–291.

Brett , P. M., Curtis, D., Robertson, M. M., Dahlitz, M., & Gurling, H. M.
(1996). Linkage analysis and exclusion of regions of chromosomes 3
and 8 in Gilles de la Tourette syndrome following the identification
of a balanced reciprocal translocation 46 XY, t(3�8) (p21.3 q24.1) in
a case of Tourette syndrome. Psychiatric Genetics, 6, 99–105.

Brett , P. M., Curtis, D., Robertson, M. M., & Gurling, H. M. (1995). Ex-
clusion of the 5-HT1A serotonin neuroreceptor and tryptophan oxy-
genase genes in a large British kindred multiply affected with
Tourette’s syndrome, chronic motor tics, and obsessive-compulsive
behavior. American Journal of Psychiatry, 152, 437–440.

Brett , P. M., Curtis, D., Robertson, M. M., & Gurling, H. M. (1997).
Neuroreceptor subunit genes and the genetic susceptibility to Gilles
de la Tourette syndrome. Biological Psychiatry, 42, 941–947.

Brissaud, É. (1896). La chorée variable des dégenerés. Revue Neu-
rologique, 4, 417–431.

Brooks, D. J., Turjanski, N., Sawle, G. V., Playford, E. D., & Lees, A. J.
(1992). PET studies on the integrity of the pre and postsynaptic
dopaminergic system in Tourette syndrome. Advances in Neurology,
58, 227–231.

Brookshire, B. L., Butler, I. J., Ewing-Cobbs, L., & Fletcher, J. M.
(1994). Neuropsychological characteristics of children with Tourette
syndrome: Evidence for a nonverbal learning disability? Journal of
Clinical and Experimental Neuropsychology, 16, 289–302.

Bruun, R. D. (1988). The natural history of Tourette’s syndrome. In D. J.
Cohen, R. D. Bruun, & J. F. Leckman (Eds.), Tourette’s syndrome and
tic disorders: Clinical understanding and treatment (pp. 21–39). New
York: Wiley.

Burd, L., & Kerbeshian, P. J. (1987). Onset of Gilles de la Tourette’s
syndrome before 1 year of age. American Journal of Psychiatry,
144, 1066–1067.

Burd, L., Kerbeshian, P. J., Barth, A., Klug, M. G., Avery, P. K., & Benz,
B. (2001). Long-term follow-up of an epidemiologically defined co-
hort of patients with Tourette syndrome. Journal of Child Neurology,
16, 431–437.

Burd, L., Kerbeshian, P. J., Wikenheiser, M., & Fisher, W. (1986). A
prevalence study of Gilles de la Tourette syndrome in North Dakota
school-age children. Journal of the American Academy of Child Psy-
chiatry, 25, 552–553.

Caine, E. D., McBride, M. C., Chiverton, P., Bamford, K. A., Rediess, S.,
& Shiao, J. (1988). Tourette’s syndrome in Monroe County school
children. Neurology, 38, 472–475.

Carr, D. B., & Sesack, S. R. (1998). Callosal terminals in the rat pre-
frontal cortex: Synaptic targets and association with GABA-
immunoreactive structures. Synapse, 29, 193–205.

Carter, A. S., O’Donnell, D. A., Schultz, R. T., Scahill, L., Leckman,
J. F., & Pauls, D. L. (2000). Social and emotional adjustment 
in children affected with Gilles de la Tourette’s syndrome: 
Associations with ADHD and family functioning. Journal of 
Child Psychology and Psychiatry and Allied Disciplines, 41,
215–223.

Carter, A. S., Pauls, D. L., Leckman, J. F., & Cohen, D. J. (1994). A
prospective longitudinal study of Gilles de la Tourette’s syndrome.
Journal of the American Academy of Child and Adolescent Psychiatry,
33, 377–385.

Castellanos, F. X., Ritchie, G. F., Marsh, W. L., & Rapoport , J. L. (1996).
DSM-IV stereotypic movement disorder: Persistence of stereotypies
of infancy in intellectually normal adolescents and adults. Journal of
Clinical Psychiatry, 57, 116–122.

Cavallini, M. C., Di Bella, D., Siliprandi, F., Malchiodi, F., & Bellodi, L.
(2002). Exploratory factor analysis of obsessive-compulsive patients
and association with 5-HTTLPR polymorphism. American Journal of
Medical Genetics, 114, 347–353.

Channon, S., Pratt , P., & Robertson, M. M. (2003). Executive func-
tion, memory, and learning in Tourette’s syndrome. Neuropsychol-
ogy, 17, 247–254.

Chappell, P. B., Leckman, J. F., Riddle, M. A., Anderson, G. M., List-
wack, S. J., Ort, S. I., et al. (1992). Neuroendocrine and behavioral ef-
fects of naloxone in Tourette syndrome. Advances in Neurology, 58,
253–262.

Chappell, P. B., McSwiggan-Hardin, M. T., Scahill, L., Rubenstein, M.,
Walker, D. E., & Cohen, D. J. (1994). Videotape tic counts in the as-
sessment of Tourette’s syndrome: Stability, reliability, and validity.
Journal of the American Academy of Child and Adolescent Psychiatry,
33, 386–393.

Chappell, P. B., Riddle, M., Anderson, G., Scahill, L., Hardin, M.,
Walker, D., et al. (1994). Enhanced stress responsivity of Tourette
syndrome patients undergoing lumbar puncture. Biological Psychia-
try, 36, 35–43.

Chou, I. C., Tsai, C. H., Lee, C. C., Kuo, H. T., Hsu, Y. A., Li, C. I., et al.
(2004). Association analysis between Tourette’s syndrome and
dopamine D1 receptor gene in Taiwanese children. Psychiatric Ge-
netics, 14, 219–221.

Cicchetti, D. (1984). The emergence of developmental psychopathology.
Child Development, 55, 1–7.

Cicchetti, D. (1990a). A historical perspective on the discipline of devel-
opmental psychopathology. In J. Rolf, A. Masten, D. Cicchetti, K.
Nuechterlein, & S. Weintraub (Eds.), Risk and protective factors in
the development of psychopathology (pp. 2–28). New York: Cam-
bridge University Press.

Cicchetti, D. (1990b). Perspectives on the interface between normal
and atypical development. Development and Psychopathology, 2,
329–333.

Cicchetti, D. (1993). Developmental psychopathology: Reactions, ref lec-
tions, projections. Developmental Review, 13, 471–502.

Cicchetti, D. (2003). Experiments of nature: Contributions to develop-
mental theory. Development and Psychopathology, 15, 833–835.



462 Tourette’s Syndrome: A Multifactorial, Developmental Psychopathology

Cicchetti, D., & Dawson, G. (2002). Multiple levels of analysis. Develop-
ment and Psychopathology, 14, 417–420.

Cicchetti, D., & Rogosch, F. A. (1996). Equifinality and multifinality in
developmental psychopathology. Development and Psychopathology,
8, 597–600.

Coffey, B. J., Miguel, E. C., Biederman, J., Baer, L., Rauch, S. L., O’Sul-
livan, R. L., et al. (1998). Tourette’s disorder with and without obses-
sive-compulsive disorder in adults: Are they different? Journal of
Nervous and Mental Diseases, 186, 201–206.

Cohen, A. J., & Leckman, J. F. (1992). Sensory phenomena associated
with Gilles de la Tourette’s syndrome. Journal of Clinical Psychiatry,
53, 319–323.

Cohen, D. J. (1991). Tourette’s syndrome: A model disorder for integrat-
ing psychoanalytic and biological perspectives. International Review
of Psychoanalysis, 18, 195–209.

Cohen, D. J., Friedhoff, A. J., Leckman, J. F., & Chase, T. N. (1992).
Tourette syndrome: Extending basic research to clinical care. Ad-
vances in Neurology, 58, 341–362.

Cohrs, S., Rasch, T., Altmeyer, S., Kinkelbur, J., Kostanecka, T., Rothen-
berger, A., et al. (2001). Decreased sleep quality and increased sleep
related movements in patients with Tourette’s syndrome. Journal of
Neurology, Neurosurgery, and Psychiatry, 70, 192–197.

Comings, D. E., & Comings, B. G. (1984). Tourette’s syndrome and at-
tention deficit disorder with hyperactivity: Are they genetically re-
lated? Journal of the American Academy of Child Psychiatry, 23,
138–146.

Comings, D. E., & Comings, B. G. (1987a). A controlled study of
Tourette syndrome: Pt. I. Attention-deficit disorder, learning disor-
ders, and school problems. American Journal of Human Genetics, 41,
701–741.

Comings, D. E., & Comings, B. G. (1987b). A controlled study of
Tourette syndrome: Pt. VI. Early development, sleep problems, al-
lergies, and handedness. American Journal of Human Genetics, 41,
822–838.

Comings, D. E., Comings, B. G., Dietz, G., Muhleman, D., Okada, T. A.,
Sarinana, F., et al. (1986). Evidence the Tourette syndrome gene is at
18q22.1. In F. Vogel & K. Sperling (Eds.), Human Genetics: Proceed-
ings of the VIIth International Congress of Human Genetics Abstract
Part II (p. 620). Berlin: Springer.

Comings, D. E., Comings, B. G., Muhleman, D., Dietz, G., Shahbahrami,
B., Tast, D., et al. (1991). The dopamine D2 receptor locus as a mod-
ifying gene in neuropsychiatric disorders. Journal of the American
Medical Association, 266, 1793–1800.

Comings, D. E., Himes, J. A., & Comings, B. G. (1990). An epidemio-
logic study of Tourette’s syndrome in a single school district. Journal
of Clinical Psychiatry, 51, 463–469.

Como, P. G. (2001). Neuropsychological function in Tourette syndrome.
Advances in Neurology, 85, 103–111.

Como, P. G., & Kurlan, R. (1991). An open-label trial of f luoxetine for
obsessive-compulsive disorder in Gilles de la Tourette’s syndrome.
Neurology, 41, 872–874.

Costello, E. J., Angold, A., Burns, B. J., Stangl, D. K., Tweed, D. L.,
Erkanli, A., et al. (1996). The Great Smoky Mountains study of
youth: Goals, design, methods, and the prevalence of DSM-III-R dis-
orders. Archives of General Psychiatry, 53, 1129–1136.

Devor, E. J., Dill-Devor, R. M., & Magee, H. J. (1998). The Bal I and Msp
I polymorphisms in the dopamine D3 receptor gene display: Linkage
disequilibrium with each other but no association with Tourette syn-
drome. Psychiatric Genetics, 8, 49–52.

Devor, E. J., Grandy, D. K., Civelli, O., Litt , M., Burgess, A. K., Isen-
berg, K. E., et al. (1990). Genetic linkage is excluded for the D2-

dopamine receptor lambda HD2G1 and f lanking loci on chromosome
11q22-q23 in Tourette syndrome. Human Heredity, 40, 105–108.

Diaz-Anzaldua, A., Joober, R., Riviere, J. B., Dion, Y., Lesperance, P.,
Richer, F., et al. (2004). Tourette syndrome and dopaminergic genes:
a family-based association study in the French Canadian founder
population. Molecular Psychiatry, 9, 272–277.

Drake, M. E., Jr., Hietter, S. A., Bogner, J. E., & Andrews, J. M. (1992).
Cassette EEG sleep recordings in Gilles de la Tourette syndrome.
Clinical Electroencephalography, 23, 142–146.

Duggal, H. S., & Nizamie, S. H. (2002). Bereitschaftspotential in tic dis-
orders: A preliminary observation. Neurology India, 50, 487–489.

Dykens, E., Leckman, J., Riddle, M., Hardin, M., Schwartz, S., & Cohen,
D. (1990). Intellectual, academic, and adaptive functioning of
Tourette syndrome children with and without attention deficit disor-
der. Journal of Abnormal Child Psychology, 18, 607–615.

Eapen, V., Pauls, D. L., & Robertson, M. M. (1993). Evidence for autoso-
mal dominant transmission in Tourette’s syndrome: United Kingdom
cohort study. British Journal of Psychiatry, 162, 593–596.

Edell, B. H., & Motta, R. W. (1989). The emotional adjustment of chil-
dren with Tourette’s syndrome. Journal of Psychology, 123, 51–57.

Edell-Fisher, B. H., & Motta, R. W. (1990). Tourette syndrome: Rela-
tion to children’s and parents’ self-concepts. Psychological Reports,
66, 539–545.

Erenberg, G. (1985). Sleep disorders in Gilles de la Tourette’s syndrome.
Neurology, 35, 1397.

Erenberg, G., Cruse, R. P., & Rothner, A. D. (1986). Tourette syndrome:
An analysis of 200 pediatric and adolescent cases. Cleveland Clinic
Quarterly, 53, 127–131.

Erenberg, G., Cruse, R. P., & Rothner, A. D. (1987). The natural his-
tory of Tourette syndrome: A follow-up study. Annals of Neurology,
22, 383–385.

Ernst, M., Zametkin, A. J., Jons, P. H., Matochik, J. A., Pascualvaca, D.,
& Cohen, R. M. (1999). High presynaptic dopaminergic activity in
children with Tourette’s disorder. Journal of the American Academy
of Child and Adolescent Psychiatry, 38, 86–94.

Falk, C., & Rubinstein, P. (1987). An easy reliable way to construct a
proper control sample for risk calculations. Annals of Human Genet-
ics, 51, 227–233.

Ferrari, M., Matthews, W. S., & Barabas, G. (1984). Children with
Tourette syndrome: Results of psychological tests given prior to
drug treatment. Journal of Developmental and Behavioral Pediatrics,
5, 116–119.

Fish, D. R., Sawyers, D., Allen, P. J., Blackie, J. D., Lees, A. J., & Mars-
den, C. D. (1991). The effect of sleep on the dyskinetic movements of
Parkinson’s disease, Gilles de la Tourette syndrome, Huntington’s
disease, and torsion dystonia. Archives of Neurology, 48, 210–214.

Foster, L. G. (1998). Nervous habits and stereotyped behaviors in pre-
school children. Journal of the American Academy of Child and Ado-
lescent Psychiatry, 37, 711–717.

Fried, I., Katz, A., McCarthy, G., Sass, K., Spencer, S., & Spencer, D.
(1991). Functional organization of human supplementary motor
cortex studies by electrical stimulation. Journal of Neuroscience,
11, 3656–3666.

Fuster, J. M. (1989). The prefrontal cortex: Anatomy, physiology, and
neuropsychology of the frontal lobe. New York: Raven Press.

Gadow, K. D., Sverd, J., Sprafkin, J., Nolan, E. E., & Ezor, S. M. (1995).
Efficacy of methylphenidate for ADHD in children with tic disorder.
Archives of General Psychiatry, 52, 444–455.

Gadow, K. D., Sverd, J., Sprafkin, J., Nolan, E. E., & Grossman, S.
(1999). Long-term methylphenidate therapy in children with comor-



References 463

bid attention-deficit hyperactivity disorder and chronic multiple tic
disorder. Archives of General Psychiatry, 56, 330–336.

Gelernter, J., Kennedy, J. L., Grandy, D. K., Zhou, Q. Y., Civelli, O.,
Pauls, D. L., et al. (1993). Exclusion of close linkage of Tourette’s
syndrome to D1 dopamine receptor. American Journal of Psychiatry,
150, 449–453.

Gelernter, J., Pakstis, A. J., Pauls, D. L., Kurlan, R., Gancher, S. T., Civ-
elli, O., et al. (1990). Gilles de la Tourette syndrome is not linked to D2-
dopamine receptor. Archives of General Psychiatry, 47, 1073–1077.

Gelernter, J., Pauls, D. L., Leckman, J., Kidd, K. K., & Kurlan, R.
(1994). D2 dopamine receptor alleles do not inf luence severity of
Tourette’s syndrome: Results from four large kindreds. Archives of
Neurology, 51, 397–400.

Gelernter, J., Rao, P. A., Pauls, D. L., Hamblin, M. W., Sibley, D. R., &
Kidd, K. K. (1995). Assignment of the 5HT7 receptor gene (HTR7) to
chromosome 10q and exclusion of genetic linkage with Tourette syn-
drome. Genomics, 26, 207–209.

Gelernter, J., Vandenbergh, D., Kruger, S. D., Pauls, D. L., Kurlan, R.,
Pakstis, A. J., et al. (1995). The dopamine transporter protein gene
(SLC6A3): Primary linkage mapping and linkage studies in Tourette
syndrome. Genomics, 30, 459–463.

George, M. S., Trimble, M. R., Ring, H. A., Sallee, F. R., & Robertson,
M. M. (1993). Obsessions in obsessive-compulsive disorder with and
without Gilles de la Tourette’s syndrome. American Journal of Psy-
chiatry, 150, 93–97.

Gerard, E., & Peterson, B. S. (2003). Developmental processes and brain
imaging studies in Tourette syndrome. Journal of Psychosomatic Re-
search, 55, 13–22.

Geurts, H. M., Verte, S., Oosterlaan, J., Roeyers, H., & Sergeant, J. A.
(2004). How specific are executive functioning deficits in attention
deficit hyperactivity disorder and Autism? Journal of Child Psychol-
ogy and Psychiatry and Allied Disciplines, 45, 836–854.

Glaze, D. G., Frost , J. D., Jr., & Jankovic, J. (1983). Sleep in Gilles de la
Tourette’s syndrome: Disorder of arousal. Neurology, 33, 586–592.

Goetz, C. G., Tanner, C. M., Stebbins, G. T., Leipzig, G., & Carr, W. C.
(1992). Adult tics in Gilles de la Tourette’s syndrome: Description
and risk factors. Neurology, 42, 784–788.

Golden, G. S. (1978). Tics and Tourette’s: A continuum of symptoms?
Annals of Neurology, 4, 145–148.

Goldman-Rakic, P. (1987). Circuitry of primate prefrontal cortex and
regulation of behavior by representational memory. In V. Mountcastle,
F. Plum, & S. Geiger (Eds.), Handbook of physiology: The nervous sys-
tem (pp. 373–416). Bethesda, MD: American Physiological Society.

Goldman-Rakic, P., & Selemon, L. (1990). New frontiers in basal ganglia
research. Trends in Neurosciences, 13, 241–243.

Graybiel, A. M., & Canales, J. J. (2001). The neurobiology of repetitive
behaviors: Clues to the neurobiology of Tourette syndrome. Advances
in Neurology, 85, 123–131.

Grice, D. E., Leckman, J. F., Pauls, D. L., Kurlan, R., Kidd, K. K., Pak-
stis, A. J., et al. (1996). Linkage disequilibrium between an allele at
the dopamine D4 receptor locus and Tourette syndrome, by the trans-
mission-disequilibrium test. American Journal of Human Genetics,
59, 644–652.

Grigorenko, E. L., Wood, F. B., Meyer, M. S., Hart , L. A., Speed, W. C.,
Shuster, A., et al. (1997). Susceptibility loci for distinct components
of developmental dyslexia on chromosomes 6 and 15. American Jour-
nal of Human Genetics, 60, 27–39.

Grigorenko, E. L., Wood, F. B., Meyer, M. S., & Pauls, D. L. (2000).
Chromosome 6p inf luences on different dyslexia-related cognitive
processes: Further confirmation. American Journal of Human Genet-
ics, 66, 715–723.

Hagin, R. A., Beecher, R., Pagano, G., & Kreeger, H. (1982). Effects of
Tourette syndrome on learning. Advances in Neurology, 35, 323–328.

Hall, M., Costa, D., & Shields, J. (1990). Brain perfusion patterns with
Tc-99m-HMPAO/SPECT in patients with Gilles de la Tourette syn-
drome. European Journal of Nuclear Medicine, 16, WP18.

Hallett , J. J., Harling-Berg, C. J., Knopf, P. M., Stopa, E. G., & Kiessling,
L. S. (2000). Anti-striatal antibodies in Tourette syndrome cause neu-
ronal dysfunction. Journal of Neuroimmunology, 111, 195–202.

Hallett , M. (2001). Neurophysiology of tics. Advances in Neurology,
85, 237–244.

Harris, E. L., Schuerholz, L. J., Singer, H. S., Reader, M. J., Brown, J. E.,
Cox, C., et al. (1995). Executive function in children with Tourette
syndrome and/or attention deficit hyperactivity disorder. Journal of
the International Neuropsychological Society, 1, 511–516.

Hasstedt, S. J., Leppert , M., Filloux, F., van de Wetering, B. J., & McMa-
hon, W. M. (1995). Intermediate inheritance of Tourette syndrome,
assuming assortative mating. American Journal of Human Genetics,
57, 682–689.

Head, D., Bolton, D., & Hymas, N. (1989). Deficit in cognitive shifting
ability with obsessive-compulsive disorder. Biological Psychiatry,
25, 929–937.

Hebebrand, J., Klug, B., Fimmers, R., Seuchter, S. A., Wettke-Schafer,
R., Deget, F., et al. (1997). Rates for tic disorders and obsessive
compulsive symptomatology in families of children and adolescents
with Gilles de la Tourette syndrome. Journal of Psychiatric Research,
31, 519–530.

Hebebrand, J., Nothen, M. M., Lehmkuhl, G., Poustka, F., Schmidt, M.,
Propping, P., et al. (1993). Tourette’s syndrome and homozygosity for
the dopamine D3 receptor gene: German Tourette’s Syndrome Col-
laborative Research Group. Lancet, 341, 1483–1484.

Hebebrand, J., Nothen, M. M., Ziegler, A., Klug, B., Neidt, H., Egger-
mann, K., et al. (1997). Nonreplication of linkage disequilibrium be-
tween the dopamine D4 receptor locus and Tourette syndrome.
American Journal of Human Genetics, 61, 238–239.

Heutink, P., van de Wetering, B. J., Breedveld, G. J., Weber, J., Sandkuyl,
L. A., Devor, E. J., et al. (1990). No evidence for genetic linkage of
Gilles de la Tourette syndrome on chromosomes 7 and 18. Journal of
Medical Genetics, 27, 433–436.

Heutink, P., van de Wetering, B. J., Pakstis, A. J., Kurlan, R., Sandor, P.,
Oostra, B. A., et al. (1995). Linkage studies on Gilles de la Tourette
syndrome: What is the strategy of choice? American Journal of
Human Genetics, 57, 465–473.

Hollander, E., & Wong, C. M. (1996). The relationship between execu-
tive impairment and serotonergic sensitivity in obsessive-compulsive
disorder. Neuropsychiatry, Neuropsychology, and Behavioral Neurol-
ogy, 9, 230–233.

Holzer, J. C., Goodman, W. K., McDougle, C. J., Baer, L., Boyarsky,
B. K., Leckman, J. F., et al. (1994). Obsessive-compulsive disorder
with and without a chronic tic disorder: A comparison of symptoms
in 70 patients. British Journal of Psychiatry, 164, 469–473.

Hubka, G. B., Fulton, W. A., Shady, G. A., Champion, L. M., & Wand, R.
(1988). Tourette syndrome: Impact on Canadian family functioning.
Neuroscience and Biobehavioral Reviews, 12, 259–261.

Hyde, T. M., Aaronson, B. A., Randolph, C., Rickler, K. C., & Wein-
berger, D. R. (1992). Relationship of birth weight to the phenotypic
expression of Gilles de la Tourette’s syndrome in monozygotic twins.
Neurology, 42, 652–658.

Hyde, T. M., Emsellem, H. A., Randolph, C., Rickler, K. C., & Wein-
berger, D. R. (1994). Electroencephalographic abnormalities in
monozygotic twins with Tourette’s syndrome. British Journal of Psy-
chiatry, 164, 811–817.



464 Tourette’s Syndrome: A Multifactorial, Developmental Psychopathology

Incagnoli, T., & Kane, R. (1981). Neuropsychological functioning in
Gilles de la Tourette’s syndrome. Journal of Clinical Neuropsychol-
ogy, 3, 165–169.

Jahanshai, M., Jenkins, I. H., Brown, R. G., Marsden, C. D., Passingham,
R. E., & Brooks, D. J. (1995). Self-initiated versus externally trig-
gered movements. Brain, 118, 913–933.

Jaisoorya, T. S., Reddy, Y. C., & Srinath, S. (2003). The relationship of
obsessive-compulsive disorder to putative spectrum disorders: Re-
sults from an Indian study. Comprehensive Psychiatry, 44, 317–323.

Jankovic, J. (1997). Tourette syndrome: Phenomenology and classifica-
tion of tics. Neurologic Clinics, 15, 267–275.

Jankovic, J., & Rohaidy, H. (1987). Motor, behavioral and pharmacologic
findings in Tourette’s syndrome. Canadian Journal of Neurological
Sciences, 14, 541–546.

Kano, Y., Ohta, M., Nagai, Y., Pauls, D. L., & Leckman, J. F. (2001). A
family study of Tourette syndrome in Japan. American Journal of
Medical Genetics, 105, 414–421.

Karp, B. I., & Hallett , M. (1996). Extracorporeal “phantom” tics in
Tourette’s syndrome. Neurology, 46, 38–40.

Karp, B. I., Porter, S., Toro, C., & Hallett , M. (1996). Simple motor tics
may be preceded by a premotor potential. Journal of Neurology, Neu-
rosurgery, and Psychiatry, 61, 103–106.

Karson, C. N. (1983). Spontaneous eye-blink rates and dopaminergic sys-
tems. Brain, 106, 643–653.

Karson, C. N., Kaufmann, C. A., Shapiro, A. K., & Shapiro, E. (1985).
Eye-blink rate in Tourette’s syndrome. Journal of Nervous and Mental
Diseases, 173, 566–569.

Keller, I., & Heckhausen, H. (1990). Readiness potentials preceding
spontaneous motor acts: Voluntary vs. involuntary control. Electroen-
cephalography and Clinical Neurophysiology, 76, 351–361.

Kelley, A. E., Lang, C. G., & Gauthier, A. M. (1988). Induction of oral
stereotypy following amphetamine microinjection into a discrete sub-
region of the striatum. Psychopharmacology, 95, 556–559.

Keri, S., Szlobodnyik, C., Benedek, G., Janka, Z., & Gadoros, J. (2002).
Probabilistic classification learning in Tourette syndrome. Neuropsy-
chologia, 40, 1356–1362.

Khalifa, N., & von Knorring, A. L. (2003). Prevalence of tic disorders
and Tourette syndrome in a Swedish school population. Developmen-
tal Medicine and Child Neurology, 45, 315–319.

Kidd, K. K., Prusoff, B. A., & Cohen, D. J. (1980). Familial pattern
of Gilles de la Tourette syndrome. Archives of General Psychiatry,
37, 1336–1339.

Kiessling, L. S., Marcotte, A. C., & Culpepper, L. (1993). Antineuronal
antibodies in movement disorders. Pediatrics, 92, 39–43.

Kiessling, L. S., Marcotte, A. C., & Culpepper, L. (1994). Antineuronal
antibodies: Tics and obsessive-compulsive symptoms. Journal of De-
velopmental and Behavioral Pediatrics, 15, 421–425.

Kimura, F., & Baughman, R. W. (1997). GABAergic transcallosal neu-
rons in developing rat neocortex. European Journal of Neuroscience,
9, 1137–1143.

King, R. A., Leckman, J. F., Scahill, L., & Cohen, D. J. (1999). Obses-
sive-compulsive disorder, anxiety, and depression. In J. F. Leckman
& D. J. Cohen (Eds.), Tourette’s syndrome—Tics, obsessions, compul-
sions: Developmental psychopathology and clinical care (pp. 43–62).
New York: Wiley.

Klein, R., & Bessler, A. (1992). Stimulant side effects in children. In J.
Lieberman (Ed.), Adverse ef fects of psychotropic drugs
(pp. 470–496). New York: Guilford Press.

Kleven, M. S., & Koek, W. (1996). Differential effects of direct and indi-
rect dopamine agonists on eye blink rate in cynomolgus monkeys. Jour-
nal of Pharmacology and Experimental Therapeutics, 279, 1211–1219.

Klieger, P. S., Fett , K. A., Dimitsopulos, T., & Karlan, R. (1997).
Asymmetry of basal ganglia perfusion in Tourette’s syndrome shown
by technetium-99m-HMPAO SPECT. Journal of Nuclear Medicine,
38, 188–191.

Knowlton, B. J., Mangels, J. A., & Squire, L. R. (1996). A neostriatal
habit learning system in humans. Science, 273, 1399–1402.

Kompoliti, K., Goetz, C. G., Leurgans, S., Raman, R., & Comella, C. L.
(2001). Estrogen, progesterone, and tic severity in women with Gilles
de la Tourette syndrome. Neurology, 57, 1519.

Kondo, K., & Kabasawa, T. (1978). Improvement in Gilles de la Tourette
syndrome after corticosteroid therapy. Annals of Neurology, 4, 387.

Kopnisky, K. L., Cowan, W. M., & Hyman, S. E. (2002). Levels of
analysis in psychiatric research. Development and Psychopathology,
14, 437–461.

Korzen, A. V., Pushkov, V. V., Kharitonov, R. A., & Shustin, V. A.
(1991). Stereotaxic thalamotomy in the combined treatment of Gilles
de la Tourette’s disease. Zhurnal Nevropatologii i Psikhiatrii Imeni
S. S. Korsakova, 91(3) 100–101.

Kostanecka-Endress, T., Banaschewski, T., Kinkelbur, J., Wullner, I.,
Lichtblau, S., Cohrs, S., et al. (2003). Disturbed sleep in children
with Tourette syndrome: A polysomnographic study. Journal of Psy-
chosomatic Research, 55, 23–29.

Kraemer, H. C., Yesavage, J. A., Taylor, J. L., & Kupfer, D. (2000). How
can we learn about developmental processes from cross-sectional
studies, or can we? American Journal of Psychiatry, 157, 163–171.

Krnjevic, K., Randic, M., & Straughan, D. W. (1966). Nature of a corti-
cal inhibitory process. Journal of Physiology (London), 184, 49–77.

Kruglyak, L., & Lander, E. S. (1995). Complete multipoint sib-pair
analysis of qualitative and quantitative traits. American Journal of
Human Genetics, 57, 439–454.

Krumholz, A., Singer, H. S., Niedermeyer, E., Burnite, R., & Harris, K.
(1983). Electrophysiological studies in Tourette’s syndrome. Annals
of Neurology, 14, 638–641.

Kurlan, R. (2001). Could Tourette syndrome be a neurologic manifesta-
tion of rheumatic fever? Advances in Neurology, 85, 307–310.

Kurlan, R., Behr, J., Medved, L., & Como, P. (1988). Transient tic disor-
der and the spectrum of Tourette’s syndrome. Archives of Neurology,
45, 1200–1201.

Kurlan, R., Dermott , M. C., Deely, C., Como, P. G., Brower, B. S., Eapen,
S., et al. (2001). Prevalence of tics in school children and association
with placement in special education. Neurology, 57, 1383–1388.

Kurlan, R., Lichter, D., & Hewitt , D. (1989). Sensory tics in Tourette’s
syndrome. Neurology, 39, 731–734.

Kurlan, R., & Tourette’s Syndrome Study Group. (2000). Treatment of
attention-deficit-hyperactivity disorder in children with Tourette’s
syndrome (TACT trial). Annals of Neurology, 48, 953.

Kushner, H. I. (2000). A brief history of Tourette syndrome. Revista
Brasiliera de Psiquiatria, 22, 76–79.

Kwak, C., Dat Vuong, K., & Jankovic, J. (2003). Premonitory sensory phe-
nomenon in Tourette’s syndrome. Movement Disorders, 18, 1530–1533.

Lapouse, R., & Monk, M. A. (1964). Behavior deviations in a representa-
tive sample of children: Variation between sex, age, race, social class,
and family size. American Journal of Orthopsychiatry, 34, 436–446.

Leckman, J. F., Dolnansky, E. S., Hardin, M. T., Clubb, M., Walkup,
J. T., Stevenson, J., et al. (1990). Perinatal factors in the expression of
Tourette’s syndrome: An exploratory study. Journal of the American
Academy of Child and Adolescent Psychiatry, 29, 220–226.

Leckman, J. F., Goodman, W. K., Anderson, G. M., Riddle, M. A.,
Chappell, P. B., McSwiggan-Hardin, M. T., et al. (1995). Cere-
brospinal f luid biogenic amines in obsessive compulsive disorder,
Tourette’s syndrome, and healthy controls. Neuropsychopharmacol-
ogy, 12, 73–86.



References 465

Leckman, J. F., Grice, D. E., Barr, L. C., de Vries, A. L., Martin, C.,
Cohen, D. J., et al. (1994). Tic-related vs. non-tic-related obsessive
compulsive disorder. Anxiety, 1, 208–215.

Leckman, J. F., Grice, D. E., Boardman, J., Zhang, H., Vitale, A., Bondi,
C., et al. (1997). Symptoms of obsessive-compulsive disorder. Ameri-
can Journal of Psychiatry, 154, 911–917.

Leckman, J. F., Hardin, M. T., Riddle, M. A., Stevenson, J., Ort , S. I., &
Cohen, D. J. (1991). Clonidine treatment of Gilles de la Tourette’s
syndrome. Archives of General Psychiatry, 48, 324–328.

Leckman, J. F., King, R. A., & Cohen, D. J. (1999). Tics and tic disor-
ders. In J. F. Leckman & D. J. Cohen (Eds.), Tourette’s syndrome—
Tics, obsessions, compulsions: Developmental psychopathology and
clinical care (pp. 23–42). New York: Wiley.

Leckman, J. F., Pauls, D. L., Zhang, H., Rosario-Campos, M. C., Katso-
vich, L., Kidd, K. K., et al. (2003). Obsessive-compulsive symptom di-
mensions in affected sibling pairs diagnosed with Gilles de la Tourette
syndrome. American Journal of Medical Genetics, 116B, 60–68.

Leckman, J. F., & Peterson, B. S. (1993). The pathogenesis of Tourette’s
syndrome: Epigenetic factors active in early CNS development. Bio-
logical Psychiatry, 34, 425–427.

Leckman, J. F., Price, R. A., Walkup, J. T., Ort , S., Pauls, D. L., &
Cohen, D. J. (1987). Nongenetic factors in Gilles de la Tourette’s
syndrome. Archives of General Psychiatry, 44, 100.

Leckman, J. F., Riddle, M. A., Hardin, M. T., Ort, S. I., Swartz, K. L.,
Stevenson, J., et al. (1989). The Yale Global Tic Severity Scale: Ini-
tial testing of a clinician-rated scale of tic severity. Journal of the
American Academy of Child and Adolescent Psychiatry, 28, 566–573.

Leckman, J. F., & Scahill, L. (1990). Possible exacerbation of tics by an-
drogenic steroids. New England Journal of Medicine, 322, 1674.

Leckman, J. F., Walker, D. E., & Cohen, D. J. (1993). Premonitory urges
in Tourette’s syndrome. American Journal of Psychiatry, 150, 98–102.

Leckman, J. F., Walker, D. E., Goodman, W. K., Pauls, D. L., & Cohen,
D. J. (1994). “Just right” perceptions associated with compulsive
behavior in Tourette’s syndrome. American Journal of Psychiatry,
151, 675–680.

Leckman, J. F., Zhang, H., Alsobrook, J. P., & Pauls, D. L. (2001). Symp-
tom dimensions in obsessive-compulsive disorder: Toward quantita-
tive phenotypes. American Journal of Medical Genetics, 105, 28–30.

Leckman, J. F., Zhang, H., Vitale, A., Lahnin, F., Lynch, K., Bondi, C.,
et al. (1998). Course of tic severity in Tourette syndrome: The first
two decades. Pediatrics, 102, 14–19.

Lees, A. J., Robertson, M., Trimble, M. R., & Murray, N. M. (1984). A
clinical study of Gilles de la Tourette syndrome in the United King-
dom. Journal of Neurology, Neurosurgery, and Psychiatry, 47, 1–8.

Leonard, H. L., Lenane, M. C., Swedo, S. E., Rettew, D. C., Gershon,
E. S., & Rapoport , J. L. (1992). Tics and Tourette’s disorder: A 2- to
7-year follow-up of 54 obsessive-compulsive children. American
Journal of Psychiatry, 149, 1244–1251.

Leppert , M., Peiffer, A., Snyder, B., van de Wetering, B. J. M., Filloux,
F., Coon, H., et al. (1996). Two loci of interest in a family with
Tourette syndrome. American Journal of Human Genetics, Suppl. 59,
A225.

Leung, H. C., Skudlarski, P., Gatenby, J. C., Peterson, B. S., & Gore,
J. C. (2000). An event-related functional MRI study of the Stroop
color word interference task. Cerebral Cortex, 10, 552–560.

Lichter, D. G., Jackson, L. A., & Schachter, M. (1995). Clinical evidence of
genomic imprinting in Tourette’s syndrome. Neurology, 45, 924–928.

Lifton, R. P., Wilson, F. H., Choate, K. A., & Geller, D. S. (2002). Salt
and blood pressure: New insight from human genetic studies. Cold
Spring Harbor Symposium on Quantitative Biology, 67, 445–450.

Lim, S. H., Dinner, D. S., Pillay, P. K., Luders, H., Morris, H. H., Klem,
G., et al. (1994). Functional anatomy of the human supplementary

sensorimotor area: Results of extraoperative electrical stimulation.
Electroencephalography and Clinical Neurophysiology, 91, 179–193.

Lombroso, P. J., Mack, G., Scahill, L., King, R. A., & Leckman, J. F.
(1991). Exacerbation of Gilles de la Tourette’s syndrome associated
with thermal stress: A family study. Neurology, 41, 1984–1987.

Lucas, A. R., Kauffman, P. E., & Morris, E. M. (1967). Gilles de la
Tourette’s disease: A clinical study of fifteen cases. Journal of the
American Academy of Child Psychiatry, 6, 700–722.

Maclean, P. D., & Delgado, J. M. R. (1953). Electrical and chemical stim-
ulation of frontotemporal portion of limbic system in the waking ani-
mal. Electroencephalography and Clinical Neurophysiology, 5, 91–100.

Mahler, S. M., Luke, J. A., & Daltroff, W. (1945). Clinical and follow-up
study of the tic syndrome in children. American Journal of Orthopsy-
chiatry, 15, 631–647.

Malison, R. T., McDougle, C. J., van Dyck, C. H., Scahill, L., Baldwin,
R. M., Seibyl, J. P., et al. (1995). [123I]beta-CIT SPECT imaging of
striatal dopamine transporter binding in Tourette’s disorder. Ameri-
can Journal of Psychiatry, 152, 1359–1361.

Marsh, R., Alexander, G. M., Packard, M. G., Zhu, H., Winegard, J. C.,
Quackenbush, G., et al. (2004). Habit learning in Tourette syndrome:
A translational neuroscience approach to a developmental psycho-
pathology.Archives of General Psychiatry, 61, 1259–1268.

Mataix-Cols, D., Rauch, S. L., Manzo, P. A., Jenike, M. A., & Baer, L.
(1999). Use of factor-analyzed symptom dimensions to predict out-
come with serotonin reuptake inhibitors and placebo in the treatment
of obsessive-compulsive disorder. American Journal of Psychiatry,
156, 1409–1416.

Matarazzo, E. B. (1992). Tourette’s syndrome treated with ACTH and
prednisone: A report of two cases. Journal of Child and Adolescent
Psychopharmacology, 2, 215–226.

Matsumoto, N., David, D. E., Johnson, E. W., Konecki, D., Burmester,
J. K., Ledbetter, D. H., et al. (2000). Breakpoint sequences of an 1;8
translocation in a family with Gilles de la Tourette syndrome. Euro-
pean Journal of Human Genetics, 8, 875–883.

Matthews, M., Eustace, C., Grad, G., Pelcovitz, D., & Olson, M. (1985).
A family systems perspective on Tourette’s syndrome. International
Journal of Family Psychiatry, 6, 53–66.

Merette, C., Brassard, A., Potvin, A., Bouvier, H., Rousseau, F., Emond,
C., et al. (2000). Significant linkage for Tourette syndrome in a
large French Canadian family. American Journal of Human Genetics,
67, 1008–1013.

Mesulam, M. M. (1986). Cocaine and Tourette’s syndrome. New England
Journal of Medicine, 315, 398.

Meyer, P., Bohnen, N. I., Minoshima, S., Koeppe, R. A., Wernette, K., Kil-
bourn, M. R., et al. (1999). Striatal presynaptic monoaminergic vesi-
cles are not increased in Tourette’s syndrome. Neurology, 53, 371–374.

Mink, J. W. (2001). Neurobiology of basal ganglia circuits in Tourette
syndrome: Faulty inhibition of unwanted motor patterns? Advances in
Neurology, 85, 113–122.

Moriarty, J., Costa, D. C., Schmitz, B., Trimble, M. R., Ell, P. J., &
Robertson, M. M. (1995). Brain perfusion abnormalities in Gilles de
la Tourette’s syndrome. British Journal of Psychiatry, 167, 249–254.

Morshed, S. A., Parveen, S., Leckman, J. F., Mercadante, M. T., Bitten-
court Kiss, M. H., et al. (2001). Antibodies against neural, nuclear,
cytoskeletal, and streptococcal epitopes in children and adults with
Tourette’s syndrome, Sydenham’s chorea, and autoimmune disorders.
Biological Psychiatry, 50, 566–577. (Erratum published in December
15, 2001, Biological Psychiatry, 50(12), following p. 1009)

Murphy, K. R., Barkley, R. A., & Bush, T. (2001). Executive functioning
and olfactory identification in young adults with attention deficit-
hyperactivity disorder. Neuropsychology, 15, 211–220.



466 Tourette’s Syndrome: A Multifactorial, Developmental Psychopathology

Murphy, T. K., Goodman, W. K., Fudge, M. W., Williams, R. C., Jr.,
Ayoub, E. M., Dalal, M., et al. (1997). B lymphocyte antigen D8/17:
A peripheral marker for childhood-onset obsessive-compulsive dis-
order and Tourette’s syndrome? American Journal of Psychiatry,
154, 402–407.

Nee, L. E., Polinsky, R. J., & Ebert , M. H. (1982). Tourette syndrome:
Clinical and family studies. Advances in Neurology, 35, 291–295.

Neufeld, M. Y., Berger, Y., Chapman, J., & Korczyn, A. D. (1990). Rou-
tine and quantitative EEG analysis in Gilles de la Tourette’s syn-
drome. Neurology, 40, 1837–1839.

Niehaus, D. J., Emsley, R. A., Brink, P., & Stein, D. J. (2000). Stereotyp-
ies: Prevalence and association with compulsive and impulsive symp-
toms in college students. Psychopathology, 33, 31–35.

Nolan, E. E., Sverd, J., Gadow, K. D., Sprafkin, J., & Ezor, S. N. (1996).
Associated psychopathology in children with both ADHD and
chronic tic disorder. Journal of the American Academy of Child and
Adolescent Psychiatry, 35, 1622–1630.

Nomoto, F., & Machiyama, Y. (1990). An epidemiological study of tics.
Japanese Journal of Psychiatry and Neurology, 44, 649–655.

Nothen, M. M., Hebebrand, J., Knapp, M., Hebebrand, K., Camps, A.,
von Gontard, A., et al. (1994). Association analysis of the dopamine
D2 receptor gene in Tourette’s syndrome using the haplotype relative
risk method. American Journal of Medical Genetics, 54, 249–252.

Obeso, J. A., Rothwell, J. C., & Marsden, C. D. (1981). Simple tics in
Gilles de la Tourette’s syndrome are not prefaced by a normal pre-
movement EEG potential. Journal of Neurology, Neurosurgery, and
Psychiatry, 44, 735–738.

Packard, M. G., & Knowlton, B. J. (2002). Learning and memory functions
of the basal ganglia. Annual Review of Neuroscience, 25, 563–593.

Pakstis, A. J., Heutink, P., Pauls, D. L., Kurlan, R., van de Wetering,
B. J., Leckman, J. F., et al. (1991). Progress in the search for genetic
linkage with Tourette syndrome: An exclusion map covering more
than 50% of the autosomal genome. American Journal of Human Ge-
netics, 48, 281–294.

Pappert , E. J., Goetz, C. G., Louis, E. D., Blasucci, L., & Leurgans, S.
(2003). Objective assessments of longitudinal outcome in Gilles de la
Tourette’s syndrome. Neurology, 61, 936–940.

Parent, A., & Hazrati, L. (1995). Functional anatomy of the basal gan-
glia: Pt. I. The cortico-basal ganglia-thalamo-cortical loop. Brain Re-
search Reviews, 20, 91–127.

Pasamanick, B., & Kawi, A. (1956). A study of the association of prena-
tal and perinatal factors in the development of tics in children. Jour-
nal of Pediatrics, 48, 596–602.

Paschou, P., Feng, Y., Pakstis, A. J., Speed, W. C., DeMille, M. M., Kidd,
J. R., et al. (2004). Indications of linkage and association of Gilles de
la Tourette syndrome in two independent family samples: 17q25 is a
putative susceptibility region. American Journal of Human Genetics,
75, 545–560.

Pauls, D. L. (2003). An update on the genetics of Gilles de la Tourette
syndrome. Journal of Psychosomatic Research, 55, 7–12.

Pauls, D. L., Alsobrook, J. P., II, Goodman, W., Rasmussen, S., & Leck-
man, J. F. (1995). A family study of obsessive-compulsive disorder.
American Journal of Psychiatry, 152, 76–84.

Pauls, D. L., Hurst , C. R., Kruger, S. D., Leckman, J. F., Kidd, K. K., &
Cohen, D. J. (1986). Gilles de la Tourette’s syndrome and attention
deficit disorder with hyperactivity: Evidence against a genetic rela-
tionship. Archives of General Psychiatry, 43, 1177–1179.

Pauls, D. L., & Leckman, J. F. (1986). The inheritance of Gilles de la
Tourette’s syndrome and associated behaviors: Evidence for auto-
somal dominant transmission. New England Journal of Medicine,
315, 993–997.

Pauls, D. L., Leckman, J. F., & Cohen, D. J. (1993). Familial relation-
ship between Gilles de la Tourette’s syndrome, attention deficit dis-
order, learning disabilities, speech disorders, and stuttering.
Journal of the American Academy of Child and Adolescent Psychia-
try, 32, 1044–1050.

Pauls, D. L., Leckman, J. F., Towbin, K. E., Zahner, G. E., & Cohen, D. J.
(1986). A possible genetic relationship exists between Tourette’s
syndrome and obsessive-compulsive disorder. Psychopharmacology
Bulletin, 22, 730–733.

Pauls, D. L., Pakstis, A. J., Kurlan, R., Kidd, K. K., Leckman, J. F.,
Cohen, D. J., et al. (1990). Segregation and linkage analyses of
Tourette’s syndrome and related disorders. Journal of the American
Academy of Child and Adolescent Psychiatry, 29, 195–203.

Pauls, D. L., Raymond, C. L., Stevenson, J. M., & Leckman, J. F. (1991).
A family study of Gilles de la Tourette syndrome. American Journal
of Human Genetics, 48, 154–163.

Pauls, D. L., & Tourette Syndrome Association International Consortium
on Genetics. (2001). Update on the genetics of Tourette syndrome.
Advances in Neurology, 85, 281–293.

Pennington, B. F. (1991). Diagnosing learning disorders. New York: Guil-
ford Press.

Peterson, B. S. (2003). Conceptual, methodological, and statistical chal-
lenges in brain imaging studies of developmentally based psy-
chopathologies. Developmental Psychopathology, 15, 811–832.

Peterson, B. S., Bronen, R. A., & Duncan, C. C. (1996). Three cases of
symptom change in Tourette’s syndrome and obsessive-compulsive
disorder associated with paediatric cerebral malignancies. Journal of
Neurology, Neurosurgery, and Psychiatry, 61, 497–505.

Peterson, B. S., & Cohen, D. J. (1998). The treatment of Tourette’s syn-
drome: Multimodal, developmental intervention. Journal of Clinical
Psychiatry, 59, 62–72.

Peterson, B. S., Kane, M. J., Alexander, G. M., Lacadie, C., Skudlarski,
P., Leung, H. C., et al. (2002). An event-related functional MRI study
comparing interference effects in the Simon and Stroop tasks. Cogni-
tive Brain Research, 13, 427–440.

Peterson, B. S., & Leckman, J. F. (1998). The temporal dynamics of tics in
Gilles de la Tourette syndrome. Biological Psychiatry, 44, 1337–1348.

Peterson, B. S., Leckman, J. F., & Cohen, D. J. (1995). Tourette’s Syn-
drome: A genetically predisposed and an environmentally specified
developmental psychopathology. In D. Cicchetti & D. J. Cohen (Eds.),
Developmental Psychopathology (pp. 213–242). New York: Wiley.

Peterson, B. S., Leckman, J. F., Scahill, L., Naftolin, F., Keefe, D.,
Charest , N. J., et al. (1992). Steroid hormones and CNS sexual dimor-
phisms modulate symptom expression in Tourette’s syndrome. Psy-
choneuroendocrinology, 17, 553–563.

Peterson, B. S., Leckman, J. F., Scahill, L., Naftolin, F., Keefe, D.,
Charest , N. J., et al. (1994). Steroid hormones and Tourette’s syn-
drome: Early experience with antiandrogen therapy. Journal of Clini-
cal Psychopharmacology, 14, 131–135.

Peterson, B. S., Pine, D. S., Cohen, P., & Brook, J. S. (2001). Prospec-
tive, longitudinal study of tic, obsessive-compulsive, and atten-
tion-deficit / hyperactivity disorders in an epidemiological sample.
Journal of the American Academy of Child and Adolescent Psychi-
atry, 40, 685–695.

Peterson, B. S., Skudlarski, P., Anderson, A. W., Zhang, H., Gatenby,
J. C., Lacadie, C. M., et al. (1998). A functional magnetic resonance
imaging study of tic suppression in Tourette syndrome. Archives of
General Psychiatry, 55, 326–333.

Peterson, B. S., Staib, L., Scahill, L., Zhang, H., Anderson, C., Leckman,
J. F., et al. (2001). Regional brain and ventricular volumes in Tourette
syndrome. Archives of General Psychiatry, 58, 427–440.



References 467

Peterson, B. S., & Thomas, P. (2000). Functional brain imaging in
Tourette’s syndrome: What are we really imaging? In M. Ernst & J.
Rumsey (Eds.), Functional neuroimaging in child psychiatry
(pp. 242–265). Cambridge, UK: Cambridge University Press.

Peterson, B. S., Thomas, P., Kane, M. J., Scahill, L., Zhang, H., Bronen,
R., et al. (2003). Basal ganglia volumes in patients with Gilles de la
Tourette syndrome. Archives of General Psychiatry, 60, 415–424.

Peterson, B. S., Zhang, H., Anderson, G. M., & Leckman, J. F. (1998). A
double-blind, placebo-controlled, crossover trial of an antiandrogen
in the treatment of Tourette’s syndrome. Journal of Clinical Psy-
chopharmacology, 18, 324–331.

Plessen, K. J., Wentzel-Larsen, T., Hugdahl, K., Feineigle, P., Klein, J.,
Staib, L. H., et al. (2004). Altered interhemispheric connectivity in
individuals with Tourette syndrome. American Journal of Psychiatry,
161, 2028–2037.

Pliszka, S. R. (2000). Patterns of psychiatric comorbidity with attention-
deficit / hyperactivity disorder. Child and Adolescent Psychiatric
Clinics of North America, 9, 525–540.

Pliszka, S. R. (2003). Psychiatric comorbidities in children with atten-
tion deficit hyperactivity disorder: Implications for management.
Paediatric Drugs, 5, 741–750.

Price, R. A., Kidd, K. K., Cohen, D. J., Pauls, D. L., & Leckman, J. F.
(1985). A twin study of Tourette syndrome. Archives of General Psy-
chiatry, 42, 815–820.

Raffaele, R., Vecchio, I., Alvano, A., Proto, G., Nicoletti, G., & Ram-
pello, L. (2004). Blink ref lex abnormalities in Tourette syndrome.
Clinical Neurophysiology, 115, 320–324.

Randolph, C., Hyde, T. M., Gold, J. M., Goldberg, T. E., & Weinberger,
D. R. (1993). Tourette’s syndrome in monozygotic twins: Relation-
ship of tic severity to neuropsychological function. Archives of Neu-
rology, 50, 725–728.

Rauch, S. L., Baer, L., Cosgrove, G. R., & Jenike, M. A. (1995). Neuro-
surgical treatment of Tourette’s syndrome: A critical review. Com-
prehensive Psychiatry, 36, 141–156.

Ravizza, L., Barzega, G., Bellino, S., Bogetto, F., & Maina, G. (1995).
Predictors of drug treatment response in obsessive-compulsive disor-
der. Journal of Clinical Psychiatry, 56, 368–373.

Richter, M. A., Summerfeldt, L. J., Antony, M. M., & Swinson, R. P.
(2003). Obsessive-compulsive spectrum conditions in obsessive-
compulsive disorder and other anxiety disorders. Depression and
Anxiety, 18, 118–127.

Riddle, M. A., Rasmusson, A. M., Woods, S. W., & Hoffer, P. B. (1992).
SPECT imaging of cerebral blood f low in Tourette syndrome. Ad-
vances in Neurology, 58, 207–211.

Riddle, M. A., Scahill, L., King, R., Hardin, M. T., Towbin, K. E., Ort,
S. I., et al. (1990). Obsessive compulsive disorder in children and
adolescents: Phenomenology and family history. Journal of the Amer-
ican Academy of Child and Adolescent Psychiatry, 29, 766–772.

Robertson, M. M. (1989). The Gilles de la Tourette syndrome: The cur-
rent status. British Journal of Psychiatry, 154, 147–169.

Rosa, A. L., Jankovic, J., & Ashizawa, T. (2003). Screening for mutations
in the MECP2 (Rett syndrome) gene in Gilles de la Tourette syn-
drome. Archives of Neurology, 60, 502–503.

Rosenberg, L. A., Brown, J., & Singer, H. S. (1995). Behavioral problems
and severity of tics. Journal of Clinical Psychology, 51, 760–767.

Roth, R. M., Baribeau, J., Milovan, D. L., & O’Connor, K. (2004). Speed
and accuracy on tests of executive function in obsessive-compulsive
disorder. Brain and Cognition, 54, 263–265.

Rothenberger, A., Kostanecka, T., Kinkelbur, J., Cohrs, S., Woerner, W.,
& Hajak, G. (2001). Sleep and Tourette syndrome. Advances in Neu-
rology, 85, 245–259.

Rucklidge, J. J., & Tannock, R. (2002). Neuropsychological profiles of ado-
lescents with ADHD: Effects of reading difficulties and gender. Jour-
nal of Child Psychology and Psychiatry and Allied Disciplines, 43, 988.

Rutter, M., & Hemming, M. (1970). Individual items of deviant behavior:
Their prevalence and clinical significance. In M. Rutter, J. Tizard, &
K. Whitmore (Eds.), Education, health and behavior (pp. 202–232).
London: Longman, Brown, Green, and Longmans.

Rutter, M., Yule, W., Berger, M., Yule, B., Morton, J., & Bagley, C.
(1974). Children of West Indian immigrants: I. Rates of behavioral
deviance and psychiatric disorder. Journal of Child Psychology and
Psychiatry, 15, 241–262.

Sachdev, P. S., Chee, K. Y., & Aniss, A. M. (1997). The audiogenic star-
tle ref lex in Tourette’s syndrome. Biological Psychiatry, 41, 796–803.

Santangelo, S. L., Pauls, D. L., Goldstein, J. M., Faraone, S. V., Tsuang,
M. T., & Leckman, J. F. (1994). Tourette’s syndrome: What are the
inf luences of gender and comorbid obsessive-compulsive disorder?
Journal of the American Academy of Child and Adolescent Psychiatry,
33, 795–804.

Scahill, L. D., Leckman, J. F., & Marek, K. L. (1995). Sensory phenom-
ena in Tourette’s syndrome. Advances in Neurology, 65, 273–280.

Scahill, L. D., Schwab-Stone, M., Merikangas, K. R., Leckman, J. F.,
Zhang, H., & Kasl, S. (1999). Psychosocial and clinical correlates of
ADHD in a community sample of school-age children. Journal of the
American Academy of Child and Adolescent Psychiatry, 38, 976–984.

Schoenian, S., Konig, I., Oertel, W., Remschmidt, H., Ziegler, A., Hebe-
brand, J., et al. (2003). HLA-DRB genotyping in Gilles de la Tourette
patients and their parents. American Journal of Medical Genetics,
119B, 60–64.

Schuerholz, L. J., Baumgardner, T. L., Singer, H. S., Reiss, A. L., &
Denckla, M. B. (1996). Neuropsychological status of children with
Tourette’s syndrome with and without attention deficit hyperactivity
disorder. Neurology, 46, 958–965.

Schultz, R. T., Carter, A. S., Gladstone, M., Scahill, L., Leckman, J. F.,
Peterson, B. S., et al. (1998). Visual-motor integration functioning in
children with Tourette syndrome. Neuropsychology, 12, 134–145.

Schultz, R. T., Carter, A. S., Scahill, L., & Leckman, J. F. (1998). Neu-
ropsychological f indings. In J. F. Leckman & D. J. Cohen (Eds.),
Tourette’s syndrome—Tics, obsessions, compulsions: Developmental
psychopathology and clinical care (pp. 80–103). New York: Wiley.

Schwabe, M. J., & Konkol, R. J. (1992). Menstrual cycle-related f luctua-
tions of tics in Tourette syndrome. Pediatric Neurology, 8, 43–46.

Selkoe, D. J. (2004). Cell biology of protein misfolding: The exam-
ples of Alzheimer’s and Parkinson’s diseases. Nature Cell Biology,
6, 1054–1061.

Shapiro, A. K., & Shapiro, E. S. (1992). Evaluation of the reported as-
sociation of obsessive-compulsive symptoms or disorder with
Tourette’s disorder. Comprehensive Psychiatry, 33, 152–165.

Shapiro, A. K., Shapiro, E. S., Young, J. G., & Feinberg, T. E. (1988a).
Gilles de la Tourette’s syndrome (2nd ed.). New York: Raven Press.

Shapiro, A. K., Shapiro, E. S., Young, J. G., & Feinberg, T. E. (1988b).
Signs, symptoms, and clinical course. In A. K. Shapiro, E. S. Shapiro,
J. G. Young, & T. E. Feinberg (Eds.), Gilles de la Tourette syndrome
(pp. 127–193). New York: Raven Press.

Shapiro, E., Shapiro, A. K., & Clarkin, J. (1974). Clinical psychological
testing in Tourette’s syndrome. Journal of Personality Assessment,
38, 464–478.

Shapiro, E., Shapiro, A. K., Fulop, G., Hubbard, M., Mandeli, J., Nordlie,
J., et al. (1989). Controlled study of haloperidol, pimozide and
placebo for the treatment of Gilles de la Tourette’s syndrome.
Archives of General Psychiatry, 46, 722–730.



468 Tourette’s Syndrome: A Multifactorial, Developmental Psychopathology

Shucard, D. W., Benedict , R. H., Tekok-Kilic, A., & Lichter, D. G.
(1997). Slowed reaction time during a continuous performance test in
children with Tourette’s syndrome. Neuropsychology, 11, 147–155.

Silverstein, M. S., Como, P. G., Palumbo, D. R., West, L. L., & Osborn,
L. M. (1995). Multiple sources of attentional dysfunction in adults
with Tourette’s syndrome: Comparison with attention deficit-hyper-
activity disorder. Neuropsychology, 2, 157–164.

Silvestri, R., Raffaele, M., De Domenico, P., Tisano, A., Mento, G.,
Casella, C., et al. (1995). Sleep features in Tourette’s syndrome, neu-
roacanthocytosis and Huntington’s chorea. Neurophysiologie Clin-
ique, 25, 66–77.

Simonic, I., Gericke, G. S., Ott , J., & Weber, J. L. (1998). Identification
of genetic markers associated with Gilles de la Tourette syndrome
in an Afrikaner population. American Journal of Human Genetics,
63, 839–846.

Simonic, I., Nyholt , D. R., Gericke, G. S., Gordon, D., Matsumoto, N.,
Ledbetter, D. H., et al. (2001). Further evidence for linkage of Gilles
de la Tourette syndrome (GTS) susceptibility loci on chromosomes
2p11, 8q22 and 11q23-24 in South African Afrikaners. American
Journal of Medical Genetics, 105, 163–167.

Singer, C. (1997). Tourette syndrome: Coprolalia and other coprophe-
nomena. Neurologic Clinics, 15, 299–308.

Singer, H. S., Giuliano, J. D., Hansen, B. H., Hallett , J. J., Laurino, J. P.,
Benson, M., et al. (1998). Antibodies against human putamen in chil-
dren with Tourette syndrome. Neurology, 50, 1618–1624.

Singer, H. S., Loiselle, C. R., Lee, O., Minzer, K., Swedo, S., & Grus,
F. H. (2004). Anti-basal ganglia antibodies in PANDAS. Movement
Disorders, 19, 406–415.

Singer, H. S., & Walkup, J. T. (1991). Tourette syndrome and other tic disor-
ders: Diagnosis, pathophysiology, and treatment. Medicine, 70, 15–32.

Singer, H. S., & Wendlandt, J. T. (2001). Neurochemistry and synaptic
neurotransmission in Tourette syndrome. Advances in Neurology,
85, 163–178.

Singer, H. S., Wong, D. F., Brown, J. E., Brandt, J., Krafft , L., Shaya, E.,
et al. (1992). Positron emission tomography evaluation of dopamine
D-2 receptors in adults with Tourette syndrome. Advances in Neurol-
ogy, 58, 233–239.

Snider, L. A., Seligman, L. D., Ketchen, B. R., Levitt , S. J., Bates, L. R.,
Garvey, M. A., et al. (2002). Tics and problem behaviors in school-
children: Prevalence, characterization, and associations. Pediatrics,
110, 331–336.

Song, S., & Jung, Y. K. (2004). Alzheimer’s disease meets the ubiquitin-
proteasome system. Trends in Molecular Medicine, 10, 565–570.

Spencer, T. J., Biederman, J., Faraone, S., Mick, E., Coffey, B., Geller,
D., et al. (2001). Impact of tic disorders on ADHD outcome across
the life cycle: Findings from a large group of adults with and without
ADHD. American Journal of Psychiatry, 158, 611–617.

Spencer, T. J., Biederman, J., Harding, M., O’Donnell, D., Wilens, T.,
Faraone, S., et al. (1998). Disentangling the overlap between
Tourette’s disorder and ADHD. Journal of Child Psychology and Psy-
chiatry and Allied Disciplines, 39, 1037–1044.

Spencer, T. J., Biederman, J., Harding, M., Wilens, T., & Faraone, S.
(1995). The relationship between tic disorders and Tourette’s syn-
drome revisited. Journal of the American Academy of Child and Ado-
lescent Psychiatry, 34, 1133–1139.

Spessot, A. L., Plessen, K. J., & Peterson, B. S. (2004). Neuroimaging of
developmental psychopathologies: The importance of self-regulatory
and neuroplastic processes in adolescence. Annals of the New York
Academy of Sciences, 1021, 86–104.

Spielman, R., & Ewens, W. (1996). The TDT and other family-based
tests for linkage disequilibrium and association. American Journal of
Human Genetics, 59, 983–989.

Spitznagel, M. B., & Suhr, J. A. (2002). Executive function deficits asso-
ciated with symptoms of schizotypy and obsessive-compulsive disor-
der. Psychiatry Research, 110, 151–163.

Squire, L. R., & Kandel, E. R. (1999). Memory: From Mind to Molecules.
New York: Scientific American Library.

Squire, L. R., & Zola, S. M. (1996). Structure and function of declara-
tive and nondeclarative memory systems. Proceedings of the National
Academy of Sciences, USA, 93, 13515–13522.

Stamenkovic, M., Schindler, S. D., Asenbaum, S., Neumeister, A.,
Willeit , M., Willinger, U., et al. (2001). No change in striatal
dopamine re-uptake site density in psychotropic drug naive and in
currently treated Tourette’s disorder patients: A [(123)I]-beta-CIT
SPECT study. European Neuropsychopharmacology, 11, 69–74.

State, M. W., Greally, J. M., Cuker, A., Bowers, P. N., Henegariu, O.,
Morgan, T. M., et al. (2003). Epigenetic abnormalities associated
with a chromosome 18(q21-q22) inversion and a Gilles de la Tourette
syndrome phenotype. Proceedings of the National Academy of Sci-
ences, USA, 100, 4684–4689.

Stell, R., Thickbroom, G. W., & Mastaglia, F. L. (1995). The audio-
genic startle response in Tourette’s syndrome. Movement Disorders,
10, 723–730.

Stokes, A., Bawden, H. N., Camfield, P. R., Backman, J. E., & Dooley, J. M.
(1991). Peer problems in Tourette’s disorder. Pediatrics, 87, 936–942.

Sukhodolsky, D. G., Scahill, L., Zhang, H., Peterson, B. S., King, R. A.,
Lombroso, P. J., et al. (2003). Disruptive behavior in children with
Tourette’s syndrome: Association with ADHD comorbidity, tic sever-
ity, and functional impairment. Journal of the American Academy of
Child and Adolescent Psychiatry, 42, 98–105.

Summerfeldt, L. J., Richter, M. A., Antony, M. M., & Swinson, R. P.
(1999). Symptom structure in obsessive-compulsive disorder: A con-
firmatory factor-analytic study. Behaviour Research and Therapy,
37, 297–311.

Sutherland, R. J., Kolb, B., Schoel, W. M., Whishaw, I. Q., & Davies, D.
(1982). Neuropsychological assessment of children and adults with
Tourette syndrome: A comparison with learning disabilities and
Schizophrenia. Advances in Neurology, 35, 311–322.

Swedo, S. E., Leonard, H. L., Garvey, M., Mittleman, B., Allen, A. J., Perl-
mutter, S., et al. (1998). Pediatric autoimmune neuropsychiatric disor-
ders associated with streptococcal infections: Clinical description of
the first 50 cases. American Journal of Psychiatry, 155, 264–271.

Swedo, S. E., Leonard, H. L., Mittleman, B. B., Allen, A. J., Rapoport ,
J. L., Dow, S. P., et al. (1997). Identification of children with pedi-
atric autoimmune neuropsychiatric disorders associated with strepto-
coccal infections by a marker associated with rheumatic fever.
American Journal of Psychiatry, 154, 110–112.

Swedo, S. E., Rapoport , J. L., Leonard, H., Lenane, M., & Cheslow, D.
(1989). Obsessive-compulsive disorder in children and adolescents:
Clinical phenomenology of 70 consecutive cases. Archives of General
Psychiatry, 46, 335–341.

Swerdlow, N. R., Karban, B., Ploum, Y., Sharp, R., Geyer, M. A., & East-
vold, A. (2001). Tactile prepuff inhibition of startle in children with
Tourette’s syndrome: In search of an “ fMRI-friendly” startle para-
digm. Biological Psychiatry, 50, 578–585.

Syrigou-Papavasiliou, A., Verma, N. P., & LeWitt , P. A. (1988). Sensory
evoked responses in Tourette syndrome. Clinical Electroencephalog-
raphy, 19, 108–110.

Tasker, R. R., & Dostrovsky, J. O. (1993). What goes on in the motor
thalamus? Stereotactic and Functional Neurosurgery, 60, 121–126.

Terwilliger, J. D., & Ott, J. (1992). A haplotype-based “haplotype rela-
tive risk” approach to detecting allelic associations. Human Heredity,
42, 337–346.



References 469

Thompson, M., Comings, D. E., Feder, L., George, S. R., & O’Dowd,
B. F. (1998). Mutation screening of the dopamine D1 receptor gene in
Tourette’s syndrome and alcohol dependent patients. American Jour-
nal of Medical Genetics, 81, 241–244.

Tourette, G. (1885). Etude sur une affection nerveuse caracterisée par de
l’incoordination motrice accompagnée d’echolalie et de copralalie.
Archives of Neurology, Paris, 9, 19–42, 158–200.

Tourette Syndrome Association International Consortium for Genetics.
(1999). A complete genome screen in sib pairs affected by Gilles de
la Tourette syndrome: The Tourette Syndrome Association Interna-
tional Consortium for Genetics. American Journal of Human Genet-
ics, 65, 1428–1436.

Tourette’s Syndrome Study Group. (2002). Treatment of ADHD in chil-
dren with tics: A randomized controlled trial. Neurology, 58, 527–536.

Trifiletti, R. R. (1998). TS83: Candidate target brain autoantigen in
Tourette syndrome and OCD. Annals of Neurology, 44, 561.

Trifiletti, R. R., Altemus, M., Packard, A. M., Bandele, A. N., &
Zabriskie, J. B. (1998). Changes in antineuronal antibodies following
conventional and immunosuppressive therapy for Tourette’s syndrome
and obsessive-compulsive disorder. Annals of Neurology, 44, 561.

Tulen, J. H., Azzolini, M., de Vries, J. A., Groeneveld, W. H., Passchier,
J., & van De Wetering, B. J. (1999). Quantitative study of sponta-
neous eye blinks and eye tics in Gilles de la Tourette’s syndrome.
Journal of Neurology, Neurosurgery, and Psychiatry, 67, 800–802.

Turjanski, N., Sawle, G. V., Playford, E. D., Weeks, R., Lammerstma,
A. A., Lees, A. J., et al. (1994). PET studies of the presynaptic and
postsynaptic dopaminergic system in Tourette’s syndrome. Journal of
Neurology, Neurosurgery, and Psychiatry, 57, 688–692.

Vandenbergh, D. J., Thompson, M. D., Cook, E. H., Bendahhou, E.,
Nguyen, T., Krasowski, M. D., et al. (2000). Human dopamine trans-
porter gene: Coding region conservation among normal, Tourette’s
disorder, alcohol dependence and attention-deficit hyperactivity dis-
order populations. Molecular Psychiatry, 5, 283–292.

van de Wetering, B. J., & Heutink, P. (1993). The genetics of the Gilles
de la Tourette syndrome: A review. Journal of Laboratory and Clini-
cal Medicine, 121, 638–645.

van Woerkom, T. C., Fortgens, C., van de Wetering, B. J., & Martens,
C. M. (1988). Contingent negative variation in adults with Gilles de
la Tourette syndrome. Journal of Neurology, Neurosurgery, and Psy-
chiatry, 51, 630–634.

Verhulst , F. C., van der Ende, J., Ferdinand, R. F., & Kasius, M. C.
(1997). The prevalence of DSM-III-R diagnoses in a national sample
of Dutch adolescents. Archives of General Psychiatry, 54, 329–336.

Volkmar, F. R., Leckman, J. F., Detlor, J., Harcherik, D. F., Prichard,
J. W., Shaywitz, B. A., et al. (1984). EEG abnormalities in
Tourette’s syndrome. Journal of the American Academy of Child Psy-
chiatry, 23, 352–353.

Walkup, J. T. (2001). Epigenetic and environmental risk factors in
Tourette syndrome. Advances in Neurology, 85, 273–279.

Walkup, J. T., LaBuda, M. C., Singer, H. S., Brown, J., Riddle, M. A., &
Hurko, O. (1996). Family study and segregation analysis of Tourette
syndrome: Evidence for a mixed model of inheritance. American
Journal of Human Genetics, 59, 684–693.

Walkup, J. T., Leckman, J. F., Price, R. A., Hardin, M., Ort, S. I., &
Cohen, D. J. (1988). The relationship between obsessive-compulsive
disorder and Tourette’s syndrome: A twin study. Psychopharmacol-
ogy Bulletin, 24, 375–379.

Wilens, T., Pelham, W., Stein, M., Conners, C. K., Abikoff, H.,
Atkins, M., et al. (2003). ADHD treatment with once-daily OROS
methylphenidate: Interim 12-month results from a long-term open-
label study. Journal of the American Academy of Child and Adoles-
cent Psychiatry, 42, 424–433.

Wilquet, V., & De Strooper, B. (2004). Amyloid-beta precursor protein
processing in neurodegeneration. Current Opinion in Neurobiology,
14, 582–588.

Wolf, S. S., Jones, D. W., Knable, M. B., Gorey, J. G., Lee, K. S., Hyde,
T. M., et al. (1996). Tourette syndrome: Prediction of phenotypic
variation in monozygotic twins by caudate nucleus D2 receptor bind-
ing. Science, 273, 1225–1227.

Wong, D. F., Singer, H. S., Brandt, J., Shaya, E., Chen, C., Brown, J., et al.
(1997). D2-like dopamine receptor density in Tourette syndrome
measured by PET. Journal of Nuclear Medicine, 38, 1243–1247.

Xu, C., Ozbay, F., Wigg, K., Shulman, R., Tahir, E., Yazgan, Y., et al.
(2003). Evaluation of the genes for the adrenergic receptors alpha 2A
and alpha 1C and Gilles de la Tourette syndrome. American Journal
of Medical Genetics, 119B, 54–59.

Yeates, K. O., & Bornstein, R. A. (1994). Attention deficit disorder and
neuropsychological functioning in children with Tourette’s syn-
drome. Neuropsychology, 8, 65–74.

Zhang, H., Leckman, J. F., Pauls, D. L., Tsai, C. P., Kidd, K. K., Campos,
M. R., et al. (2002). Genomewide scan of hoarding in sib pairs in
which both sibs have Gilles de la Tourette syndrome. American Jour-
nal of Human Genetics, 70, 896–904.



470

CHAPTER 12

Social Anxiety and Emotion Regulation: A Model
for Developmental Psychopathology Perspectives
on Anxiety Disorders

ERIN B. MCCLURE and DANIEL S. PINE

DEFINITION OF TERMS 471
CLASSIFICATION OF CHILDHOOD

ANXIETY DISORDERS 472
HISTORICAL PERSPECTIVE 476
SOCIAL ANXIETY 479
Normal Social Anxiety across Development 479
Social Anxiety and Coping Skills 482
Clinical-Range Social Anxiety: Social Phobia 482
Pathways to Social Phobia: Risk and Protective Factors 484
ANXIETY FROM A NEUROSCIENCE PERSPECTIVE 487
Fear Conditioning 487

Translational Research and Anxiety: Going beyond
Fear Conditioning 489

Anxiety and Information Processing 491
INFORMATION PROCESSING, SOCIAL ANXIETY

DISORDER, AND COGNITIVE NEUROSCIENCE 492
CONCLUSIONS AND RECOMMENDATIONS FOR

FUTURE WORK 495
REFERENCES 496

Anxiety disorders, though widely prevalent throughout de-
velopment, have been relatively understudied until the past
few decades. Although they are commonly perceived as
less severe than other forms of psychopathology, recent re-
search has shown that anxiety disorders are associated
with a variety of adverse outcomes, including school
dropout, development of other psychiatric disorders such as
Major Depression, and suicide (Katzelnick et al., 2001;
Pine, Cohen, Gurley, Brook, & Ma, 1998; Stein & Kean,
2000). Recent research demonstrates that the majority of
adults who suffer from a mood or anxiety disorder will
have developed the initial signs of their illness during
childhood or adolescence, manifest as an anxiety disorder
(Costello et al., 2002; Pine, Cohen, Cohen, & Brook, 1999;
Pine, Cohen, & Brook, 2001; Pine et al., 1998). Anxiety
disorders also exact a large financial toll on society; they
are associated with sharply elevated medical costs and uti-

Section on Development and Affective Neuroscience, Mood and
Anxiety Disorders Program, National Institute of Mental
Health, National Institutes of Health, Department of Health and
Human Services.

lization rates (Hunkeler, Spector, Fireman, Rice, & Weis-
ner, 2003; Martin & Leslie, 2003), as well as decreased
productivity at work (Dewa & Lin, 2000; Kessler & Frank,
1997). Finally, anxiety disorders are severely distressing
and impairing for children (R. G. Klein & Pine, 2002; Lan-
gley, Bergman, McCracken, & Piacentini, 2004). Under-
standing how anxiety disorders emerge and evolve across
the course of development, as well as how these disorders
relate to normal manifestations of anxiety, is thus of criti-
cal importance.

For the current review of the literature on childhood
anxiety disorders, we draw from a developmental psycho-
pathology perspective that emphasizes several core tenets
(Cicchetti & Cohen, 1995). Central among these is the as-
sumption that multiple factors interact in a dynamic, trans-
actional fashion to affect how a disorder emerges. Not only
may a given etiological factor produce any of several dif-
ferent effects depending on the system or context in which
it operates (principle of multifinality), but a wide range of
factors may lead to similar outcomes (principle of equifi-
nality). Thus, the appearance of an anxiety disorder at a
given point in development depends on the evolving inter-
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play among vulnerabilities and protective factors for a par-
ticular child.

The developmental psychopathology perspective also
assumes that normal and deviant development must be stud-
ied in concert. This assumption is predicated on the idea
that an accurate understanding of dysfunction necessitates
a comparable understanding of normal or successfully
adaptive developmental paths. Anxiety, for instance, is an
integral part of human existence throughout the life span;
only under some circumstances does it manifest in a dys-
functional way. It is therefore critical to describe norma-
tive experiences of anxiety if pathological manifestations
are to be identified and studied.

An additional core tenet of the developmental psycho-
pathology perspective informing this chapter is that the
role of development must be considered in the emergence of
a disorder. Symptoms vary in their meaning and import at
different points in development. Fear of separation from a
parent, for instance, is normative in a toddler but poten-
tially pathological in an older child.

This review of recent perspectives on childhood anxi-
ety disorders is divided into three sections. First, we de-
fine relevant terms and review available literature on
classification of childhood anxiety disorders. Specifi-
cally, we examine data regarding commonalities and dif-
ferences among the anxiety disorders as they present in
juveniles and in adults. In the second section, we review in
more detail the data on one childhood anxiety disorder:
Social Phobia or Social Anxiety Disorder. Available data
on longitudinal outcome, family history, and treatment
suggest clear distinctions among the anxiety disorders,
with Social Anxiety Disorder, Posttraumatic Stress Disor-
der (PTSD), and Obsessive-Compulsive Disorder (OCD)
showing discrete profiles. Full examination of each of
these disorders, however, is beyond the scope of this chap-
ter. We focus specifically on Social Anxiety Disorder due
to the fact that research on this disorder has increased
recently from clinical psychopathology, cognitive neuro-
science, and developmental psychology perspectives. So-
cial Anxiety Disorder therefore provides an excellent
model for integrating these viewpoints, especially insofar
as they have each grappled with the constructs of emotion
and emotion regulation. Third, we summarize recent ad-
vances in basic neuroscience that relate to Social Anxiety
Disorder and emotion regulation. Much like research in
developmental psychology and psychopathology, these ad-
vances in neuroscience suggest that fear states might be
best conceptualized as a family of distinct but related en-
tities. Evidence regarding both shared and discrete as-
pects of various fear states is reviewed.

DEFINITION OF TERMS

Our aim is to integrate recent insights from several related
but diverse fields, including developmental psychology,
psychiatry, cognitive neuroscience, and epidemiology,
under the rubric of developmental psychopathology. Such
an integrative effort is destined to fail before it begins un-
less a common terminology is established that bridges all of
the disciplines of interest. Hence, we begin by clarifying
terms. We recognize that building a common lexicon re-
quires simplifying key concepts in ways that may obscure
nuances recognized in one field or another. However, in the
interest of uniting multiple disciplines, we consider it more
important to establish a common core language than to elu-
cidate subtle differences.

We use the term emotion to refer to a brain state associ-
ated with a reward or a punishment. Changes in such brain
states necessarily are reflected both in measures of neuro-
physiology and in measures of information processing; they
can be, but do not have to be, reflected in measures of sub-
jectively reported experience. As a result, we use emotion
to apply to reward- or punishment-linked brain states and
associated patterns of physiological response or informa-
tion processing. We do not use the term to describe subjec-
tive experience. The term reward refers to any stimulus
that an animal or a human will extend effort to procure,
whereas the term punishment refers to any stimulus that an
animal or human will extend effort to avoid (Rolls, 1999).

Consistent with Damasio (2001; Damasio et al., 2000),
we use the terms feeling and emotion to refer to different
constructs. We restrict our use feeling to the subjectively
experienced, reliably describable state associated with the
occurrence of an emotion. Changes in feelings represent
core aspects of psychiatric disorders as they are currently
conceptualized in the standard nosology of the Diagnostic
and Statistical Manual of Mental Disorders (DSM). Many
diagnostic criteria rest on subjectively reported changes in
emotional states or behaviors; very few rely on objective
measures of behavior; none rely on direct measures of
changes in brain states.

This focus on feelings in current understandings of most
psychiatric diagnoses makes it difficult to conduct transla-
tional work that integrates research across human and non-
human species in an effort to better understand mental
disorders. In particular, subjectively experienced states are
central to our definition of feeling. Yet, the degree to
which various nonhuman organisms experience feelings is
unclear, even though there is striking continuity among
many mammalian species in terms of experienced emotion
(Davis & Whalen, 2001; LeDoux, 1994, 1998, 2000).
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Therefore, truly translational studies must grapple with the
interface between feelings and emotions, an interface that
remains imprecisely specified across species.

In addition to distinguishing between emotions and feel-
ings, we consider fear and anxiety to represent different
constructs. The term fear refers to both the emotion and the
feeling state that humans experience when they directly en-
counter stimuli that they perceive as threatening or as capa-
ble of producing harm and that elicit avoidance. Like fear,
the term anxiety applies to both an emotion and a feeling
state experienced by humans. The two constructs involve
similar changes in behavior, cognition, and physiology but
unlike fear, anxiety occurs in the absence of overt threat or
punishment. As defined, anxiety does not necessarily con-
note a pathological state. We discuss the distinction be-
tween normal and pathological anxiety states when we
review childhood anxiety disorders and their classification.

The current chapter discusses anxiety in the context of
research on emotion regulation, a construct that requires
precise and careful definition. The term emotion regulation
has been used to describe diverse clinical and psychological
phenomena. Consistent with Thompson (1994, pp. 27–28),
we adopt a narrow definition, restricting our use of the
term to describe “processes responsible for monitoring,
evaluating, and modifying emotional reactions . . . to ac-
complish one’s goals.” Given our emphasis on the distinc-
tion between emotions and feelings, perhaps a parallel
focus on feeling regulation is warranted. For the sake of
simplicity, our use of emotion regulation encompasses both
processes that regulate emotions and processes that regu-
late feelings, as the two are inextricably linked.

When applied to research on anxiety, this narrow defini-
tion of emotion regulation inherently encompasses two re-
lated constructs. The first consists of the stimuli and
circumstances that can elicit fear and/or anxiety. The sec-
ond consists of the behavioral, cognitive, and neural
processes that are engaged in the service of monitoring,
evaluating, and modifying the emotional reaction of fear or
anxiety that a stimulus elicits. In many areas of develop-
mental psychopathology, mental disorders have been con-
ceptualized as disorders of emotion regulation. Using our
definitions, this view would suggest that pathology lies less
in the circumstances that elicit emotion or the magnitude
of an initial emotional reaction and more in the degree to
which processes can be engaged to regulate this reaction
once it emerges.

Davidson (1998) provides a complementary view to this
perspective on emotion regulation with a model that em-
phasizes “affective chronometry,” or the temporal dynam-
ics involved in the processing of emotionally evocative

stimuli. In particular, he distinguishes between processes
engaged as an affective reaction rises to its peak and
processes engaged as the reaction subsides. According to
this perspective, it may be arbitrary to make conceptual
distinctions between emotional reactions and emotional
regulation. Instead, these two constructs may represent
temporally distinct phases in an individual’s response to an
emotional stimulus. Different forms of pathology, David-
son suggests, may thus relate to different patterns of dis-
ruption in the temporal sequence of emotional responding.
Whereas some disorders may relate to perturbations that
occur early in the course of a response, others may relate to
perturbations that are evident later, during the processing
of emotional stimuli.

Different theoretical perspectives provide various hy-
potheses linking abnormalities in either emotional reac-
tions or emotion regulation, as they are measured in the
laboratory, to developmental psychopathologies. As of this
writing, these remain novel, but largely untested, hypothe-
ses. This caveat applies, in particular, to current research
on anxiety disorders.

CLASSIFICATION OF CHILDHOOD
ANXIETY DISORDERS

The fourth edition of the DSM (DSM-IV; American Psy-
chiatric Association, 1994) recognizes nine distinct anxi-
ety disorders: Separation Anxiety Disorder (SAD), Social
Phobia, Generalized Anxiety Disorder (GAD), Specific
Phobia, PTSD, Acute Stress Disorder, Panic Disorder, and
OCD. These anxiety disorders, with the exception of SAD,
are all diagnosed using similar criteria for children, adoles-
cents, and adults. By definition, SAD must begin before
adulthood according to DSM-IV. In addition, fewer symp-
toms must be evident in juveniles than in adults to meet
criteria for GAD. The strong parallels in diagnostic crite-
ria for individuals at different developmental stages in
DSM-IV represent a change from earlier versions of the
DSM. This change reflects the DSM-IV nosological conven-
tion of using identical diagnostic criteria across develop-
ment unless there are strong data that support using an
alternative scheme.

For each of the nine anxiety disorders, as with virtually
all other mental conditions in DSM-IV, individuals must ex-
hibit a specific set of symptoms and show signs of either
impairment or “significant distress.” The latter require-
ment has been called the “impairment /distress” criterion.
Beginning with revisions in DSM-III in 1980 (American
Psychiatric Association, 1980), recent conceptualizations
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of mental illnesses have increasingly emphasized such im-
pairment or distress criteria to differentiate normal fluctu-
ations in psychiatric symptoms from categorically distinct
disorders. At the conceptual level, the impairment /distress
criteria facilitate relatively clear distinctions between nor-
mal and abnormal levels of symptomatology. However, in
practice, it is easier to distinguish normal from abnormal
levels of symptoms in some conditions than in others. For
example, some conditions, such as pervasive developmental
disorders and psychosis, typically present with intense or
severe symptoms, such as frank delusions, that are rarely
seen as normal in any context. Such conditions are also usu-
ally associated with marked impairment. Distinguishing
these conditions from normality is therefore relatively
easy. In contrast, distinguishing normal but slightly ele-
vated levels of anxiety from an anxiety disorder can be dif-
ficult, particularly in the absence of specific functional
impairment criteria (Beidel, Silverman, & Hammond-
Laurence, 1996). This difficulty is compounded by the fact
that diagnostic decisions in anxiety disorders must often be
made against the background of normative developmental
changes in behavior. For example, marked distress associ-
ated with separation from a parent might be considered
normal in a preschooler but abnormal in a child only a
few years older. The developmental psychopathology per-
spective’s emphasis on considering normal and deviant
processes in conjunction is thus particularly appropriate to
the study of anxiety disorders.

The subtlety of the distress/impairment threshold for
anxiety disorders complicates not only the identification of
pathology in individuals, but also the determination of
population-level prevalence rates. Studies that set different
impairment thresholds tend to find dramatically different
prevalence rates for anxiety disorders. In contrast, the
threshold for impairment has a much smaller influence on
rates for other psychiatric conditions, such as depression
and Conduct Disorder (Costello, Mustillo, Erkanli, Keeler,
& Angold, 2003; Shaffer et al., 1996).

The challenges associated with differentiating normal
from abnormal anxiety illustrate a basic problem with cur-
rent methods for diagnosing mental disorders. Namely,
identification and categorization of most psychopathology
depends exclusively on clinical evaluation. Alternative,
more objective approaches, such as assessments of physiol-
ogy, genetics, or brain function, are used only for the diag-
nosis of mental disorders that result from underlying
nonpsychiatric medical illnesses. In light of this limited
method of diagnosis, current definitions of most mental
disorders must be regarded as preliminary. As knowledge
of pathophysiology advances, the criteria we use to distin-

guish health from disease and normal from abnormal anxi-
ety may change. Moreover, some psychiatric conditions, in-
cluding certain anxiety disorders, may eventually be
recognized as extremes on continua with normality, just as
some forms of hypertension are thought to represent the ex-
treme end of the blood pressure continuum. In contrast,
other psychiatric conditions such as the psychoses, may
come to be recognized as categorically distinct from nor-
mality, just as a fractured bone differs categorically from a
healthy bone.

The nine anxiety disorders in DSM-IV are broadly re-
lated, in that anxiety symptoms of some sort constitute
their central features. However, they do not form a neatly
unified group. In general, five sets of standards have been
used to distinguish among the anxiety disorders, although
relatively few data are available that use these criteria to
validate specific anxiety disorders in children and adoles-
cents. First, DSM-IV defines these conditions as distinct by
setting forth different sets of diagnostic criteria for each
disorder. These criterion sets identify symptoms that most
frequently cluster in patients with one or another condition.
Second, the specific longitudinal trajectory and associated
pattern of comorbidity for each anxiety disorder mark the
individual conditions as distinct. Third, studies delineate
unique patterns of aggregation within families for different
anxiety disorders and associated conditions. Fourth, dis-
tinct anxiety disorders have been associated with specific
risk factors or perturbations in biological systems reflec-
tive of underlying pathophysiology. Finally, for some adult
anxiety disorders, treatment studies identify unique re-
sponse patterns to psychotherapeutic or psychopharmaco-
logic interventions. Table 12.1 summarizes some of the key
factors from this perspective that distinguish among the
anxiety disorders.

Within the pediatric anxiety disorders, probably the
strongest evidence for specificity derives from studies of
OCD, which is characterized by recurrent, time-consum-
ing, and impairing compulsions and/or obsessions. With
respect to longitudinal trajectory and associated comorbid-
ity, OCD exhibits relatively strong cross-sectional and lon-
gitudinal associations with disorders of impulse control,
including tic disorders and Attention-Deficit /Hyperactiv-
ity Disorder (ADHD; Grados et al., 2001; Peterson, Pine,
Cohen, & Brook, 2001). Similarly, OCD that occurs early
in development predicts an increased risk for OCD either
later in adolescence or during adulthood (Peterson et al.,
2001). Family-genetic studies show similar patterns of co-
aggregation, with associations among OCD, tics, and
ADHD emerging frequently within families (Pauls, Also-
brook, Goodman, Rasmussen, & Leckman, 1995; Pauls,
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TABLE 12.1 Distinctions among the Anxiety Disorders

Social Anxiety Separation Anxiety 
OCDa PTSDb Disorder Disorder/(Panic) GADc

Symptoms Obsessions and/or
compulsions

Reexperiencing, arousal,
and avoidance associated
with trauma

Anxiety in social or
performance situations

Anxiety regarding
separation from
attachment figures

Persistent anxiety and
worry across multiple
areas

Course/
comorbidity

Associated with
ADHDd and tic
disorders

Associated with a wide
range of disorders (MDD,e

disruptive behavior
disorders, etc.)

Relatively restricted
comorbidity and risk
profile

Associated with Panic
Disorder

Associated with MDDe

and a range of anxiety
disorders

Familiality Associated with
ADHDd and tic
disorders

Associated with a wide
range of disorders (MDD,e

disruptive behavior
disorders, etc.)

Relatively restricted
comorbidity and risk
profile

Associated with Panic
Disorder and MDDe

Associated with MDDe

Biology Basal ganglia
dysfunction

Treatment SSRIg SSRIg MAOI,h SSRIg TCA,i SSRI,g MAOIh

Notes: aObsessive-Compulsive Disorder, b Posttraumatic Stress Disorder, c Generalized Anxiety Disorder, d Attention-Deficit /Hyperactivity Disor-
der, e Major Depressive Disorder, f hypothalamic-pituitary-adrenal, g selective serotonin reuptake inhibitor, h monamine oxidase inhibitor, i tricyclic
antidepressant.

HPAf axis dysfunction Possible amygdala dysfunc-
tion in the context of
socially threatening stimuli

Respiratory dysfunction ?

TCA,i SSRI,g MAOIh

Leckman, Towbin, Zahner, & Cohen, 1986; Peterson et al.,
2001). Such patterns of comorbidity are thought to reflect
dysfunction in a common neural circuit encompassing the
prefrontal cortex, striatum, and thalamus, forming so-
called cortico-striato-thalamo-cortical (CSTC) loops. In
some cases, the associations among OCD, tics, and ADHD
have been related to streptococcal infection (Swedo et al.,
1998), which is thought to disrupt functional aspects of
CSTC circuitry. In general, these findings on comorbidity
patterns, familial aggregation, and pathophysiology are
specific to OCD and related conditions, distinguishing
them from other anxiety disorders.

Although the evidence of specificity is not as strong as
in OCD, relatively consistent findings also differentiate
PTSD and Acute Stress Disorder (ASD) from other anxiety
disorders. First, both conditions are unique in the DSM, in
that a specific causal factor, in the form of a frightening
event or stressor, is explicitly tied to the onset of both dis-
orders. The pattern of associated symptoms and comor-
bidities is also distinctive in PTSD, in that they are highly
influenced by the context of the stressor. For example,
PTSD can develop following an isolated traumatic event
that occurs against a background of relatively low stress, or
it may develop following a prolonged period of multiple
stressors and traumas. Not only are these conditions asso-
ciated with high levels of anxiety, arousal, and avoidance,
but they also typically involve reexperiencing and dissocia-
tion symptoms that are not associated with other anxiety
disorders. This has led to some debate as to whether the

conditions might be better conceptualized as dissociative
disorders, mood disorders, or in their own category as
stress-related disorders (Brett, 1997; G. M. Sullivan &
Gorman, 2002).

Patterns of comorbidity also tend to differ between trau-
matized children, who often exhibit signs of dysfunction in
multiple domains, and children with other anxiety disor-
ders, whose dysfunction is relatively circumscribed. Not
only do traumatized children show symptoms of PTSD or
ASD, but they also frequently exhibit symptoms of DSM-IV
behavior disorders and mood disorders (Ackerman, New-
ton, McPherson, Jones, & Dykman, 1998).

Relatively few studies examine longitudinal outcomes
or familial aggregation in childhood PTSD. Nevertheless,
some data do demonstrate associations between PTSD in
children and signs of stress-related psychopathology in
their parents (Yehuda, Halligan, & Bierer, 2001; Yehuda,
Halligan, & Grossman, 2001). Similarly, relatively few
studies differentiate aspects of risk or pathophysiology
associated with PTSD from those found in other anxiety
states that arise following trauma. Nevertheless,
particularly in adults, evidence suggests that PTSD is
characterized by a specific pattern of dysfunction in the
hypothalamic-pituitary-adrenal axis and associated neu-
ral structures, including the hippocampus and amygdala
(Bremner, Narayan, et al., 1999; Bremner, Staib, et al.,
1999; Yehuda, 2001, 2002). In general, data distinguish-
ing childhood PTSD from other childhood conditions
have been weaker than those in adult PTSD, though some
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findings are consistent in children and adults (Pine,
2003). Finally, optimal psychotherapeutic treatment of
PTSD also differs from that for other anxiety disorders,
in that it often involves a heavy focus on traumatic events
(J. A. Cohen, 2003).

Investigators have adopted conflicting conceptualiza-
tions of SAD during the past few decades. For many years,
this condition has been viewed as strongly related to Panic
Disorder. Panic Disorder is characterized by sudden, unex-
pected paroxysms of extreme anxiety or terror. Although
panic attacks can occur at any point during the life span,
the onset of spontaneous, recurrent panic attacks rarely oc-
curs before adolescence. In severe cases, the disorder typi-
cally follows a developmental course in which isolated,
spontaneous panic attacks begin during adolescence and
are followed later in life by multiple, recurrent panic at-
tacks that meet criteria for Panic Disorder (R. G. Klein &
Pine, 2002; Pine, 1999; Pine et al., 1998). Agoraphobia, or
anxiety about being in places or circumstances from which
escape would be difficult or embarrassing in the case of a
panic attack, is a common ensuing complication. The con-
ceptualization of SAD as related to Panic Disorder derives
largely from clinical data in adults with Panic Disorder,
who report high rates of SAD during childhood (Bandelow
et al., 2001; Silove et al., 1995). Such data are vulnerable to
various types of biases, including referral biases and retro-
spective distortions. In general, data from family and lon-
gitudinal studies provide some support for the view that
SAD relates to Panic Disorder; however, the data are not es-
pecially compelling (R. G. Klein & Pine, 2002; Pine, 1999;
Pine et al., 1998). Much more supportive findings have
emerged, however, in studies of respiratory function, where
both panic attacks and SAD have been linked to similar
perturbations in respiration (Goodwin & Pine, 2002; John-
son et al., 2000; Pine, Klein, et al., 2000). An alternative
conceptualization of SAD identifies the disorder as a non-
specific response to various forms of distress. Consistent
with this perspective, high rates of SAD are found in off-
spring of parents with Major Depression (Biederman,
Faraone, et al., 2001), in individuals who have experienced
traumatic stress (Goenjian et al., 1995; Pine & Cohen,
2002), and even in the context of streptococcal infection
(Swedo et al., 1998).

Finally, Generalized Anxiety Disorder is characterized
by a recurrent pattern of worries and anxiety about a range
of topics. Although comorbidity is high for all pediatric
anxiety disorders, GAD virtually always presents with an-
other concurrent anxiety disorder (R. G. Klein & Pine,
2002; Research Unit on Pediatric Psychopharmacology
[RUPP], 2001). This has led to considerable debate about

the validity of the diagnosis, with some contending that
GAD represents a complicating factor in other anxiety dis-
orders rather than an independent disorder (R. G. Klein &
Pine, 2002).

The diagnosis of GAD changed with the revision to
DSM-IV. Prior to this revision, children who presented with
a pattern of recurrent worries were diagnosed with Over-
anxious Disorder and adults with similar symptoms were
diagnosed with GAD. However, with the publication of
DSM-IV, the GAD diagnosis subsumed Overanxious Disor-
der so that age could be eliminated as a defining diagnostic
criterion (Shaffer, 1996). Some debate continues concern-
ing the advisability of this change, reflecting the fact that
relatively weak data are available to support either posi-
tion. Perhaps the way GAD differs most from other anxiety
disorders is in the strength of its relationship with Major
Depressive Disorder (MDD). Most anxiety disorders, in-
cluding OCD, PTSD, and Panic Disorder, show strong asso-
ciations with MDD. However, in children as well as adults,
GAD is particularly tightly linked with MDD. Evidence for
this close relationship emerges both in family genetic re-
search (Breslau, Davis, & Prabucki, 1987; Kendler, 2001;
Silberg, Rutter, & Eaves, 2001) and in longitudinal studies
(Pine et al., 1998).

Taken together, evidence identifying unique patterns of
symptoms and familial aggregation patterns, as well as
markers of neurophysiological dysfunction, supports the
view that anxiety disorders can be defined as a family of
related but distinct conditions. However, for some disor-
ders, the evidence of commonalities is almost as strong as
the evidence of specificity. For example, common to virtu-
ally all of the anxiety disorders is a persistent tendency to
experience any of a wide range of anxious symptoms,
which can be somatic (e.g., racing heart, sweating, nausea,
trembling), cognitive (e.g., worry, fear), or behavioral (e.g.,
avoidance, tearfulness). These symptoms may occur dis-
cretely or in clusters; when four or more somatic or cogni-
tive symptoms suddenly co-occur and rapidly peak in the
context of intense fear, they constitute a panic attack. As
noted earlier, in individuals with Panic Disorder, panic
attacks occur spontaneously and without apparent provoca-
tion, sometimes leading to agoraphobia, or a fear of experi-
encing panic symptoms or attacks in a public setting.
However, individuals with other anxiety disorders also ex-
perience panic attacks, which are cued by specific feared
stressors. For example, individuals with Social Anxiety
Disorder may experience panic when confronted with par-
ticular social cues. Children with SAD may experience
panic when leaving for school in the morning. Worry also
represents a core feature of most anxiety states. In GAD,
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worry and excessive anxiety develop about a variety of
events or circumstances. Objects of worry may also be cir-
cumscribed objects or situations, as in Specific Phobia,
SAD, or Social Phobia. Symptom patterns vary relatively
little across the phobias and GAD; consequently, these dis-
orders are differentiated primarily on the basis of the envi-
ronmental cues that precipitate anxious reactions.

The present chapter focuses on one type of anxiety dis-
order, Social Phobia, which has also been termed Social
Anxiety Disorder. The recent shift from the term Social
Phobia to the term Social Anxiety Disorder is based on ev-
idence that Social Anxiety Disorder differs dramatically
from specific phobias in several ways. These differences
are apparent on measures of impairment, treatment-seek-
ing behavior, longitudinal outcome, and familial aggrega-
tion (Fyer, 1998; Fyer, Mannuzza, Chapman, Martin, &
Klein, 1995; Pine et al., 1998). Unlike the various forms of
Specific Phobia, which are each associated with low rates
of impairment and high rates of familial aggregation, So-
cial Anxiety Disorder is associated with relatively high
rates of impairment (Fyer, 1998). Moreover, familial ag-
gregation data suggest that Social Anxiety Disorder should
not be considered a subcategory of the larger family of pho-
bias (Fyer et al., 1995).

In individuals with Social Anxiety Disorder, anticipa-
tion of embarrassment in social or performance situations
is the primary trigger for anxiety symptoms. DSM-IV rec-
ognizes two forms of Social Anxiety Disorder: One form is
narrow and specific and is characterized by an isolated
fear of public speaking; the other is more generalized and
is characterized by high levels of anxiety in a range of so-
cial situations. Virtually all studies examining commonali-
ties and differences between the specific and generalized
forms of Social Anxiety Disorder have focused on adults
(Fyer, 1993; Kendler, 2001; Mannuzza et al., 1995;
Schneier, Spitzer, Gibbon, Fyer, & Liebowitz, 1991). This
body of research provides emergent support for DSM-IV’s
assertion that the two types of Social Anxiety Disorder are
distinct. Specifically, the generalized type of Social Anxi-
ety Disorder is associated with more impairment and more
extensive comorbidity than is the specific type (R. G.
Klein & Pine, 2002; Schneier et al., 1991). This pattern of
findings has led to a greater focus in therapeutic and devel-
opmental studies on the generalized type.

Prior to DSM-IV, children with severe avoidance of so-
cial situations could be diagnosed with Avoidant Disorder
of Childhood instead of Social Phobia. In the revisions
leading to the publication of DSM-IV, Social Anxiety Disor-
der subsumed Avoidant Disorder of Childhood, just as GAD
subsumed Overanxious Disorder of Childhood. This change

reflected the fact that the distinction between Avoidant
Disorder and Social Phobia appeared relatively arbitrary in
clinical practice and epidemiological settings. Not only did
this change eliminate age as a diagnostic criterion, but it
also decreased redundancy among diagnoses, given that
Avoidant Disorder appeared to be a rare condition that
overlapped considerably with Social Anxiety Disorder.

Selective mutism, a condition characterized by a consis-
tent failure to speak in social situations, also shows some
overlap with Social Anxiety Disorder. Although anxiety
symptoms are not among the diagnostic criteria for selec-
tive mutism, a large proportion of children with selective
mutism endorse marked social anxiety (Bergman, Piacen-
tini, & McCracken, 2002), and a substantial number also
meet criteria for Social Anxiety Disorder (R. G. Klein &
Pine, 2002). Though some controversy remains, current
consensus suggests that at least some subgroups of children
with selective mutism are likely to suffer from a condition
with a strong pathophysiologic resemblance to Social Anx-
iety Disorder (R. G. Klein & Pine, 2002).

In general, data differentiating Social Anxiety Disorder
from other anxiety disorders and related conditions are rel-
atively strong. We review these data in detail. Briefly
stated, however, the available evidence suggests that the
disorder can be differentiated from other anxiety states on
the basis of symptoms, longitudinal outcome, familial ag-
gregation, and pathophysiology. In fact, the data on speci-
ficity in childhood Social Anxiety Disorder are as strong as
or stronger than those for any other anxiety disorder except
OCD. A focus on Social Anxiety Disorder is also warranted
in light of recent findings in developmental psychology and
cognitive neuroscience research. These findings provide
novel insights concerning behavioral, cognitive, and neural
aspects of social relationships, particularly where such re-
lationships involve perturbations in emotion. This natural
intersection offers an unusual opportunity to bridge recent
research on clinical psychopathology, which focuses on so-
cial anxiety per se, and recent research on broader aspects
of social relationships and emotion regulation.

HISTORICAL PERSPECTIVE

If the published record is an accurate indication, anxiety
among children and adolescents has been of limited inter-
est to clinicians and researchers throughout much of his-
tory. In their carefully researched historical overview of
youth anxiety, Treffers and Silverman (2001) found few
published references to anxiety in children before the early
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nineteenth century. Indeed, between the fourth century
B.C., when Hippocrates (460–370 B.C./1886) cited “fears”
as one of the illnesses of infants, and the past 200 years, the
literature on youth anxiety is remarkably sparse.

When pediatric anxiety was addressed in early medical
writings, specific fears and nightmares were frequently the
focus. Several medieval and Renaissance medical pam-
phlets suggested cures for these problems, which were
thought to stem from imbalanced humors or digestive up-
sets. The English physician Robert Pemell (1653/2000), for
instance, recommended keeping the child on a “moderate
diet” and administering laxatives to “ take away the corrupt
humours in the stomach.” Others, such as Marcin of Urze-
dow, a Polish herbalist, suggested dill as an effective treat-
ment for nightmares (Knab, 1995).

Historical considerations of anxiety in children, as well
as in adults, reflect the tension inherent in current concep-
tualizations between a focus on specific anxiety symptoms
and broad categories of anxiety states. Writings over the
past centuries recognize anxiety surrounding social inter-
actions as one specific form of anxiety state. Darwin
(1998), for example, noted cross-species parallels in the
manifestations of anxiety when encountering threatening
conspecifics. Nevertheless, the degree to which such anxi-
ety has been considered distinct from other fears remains
unclear. Social anxiety per se received little attention in
medieval medical treatises, although Treffers and Silver-
man (2001) mention a notable exception in which the Ital-
ian doctor Girolamo Mercuriale cited fear as a contributing
factor to children’s stammering in his tract “De Morbis
Puerorum.” Social anxiety, like separation anxiety, was in-
stead more commonly discussed in educational materials.
Some of the earliest specific references to childhood anxi-
ety about social interaction, for example, appeared in ad-
vice and etiquette manuals or “books of nurture” during
the Middle Ages, which contained instructive aphorisms
and verses on a wide range of problems, including timidity
or shyness and school refusal (Wardle, 1991).

By the mid-nineteenth century, discussions of social
anxiety began to appear in the medical literature (Pelissolo
& Lepine, 1995), with an initial focus on phobic fears of
blushing, or erythrophobia. Although these reports typi-
cally centered on adult patients, it was not unusual for their
symptoms to date back to adolescence. In one of the earli-
est case studies, the German physician Johann Ludwig
Casper (1846) described a 21-year-old medical student
who had suffered from a severe fear of blushing since the
age of 13. Tormented by this phobia, which left him unable
to bear even the company of his best friend, he became in-
creasingly depressed and ultimately committed suicide.

Pitres and Régis (1897) described two adult brothers
whose fears of blushing could be traced back to puberty.

A number of comparable cases were reported around the
turn of the twentieth century, and increasingly, they were
grouped with cases of more broadly conceptualized social
anxiety (Pitres & Régis, 1897). In his taxonomy of pho-
bias, Pierre Janet (1903, p. 210) classified erythrophobia
among the “phobies sociales” or “phobies de la société,” a
specialized type of situational phobia that also included
such diverse and specific problems as phobias about mar-
riage, teaching schoolchildren, and supervising a domestic
staff. The French psychiatrist Paul Hartenberg (1901,
p. 201) similarly grouped erythrophobia with “maladies de
la timidité,” or disorders of shyness. For Hartenberg, such
disorders stemmed from a combination of fear, particu-
larly fear of humiliation or of being perceived as inferior,
and shame. As Fairbrother (2002) has noted, Hartenberg’s
conceptualization of socially oriented anxiety was remark-
ably similar to the DSM-IV definition of Social Phobia,
particularly in its emphasis on fear of negative evaluation
as a cardinal symptom. Hartenberg was also one of the few
clinicians of his time to discuss social anxiety as a problem
that affected children as well as adults. However, he be-
lieved that until puberty, children were unlikely to per-
ceive their shyness or timidity as a problem that needed to
be addressed.

Although the phenomenology of Social Phobia was
well-documented during the late nineteenth century, cli-
nicians struggled to understand the disorder’s etiology. In
Casper’s (1846, p. 286) case study, for instance, he ex-
pressed bafflement about what had caused his patient’s
distress, musing at one point about whether it could have
been a “punishment from God” or a “consequence of orig-
inal sin.” Patients themselves attributed their social anxi-
eties to a variety of causes during the second half of the
century. In his list of patients’ explanations for their
social fears, Hartenberg (1901, pp. 134–135) included
“anemia,” “lack of air,” “my state of nervous weakness,”
“modesty,” “fear of ridicule,” “my detestable education,”
“lack of money,” and “awkwardness.”

As case observations accumulated, clinicians began to
piece together more plausible hypotheses about etiology,
and by the turn of the century, ascendant theories closely
resembled those that are currently favored. Several clini-
cians, including Hartenberg (1901) and the Swiss psycholo-
gist Edouard Claparède (1902), noted that multiple
members of the same family often exhibited problems with
social anxiety. As a consequence, these clinicians agreed
that the disorder must have a hereditary component. Addi-
tionally, Hartenberg implicated environmental factors in
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the disorder, listing a variety of situations and social stim-
uli that tend to elicit anxiety from those who are geneti-
cally vulnerable.

There was little consensus at the turn of the twentieth
century regarding optimal treatments for pathological so-
cial anxiety. Adult case reports described a number of
treatments that practitioners implemented with varying de-
grees of success. These therapies included hypnosis, psy-
chotherapy, opium, bromides, and, for erythrophobia,
bleeding with leeches (Pitres & Régis, 1897). For children,
Hartenberg (1901) presciently suggested using strategies
that closely resembled graduated exposure to decrease
fears of speaking in class or social interaction. He also ad-
vocated structuring children’s experiences at school in
ways that would prevent social anxiety. By helping children
to be less emotional, strengthening their self-confidence,
and habituating them to interactions with strangers,
schools played an important role in steering children from
future nervous problems.

As the twentieth century progressed, psychodynamic and
strict behaviorist theories of anxiety became prominent. Al-
though they varied considerably in their interpretations of
maladaptive or neurotic anxiety, the psychodynamic theo-
rists were loosely united by two beliefs about the construct.
First, there was consensus that it stemmed from uncon-
scious, internal conflicts related to early patterns of inter-
action between an individual and his or her parents,
especially the mother (see May, 1950, for a review). Harry
Stack Sullivan (1953), the most interpersonally oriented of
the psychodynamic theorists, went so far as to assert that all
anxiety arose from early apprehension about disapproval
from significant others. Second, the vulnerability to experi-
ence neurotic anxiety was thought to be inherited. In con-
trast, behaviorists such as John Broadus Watson (1929) held
that maladaptive emotional reactions such as anxiety con-
stituted patterns of behavior that stemmed largely from
conditioning experiences. According to Watson, negative or
aversive conditioning events were especially likely to lead
to maladaptive behavior if they occurred in infancy or
childhood, because habits were typically acquired and mod-
ified during those periods.

Given the primacy of psychodynamic theory in medical
circles during much of the early twentieth century, it is not
surprising that social anxiety in youth was again addressed
largely in educational contexts (e.g., Dealy, 1923; Good-
enough, 1929; Uger, 1938). Teachers and parents were en-
couraged to help shy or timid children become more outgo-
ing and confident, and, in a few cases, psychotherapeutic
approaches were applied to increase such children’s com-
fort in social interactions (e.g., Solomon & Axelrod, 1944).

Although research interest in adult social anxiety increased
steadily during the last half of the twentieth century (e.g.,
Cheek & Buss, 1981; D. Watson & Friend, 1969), it was not
until the 1980s that social anxiety among children and ado-
lescents became a prominent focus of study (Pine, 1999).
Indeed, as recently as 1966, the typical age of onset for So-
cial Phobia was thought to be 19 years (Marks & Gelder,
1966), thus, largely precluding the need to examine the dis-
order in younger individuals.

Research that accumulated in the second half of the
twentieth century led to a gradual erosion of the view that
social anxiety or fear of conspecifics could be lumped to-
gether with the larger family of neurotic states or fears as-
sociated either with internal conflicts or with exposures to
conditioning experiences. Increasingly, specific anxiety
states were recognized as distinct conditions. Current con-
ceptualizations of anxiety disorders were largely shaped by
three major sets of research findings from the last half of
the twentieth century. One of these sets of findings emerged
largely from research in adults, a second from research in
children and adolescents, the third from research in the neu-
rosciences. We briefly review findings in clinical research
that stimulated this changing perspective; findings in basic
research are reviewed in a later section of the chapter.

Late twentieth-century developments in adult clinical
psychopharmacology greatly influenced modern conceptu-
alizations of anxiety disorders in general and Social Anxi-
ety Disorder in particular. One of the most important
advances derived from D. F. Klein’s (1964) observation
that adults with spontaneous panic attacks showed a dis-
tinctive clinical response to the tricyclic antidepressant
(TCA) imipramine. This finding led him to suggest that
unique responses to specific pharmacological agents may
characterize specific anxiety states. Although specifics of
Klein’s initial argument are still debated, his broader posi-
tion on the utility of so-called “pharmacological dissec-
tion” is widely accepted.

Large-scale pharmacological studies during the 1990s
have provided further support for the view that anxiety
states are a family of distinct but related conditions. Prob-
ably the strongest evidence of specificity comes from re-
cent clinical pharmacology research on adult Social
Anxiety Disorder and OCD. Social Anxiety Disorder, in
particular, is characterized by a positive response to
monoamine oxidase inhibitors (MAOIs) and selective
serotonin reuptake inhibitors (SSRIs), but not to TCAs
(Blanco et al., 2003; R. G. Klein & Pine, 2002; Liebowitz
et al., 1988). Similarly, OCD is characterized by a pattern
of response to serotonergic agents such as SSRIs and
clomipramine, but not to nonserotonergic TCAs or MAOIs
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(R. G. Klein & Pine, 2002; Pine, 2002b; Riddle et al.,
2001). Other anxiety states, such as Panic Disorder and
GAD, tend to respond to all three classes of medication
(R. G. Klein & Pine, 2002). These relatively robust and
consistent pharmacological findings in adults have led to
parallel genetics and pathophysiology research on the dif-
ferences, as well as the commonalities, among the anxiety
disorders. Only recently have clinical trials begun to ex-
amine specificity of pharmacological effects in children
(RUPP, 2001). To date, findings do not parallel those from
adult studies, in that specific response patterns have not
clearly been delineated for specific subtypes of childhood
anxiety disorders.

Whereas adult psychopharmacological studies have
yielded substantive evidence regarding specificity of anxi-
ety states, developmental research from an epidemiological
perspective has shed light on patterns of heterogeneity in
outcome among anxiety states. Since LaPouse and Monk’s
(1964) classic study of behavior problems in children, a
series of community-based epidemiological studies has
documented alarmingly high rates of anxiety symptoms
among children and adolescents (e.g., P. Cohen et al., 1993;
Costello et al., 2003; Pine et al., 1998). Through the first
half of the twentieth century, these symptoms were consid-
ered normal manifestations of behavior that waxed and
waned across development. However, refinements in the
standardized assessment of childhood psychopathology fa-
cilitated relatively large longitudinal studies that followed
youth into adulthood. Such longitudinal studies found that
even mild anxiety symptoms in young children and adoles-
cents robustly predicted the onset of later, relatively seri-
ous clinical disorders, including MDD, Social Anxiety
Disorder, OCD, and Panic Disorder (Costello et al., 2002;
Peterson et al., 2001; Pine, Cohen, et al., 2001; Pine et al.,
1998). However, although most adults with mood and anxi-
ety disorders had experienced childhood anxiety, the ma-
jority of anxious children did not go on to develop adult
disorders (Costello et al., 2002; Pine et al., 1998). This ob-
servation led to an increasing research emphasis on identi-
fying factors that distinguished between mildly anxious
children who would go on to develop serious mental disor-
ders as adults and those who would experience only tran-
sient problems.

SOCIAL ANXIETY

In the following sections we provide an overview of social
anxiety, both its normal and pathological manifestations,
across development. In our examination of normative social

anxiety, we focus on its evolution during several develop-
mental stages, as well as on adaptive approaches to manag-
ing social fears and concerns. We then shift our focus to
more impairing levels of social anxiety and describe both
the phenomenology of Social Anxiety Disorder and poten-
tial mechanisms underlying its development.

Normal Social Anxiety across Development

With the emerging emphasis on specificity in anxiety
states, a focus on developmental changes in individual
symptoms and symptom patterns has followed. This has
stimulated a series of studies specifically on changes in so-
cial anxiety across development. By adulthood, a large pro-
portion of people acknowledge having experienced at least
transient social anxiety on occasion, predominantly regard-
ing public speaking or performing in front of others (B. J.
Cox, McWilliams, Clara, & Stein, 2003; Kessler, Stein, &
Berglund, 1998). In a large telephone survey, 61% of ran-
domly selected adult participants reported experiencing
high levels of anxiety in at least one type of social situation
(Stein, Walker, & Forde, 1994). The most commonly feared
situation was public speaking, which 55% of the respon-
dents endorsed as anxiety provoking. This type of fear ap-
pears to emerge early; 50% of surveyed individuals who
endorsed anxiety about public speaking dated its onset to
early adolescence, and 90% reported that it had emerged
before they reached adulthood (Stein, Walker, & Forde,
1996). A variety of other social situations also frequently
elicit anxiety. Speaking to small groups of familiar people
was anxiety provoking for a quarter of the participants in
Stein and colleagues’ (1994) study, and large numbers of
participants endorsed anxiety when dealing with people in
authority (23.3%), attending social gatherings (14.5%),
and interacting with new people (13.7%).

A relatively small number of adults experience social
fears that are severe or chronic enough to meet criteria for
Social Phobia. Among adult participants in the National
Comorbidity Survey, 38.6% endorsed marked social fears
of any type, but only approximately 33% of this group met
criteria for lifetime history of Social Phobia (Kessler et al.,
1998). Similarly, in a study comparing shy and nonshy col-
lege students, the disorder was significantly more common
among shy individuals (18% affected) than among those
who were not shy (3% affected) but was relatively uncom-
mon in either group (Heiser, Turner, & Beidel, 2003).

Among youth, patterns of normal-range anxiety evolve
across development. In general, anxiety and fearfulness are
common among children. Among 4- to 12-year-olds, 67%
report currently experiencing worries, and 75.8% report
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current fears (Muris, Merckelbach, Gadet, & Moulaert,
2000). Over time, these symptoms appeared to decline
markedly, and other research has indicated that decreases
in normal anxiety and fear continue into adolescence (Gul-
lone, King, & Ollendick, 2001; Ollendick, King, & Frary,
1989). Anxiety specifically about social situations, how-
ever, shows a different pattern of development. As the fol-
lowing sections outline, interpersonally oriented anxiety
shifts in focus from concerns about separation to concerns
about evaluation as children pass from infancy through
childhood and into adolescence.

Infancy and Early Childhood

Among infants and very young children, social anxiety,
particularly fear of negative evaluation, is rarely reported
or observed. Instead, during this developmental period,
anxiety about separation is the predominant type of inter-
personal concern. Studies examining the trajectory of sep-
aration anxiety among children demonstrate that it
emerges around 6 to 8 months of age, peaks at around 15
months, and decreases over time (e.g., Kagan, Kearsley, &
Zelazo, 1978). F. N. Cox and Campbell (1968), for in-
stance, placed children between 13 and 47 months in a
playroom for 12 minutes, during 4 of which their mother
was absent from the room. The 13- to 15-month-old chil-
dren showed significantly greater decreases in play,
speech, and movement after their mother left the room than
did older children, which suggested that the effects of sep-
aration were greatest in the youngest children. In a replica-
tion and extension of this study, Gershaw and Schwarz
(1971) found not only that 15- to 29-month-old boys
showed decreased play behavior relative to 31- to 42-
month-old boys during maternal separation, but also that
they cried and watched the door more while their mother
was absent. Concerns about separation appear to persist
into middle childhood, but with progressively decreasing
frequency and intensity. For example, whereas 4- to 6-year-
olds in one study reported separation from their parents as
the topic that caused them the most worry, older children
were much less likely to identify separation as a prominent
source of concern (Muris et al., 2000). In fact, develop-
mental stage represents one of the main factors that distin-
guish “normal” separation anxiety from pathological
separation anxiety, or Separation Anxiety Disorder. This
condition is typically characterized as an extreme form of
normal separation anxiety that persists into the latency or
early adolescent years, when normal separation anxiety is
expected to wane.

It is not entirely clear when other types of socially ori-
ented fear and anxiety, including fear of negative evalua-

tion, initially emerge. Studies of normal variations in tem-
perament indicate that some children may be vulnerable to
these and other fears from a very early age. In a classic se-
ries of studies, Kagan and colleagues found marked indi-
vidual differences in patterns of response to both social
and nonsocial novelty in a large sample of children fol-
lowed longitudinally from early infancy to adulthood
(Kagan, 1997). At 4 months of age, approximately 20% of
the sample showed marked signs of distress when pre-
sented with novel stimuli; of these children, approximately
a fifth went on to show both consistently high levels of fear
as toddlers and a timid pattern of interaction as preschool-
ers. Among these children, whom Kagan termed “behav-
iorally inhibited,” rates of Social Phobia at age 11 years
were elevated relative to rates among uninhibited peers
(Kagan, Reznick, & Snidman, 1988). This basic pattern of
findings has been replicated in other laboratories (Fox,
Henderson, Rubin, Calkins, & Schmidt, 2001). Clearly, at
least some inhibited children show a heightened vulnerabil-
ity to social fears; however, it remains unclear whether
such concerns emerge earlier in these children than in other
subsets of youth.

Studies on the development of embarrassment among
toddlers and preschoolers in general suggest that social
fears are preceded developmentally by a sort of bashful-
ness in the face of scrutiny or attention and by the emer-
gence of shame. In an observational study of preschoolers,
Lewis and colleagues (Lewis, Stanger, Sullivan, & Barone,
1991) described the behavior of 22-month-old and 35-
month-old children in a variety of situations designed to
elicit embarrassment. Of the 22-month-olds, 52% showed
behavioral signs of embarrassment, such as smiling while
averting their gaze and touching their face or body when
they were pointed to, asked unexpectedly to dance, or com-
plimented. Such behaviors were even more common among
the 35-month-old children, 83% of whom acted in an em-
barrassed manner.

Because this type of embarrassment reflects “exposure
of the self when the individual is the object of attention
from others” rather than negative evaluation in perfor-
mance situations, Lewis and Ramsay (2002, p. 1034) refer
to it as “exposure embarrassment.” “Evaluation embarrass-
ment,” which is evident in the context of perceived failure
or negative feedback, appears to emerge later in develop-
ment, around the age of 3 years (Lewis, Alessandri, & Sul-
livan, 1992), and to be associated with elevated cortisol
(Lewis & Ramsay, 2002). This developmental progression
is thought to reflect changes during early childhood in self-
awareness and in capacity to evaluate one’s performance
against external standards (e.g., Lewis & Ramsay, 2002;
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Stipek, Gralinski, & Kopp, 1990). Further, although very
young children appear capable of experiencing both types
of embarrassment, some evidence suggests that explicit
awareness of the two distinct constructs emerges even later
in development (Crozier & Burnham, 1990).

In studies that have presented young children with hypo-
thetical scenarios about potentially embarrassing situa-
tions, other developmental trends have been evident. For
example, when 5-year-old and 8-year-old children were
read vignettes in which a person’s actions were greeted
with either a supportive or a derisive response and then
asked how they would feel if they had been the person in
the vignette, their responses varied with age (Bennett,
1989; Bennett & Gillingham, 1991). Whereas all children
reported that they would have felt embarrassed in the
face of derision, only the older children said that they
would have been embarrassed when others expressed sup-
port. The authors postulate that this difference in pattern
of response reflects cognitive differences between the
preschoolers and the older children, such that the younger
children were less aware that some situations could be in-
trinsically embarrassing, regardless of others’ reactions.
Findings from another study suggest that 5-year-old chil-
dren are also less likely than 8- or 11-year-old children to
feel embarrassment when someone else, with whom they
are associated, publicly violates a rule (Bennett, Yuill,
Banerjee, & Thomson, 1998).

It appears clear that very young children experience
emotional responses to situations that involve potential neg-
ative evaluation, even though their responses differ in sev-
eral ways from those of older children. Little research,
however, has examined preschoolers’ capacity and procliv-
ity to anticipate or worry about negative feedback from oth-
ers. Results from the few studies of normative worry among
preschoolers suggest that such concerns may be present at a
fairly young age, even if children do not articulate them.
When 5- to 6-year-old children were interviewed directly,
they reported few evaluative worries relative to older chil-
dren (Vasey, Crnic, & Carter, 1994). When preschoolers’
parents were asked about their children’s worries, however,
they reported that their 3- to 5-year-old children frequently
worried about meeting new people or entering groups of
children (Spence, Rapee, McDonald, & Ingram, 2001). Par-
ents of 4- and 5-year-old participants also reported that
their children commonly feared talking in front of a group,
and 5-year-olds, according to their parents, worried about
appearing stupid in front of others.

Regardless of the source of their social inhibition, how-
ever, a subset of preschoolers are readily identifiable by ob-
servers as excessively shy. A study of 4-year-olds found

that these highly shy children, relative to peers who show
average or low levels of shyness, are prone to experience
negative moods, pervasive worries and fears, and poor ad-
justment (Stevenson-Hinde & Glover, 1996). Further, both
tendencies toward shy behavior and their associated prob-
lems appear to persist in these children. When Stevenson-
Hinde and colleagues (Fordham & Stevenson-Hinde, 1999)
reexamined their longitudinally followed sample at the ages
of roughly 8 to 10 years, they found shy behavior to be
highly consistent over time. Additionally, shy behavior and
social adjustment difficulties, including perceived poorer
friendship quality, trait anxiety, and lower ratings of global
self-worth, were significantly related, particularly in the
older children in the sample.

Middle Childhood and Adolescence

During later childhood and adolescence, socially oriented
concerns increase (Westenberg, Drewes, Goedhart, Siebe-
link, & Treffers, 2004). In their interview study of chil-
dren’s fears between 4 and 12 years, Muris and colleagues
(2000) found that whereas fears regarding some topics, in-
cluding animals and safety, were prevalent across the entire
age span, worries about evaluation were more evident in
older children. Similarly, in a study of normal children’s
worries between second and sixth grades, concerns about
performance in school (e.g., getting good grades, being
called on in class) were among the most common, along
with worries about health and personal safety (Silverman,
La Greca, & Wasserstein, 1995). Of the more common wor-
ries reported across 14 categories, 22% pertained to inter-
personally relevant issues such as peer rejection, neglect, or
scapegoating; personal appearance; or concern about oth-
ers’ feelings. When performance-related concerns, which
often also involve social-evaluative components, were in-
cluded, 40% of the worries could be classified as interper-
sonally related.

Among healthy adolescents, social-evaluative concerns
are widely prevalent; some evidence suggests that this is
particularly true for girls. West and Sweeting (2003) inter-
viewed two cohorts of 15-year-olds about their worries and
found that for girls, the most consistently prevalent worries
were about school performance (40.1% and 45.6%) and
weight (29% and 38.3%), whereas for boys, the most preva-
lent concerns were school performance (39.1% and 35.6%)
and unemployment (35.6% and 25%). Anxiety about dating
also appears to be common among adolescents, particularly
those in their middle teens, and to be distinguishable from
more global social anxiety (Glickman & La Greca, 2004).

Similar patterns of worry were evident in a sample of
6- to 16-year-old youth diagnosed with anxiety disorders
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(Weems, Silverman, & La Greca, 2000). Like the children
in Silverman and colleagues’ (1995) community sample,
these children and adolescents were most likely to worry
about safety and school performance. These children dif-
fered from participants in Silverman and coworkers’ study
primarily in the intensity of their worries rather than the
content or frequency of worry. Interestingly, the clinical
sample in this study reported fewer worries on average than
did high anxious children in the community sample.

Most studies of worries among children and adolescents
have used self-report measures or interviews to gather data.
Although these approaches have clear advantages, particu-
larly in light of evidence that parents and teachers tend to
underestimate internalizing symptoms among youth (R. G.
Klein & Pine, 2002), they also have some limitations. As
Gullone (1999) has pointed out, the marked variability
among youth of different ages, their reporting biases, their
awareness of their own internal states, and their verbal and
cognitive skills must be taken into account when interpret-
ing findings based on child and adolescent self-report.

Social Anxiety and Coping Skills

Although social-evaluative concerns are common among
school-age children and adolescents, youth vary in the de-
gree to which they cope successfully with these concerns.
A large body of literature indicates that instrumental,
problem-focused coping techniques that involve voluntary
shifts of attention away from negative feelings are particu-
larly effective for managing worry and emotional discom-
fort (Clark, Beck, & Stewart, 1990; R. G. Klein & Pine,
2002; MacLeod, Rutherford, Campbell, Ebsworthy, &
Holker, 2002). Individuals with high levels of social fears
or shyness are less likely than peers to use such coping
methods (Glyshaw, Cohen, & Towbes, 1989; Mellings &
Alden, 2000), instead relying on avoidance, rumination,
and other strategies that do little to alleviate their discom-
fort (Garnefski, Legerstee, Kraaij, Van Den Kommer, &
Teerds, 2002; Hymel, Woody, & Bowker, 1993).

The ability to shift attention away from negative internal
states may be especially critical to the management and
prevention of social anxiety. Ruminative or emotion-
focused coping strategies, for example, which involve sus-
tained focus on internal discomfort, have been shown to re-
late to elevated levels of anxiety (Blankstein, Flett, &
Watson, 1992; Rose, 2002). The direction of the associa-
tion with coping style is unclear, but some evidence sug-
gests that skill at such voluntary redirection of attention
from threat cues to neutral cues may modulate the effects
of anxiety on coping (Derryberry & Reed, 2002). Addi-

tionally, the tendency to internalize and focus attention on
negative emotions during preschool has been shown to pre-
dict shy behavior 4 to 6 years later (Eisenberg, Shepard,
Fabes, Murphy, & Guthrie, 1998). These findings suggest
that poor attentional control during negative emotional
states may amplify later anxiety and anxious behavior. We
discuss the role of such cognitive skills in the development
and maintenance of social anxiety in more detail in the sec-
tion on anxiety and neuroscience.

Clinical-Range Social Anxiety: Social Phobia

Although the experience of transient social anxiety is nor-
mative, symptoms are persistent and impairing for a subset
of the population. In the following section we describe
clinically significant manifestations of social anxiety and
factors that may contribute to their emergence.

Clinical Presentation

As noted earlier, the diagnosis of Social Anxiety Disorder
or Social Phobia is based on the presence of fear or anxiety
about situations in which an individual may be scrutinized.
These situations may be social, as in parties or school gath-
erings, or they may be academic or work related. In both
the generalized form of Social Anxiety Disorder, where
most social situations are feared, and in the specific form,
which consists of an isolated fear of public speaking, anxi-
ety must be of sufficient severity to cause extreme distress
or impairment. The broad definition of Social Anxiety Dis-
order has changed relatively little since the publication of
DSM-III in 1980, but there has been increasing recognition
in recent years of the need to integrate data on distress and
impairment into assessments of social anxiety symptoms.
Such a shift of emphasis to impairment is likely to influ-
ence the threshold differentiating clinical and subclinical
manifestations of social anxiety.

Rates of Social Phobia appear to increase as children,
particularly girls, pass through adolescence and into adult-
hood (Costello et al., 2003; McGee, Feehan, Williams, &
Anderson, 1992; Pine et al., 1998; Wittchen, Stein, &
Kessler, 1999). In the Great Smoky Mountain Study sam-
ple, 3-month prevalence rates rose from 0.3% in 9- to 11-
year-old children to 1.1% when these youth reached 15
years of age (Costello et al., 2003). This change was largely
driven by increased prevalence of the disorder among girls.
Pine and colleagues (1998) also found marked gender dif-
ference in the prevalence of Social Phobia across develop-
ment. For girls in this study, 12-month prevalence rates
remained relatively stable, ranging from 10.1% when the
sample was 9 to 18 years old to 12.5% 2 years subsequently
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Figure 12.1 Gender differences in rates of social phobia in a
longitudinally studied sample at three time points. Graph based
on data from “The Risk for Early-Adulthood Anxiety and De-
pressive Disorders in Adolescents with Anxiety and Depressive
Disorders” by D. S. Pine, P. Cohen, D. Gurley, J. S. Brook, and
Y. Ma, 1998, Archives of General Psychiatry, 55(1), pp. 56–64.
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and 9.5% after an additional 7 years. For boys, in contrast,
rates declined over time from 6.7% and 6.8% at the first
two time points to 1.7% at the most recent one. The nearly
10-fold difference in rates of Social Anxiety Disorder be-
tween these two longitudinal epidemiological studies is
highly notable. This variation may reflect differences in
sampling procedures or demographics across the two sam-
ples. However, differences in assessment and categoriza-
tion are also likely to contribute heavily to the disparate
findings across studies. To meet criteria for a diagnosis in
Costello and colleagues’ study, participants were required
to demonstrate more evidence of clinically significant dis-
tress or impairment than were participants in Pine and
coworkers’ research.

Consistent across both studies, however, are findings
that rates of Social Anxiety Disorder increase across devel-
opment in females, but not in males (see Figure 12.1). Fur-
ther, developmental gender differences in prevalence are
comparable for normal social fears and frank Social Anxi-
ety Disorder. Both phenomena appear to peak in adoles-
cence, particularly among girls. From adolescence onward,
gender differences in prevalence remain largely constant.

Although anxiety disorders and symptoms often have
been considered transient or minimally impairing condi-
tions, longitudinal research in children and adolescents
suggests otherwise. In a large study of 9- to 16-year-olds,
presence of an anxiety disorder was associated with a

nearly threefold increase in risk for future dysfunction, par-
ticularly in terms of family relationships. These rates were
comparable to those for other disorders, particularly de-
pression, which is often considered more impairing than
anxiety (Ezpeleta, Keeler, Erkanli, Costello, & Angold,
2001). Elevated risk for other problems, such as school
dropout, is also associated with the presence of an anxiety
disorder during adolescence (Vander Stoep, Weiss,
McKnight, Beresford, & Cohen, 2002). Among anxious
youth, other types of psychopathology are common, both
concurrently and later in development. In a community sam-
ple of adolescents who kept electronic diaries over a 4-day
period, for example, those who reported moderate to high
levels of anxiety symptoms also more frequently reported
feeling sad, angry, stressed, and hassled than did low-anxi-
ety peers (Henker, Whalen, Jamner, & Delfino, 2002).

Relatively few studies have examined outcomes of
childhood anxiety disorders, let alone outcomes that are
specific to a particular diagnosis, such as Social Anxiety
Disorder. Of the existing findings regarding outcome,
some of the most reliable come from prospective commu-
nity-based studies, which are free of the referral and recall
biases that limit conclusions from studies using other
designs. Using a community-based sample, Pine and col-
leagues (1998) prospectively examined relationships be-
tween adolescent and adult anxiety disorders and noted a
relatively specific association between Social Anxiety
Disorder diagnoses in adolescence and in adulthood. Adult
Social Anxiety Disorder, however, also related to other
childhood anxiety disorders, including childhood Over-
anxious Disorder/Generalized Anxiety Disorder. Simi-
larly, Pine Cohen, Cohen, and Brook (2000) noted a highly
specific relationship between Social Anxiety Disorder and
Conduct Disorder. Unlike other anxiety disorders, Social
Anxiety Disorder predicted a relatively benign course for
subsequent Conduct Disorder. Such longitudinal associa-
tions are consistent with data on psychopathy, which is
characterized both by low levels of anxiety and by chronic,
recurrent behavior problems (Blair, 2003). Research on
adult psychopathy and Social Anxiety Disorder, as re-
viewed later in the chapter, implicates dysfunction in a
common underlying neural circuit that encompasses the
amygdala and ventral prefrontal cortex.

Relatively little community-based longitudinal research
has examined outcome in children or adolescents with spe-
cific anxiety disorders; a notable exception is Pine et al.’s
(1998) study. The few such available studies that have
specifically focused on Social Anxiety Disorder have
found that it predicts a broader array of conditions than did
Pine and colleagues. For example, Stein and coworkers
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(2001) found that Social Anxiety Disorder related to both
mood and anxiety disorders in a sample of adolescents and
adults followed longitudinally. However, associations with
mood disorder were stronger in the older participants in
this study than in the younger participants. Further, with
respect to clinical samples, Last, Hansen, and Franco
(1997) reported generally positive outcomes for Social
Anxiety Disorder and for other pediatric anxiety disor-
ders. More recently, follow-up research on youth treated
with cognitive-behavioral therapy for anxiety disorders
suggests that treatment enhances the likelihood of endur-
ing positive sequelae (Kendall, Safford, Flannery-
Schroeder, & Webb, 2004).

Few family genetic studies have explicitly examined as-
sociations between Social Anxiety Disorder in parents and
their children. However, a relatively large series of studies
document comparable relationships among family mem-
bers. For example, Social Anxiety Disorder in an adult
proband confers a strong and specific risk for the disorder
in first-degree relatives when comorbidity is properly con-
trolled (Fyer, Mannuzza, Chapman, Liebowitz, & Klein,
1993; Fyer et al., 1995). Studies focused on children also
note associations between parent and offspring anxiety dis-
orders (e.g., Mancini, van Ameringen, Szatmari, Fugere, &
Boyle, 1996; Unnewehr, Schneider, Florin, & Margraf,
1998). Further, one study explicitly linked Social Anxiety
Disorder in a parent to shyness in the children (Cooper &
Eke, 1999). No specific associations between parent and
child Social Anxiety Disorder per se, however, have been
demonstrated.

Pathways to Social Phobia: Risk and
Protective Factors

The developmental psychopathology perspective empha-
sizes that multiple pathways can lead to the onset of
psychopathology and that a wide variety of factors can con-
fer risk or protection. With regard to Social Anxiety Disor-
der, previous reviews have outlined numerous factors
hypothesized to contribute to risk (Hudson & Rapee, 2000;
Ollendick & Hirshfeld-Becker, 2002; Vasey & Dadds,
2001). We examine several of these, including genetics,
temperament, parenting, conditioning events, and, in the
final section of the chapter, neurocognitive factors.

Genetic Factors

As the family studies described earlier suggest, Social Anx-
iety Disorder appears to aggregate within families. Using

twin designs, several behavioral genetic studies have exam-
ined the relative contributions of hereditary and environ-
mental factors to this tendency for the disorder to be
familial. For example, results from studies examining a
large population-based sample of adult female twins indi-
cate a significant, albeit modest, genetic component, with
heritability estimates of 30% to 50% (Kendler, Karkowski,
& Prescott, 1999; Kendler, Neale, Kessler, Heath, & Eaves,
1992). Findings from a subsequent study of adult male twins
from the same sample yielded a comparable heritability es-
timate of 31% for the disorder and associated irrational so-
cial fears. Of note, similar, relatively modest degrees of
heritability are found for most anxiety disorders, including
Panic Disorder and Generalized Anxiety Disorder.

Although these studies suggest that genetic factors play
similar roles in the onset of social anxiety for males and fe-
males, gender differences in the prevalence of the disorder,
particularly during adolescence, have led to questions
about the impact of gender on risk. The one twin study to
date that has directly compared genetic and environmental
risk across males and females found evidence consistent
with gender differences in patterns of liability (Kendler,
Jacobson, Myers, & Prescott, 2002). According to this
study, whereas twin resemblances among females were
predominantly due to family environment, resemblances in
males largely reflected genetic factors. The authors cau-
tion, however, that the strong effect of family environment
seen in females is inconsistent with their previous findings
and note that such effects have occurred by chance in stud-
ies of other disorders.

In recent years, researchers have begun to conduct mo-
lecular studies aimed at identifying candidate genes for So-
cial Anxiety Disorder and related constructs such as
shyness. In light of pharmacological and biological evi-
dence that the serotonin and dopaminergic systems may be
dysregulated in Social Anxiety Disorder (Blanco et al.,
2003; Pine, 2001; Schneier et al., 2000), some research has
focused on potential candidate genes within these systems.
In a study of clinic-referred children, symptoms of Social
Anxiety Disorder, along with symptoms of other anxiety
disorders and Tourette’s syndrome, were found to relate
significantly to the number of 10-repeat alleles of the
dopamine transporter gene (DAT1; Rowe et al., 1998). In
contrast, Stein, Chartier, Kozak, King, and Kennedy
(1998) found no evidence of linkage for either the serotonin
transporter gene (SLC6A4) or the serotonin type 2A recep-
tor gene (5HT2AR) in a sample of 17 probands with general-
ized Social Anxiety Disorder and their family members.
However, as the authors note, linkage analysis may not be
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an optimal approach for studying complex psychiatric dis-
orders. Instead, genomic association studies, which can de-
tect relatively weak effects, may be necessary to shed light
on the genetic basis of Social Anxiety Disorder (Stein
et al., 1998).

Studies focused on broader behavioral styles that may
relate to Social Anxiety Disorder, such as behavioral inhi-
bition (BI) and shyness, have yielded modest associations
with potentially relevant genetic polymorphisms. Results
from a family-based association study of BI indicated a
small but significant association between BI and the glu-
tamic acid decarboxylase gene (65 kDA isoform; Smoller
et al., 2001). This gene, which is involved in the synthesis
of the neurotransmitter GABA, was targeted because it had
previously been implicated in mouse models of BI. Addi-
tionally, in a sample of second graders, Arbelle and col-
leagues (2003) found a small but statistically significant
association between shyness and the long form of the sero-
tonin transporter promoter region 44 base pair deletion/in-
sertion polymorphism (5-HTTLPR; Arbelle et al., 2003).

It appears clear that genetic factors play a role in the de-
velopment of Social Anxiety Disorder. Much remains to be
learned, however, about the specific genes involved and the
ways their expression varies as a function of environmental
factors and developmental stage. Large-scale genetic asso-
ciation studies and translational approaches, such as
knock-out studies that manipulate the expression of spe-
cific genes in rodents, are among the promising methods
for addressing such questions.

Temperamental Factors

Certain temperamental variations may constitute risk fac-
tors for the later development of Social Anxiety Disorder.
As we noted earlier, some evidence suggests that behavioral
inhibition to the unfamiliar may relate to later social anxi-
ety. In relatively small, intensively studied samples, sev-
eral studies have shown associations between BI and Social
Anxiety Disorder in both affected children and their fam-
ily members, particularly if the BI remains stable through-
out early childhood (Biederman, Hirshfeld-Becker et al.,
2001; Hirshfeld et al., 1992; Rosenbaum et al., 1991;
Schwartz, Snidman, & Kagan, 1999). Other research, how-
ever, has found such associations to be small when exam-
ined in a larger, less precisely selected sample of children
studied with a less intensive temperament assessment bat-
tery (Prior, Smart, Sanson, & Oberklaid, 2000).

Some physiological evidence indicates parallels between
children with BI and individuals with social-evaluative
fears or Social Anxiety Disorder. Correlations between BI

and a variety of physiological variables, including heart
rate, morning salivary cortisol, and activation of neural
structures thought to mediate withdrawal or avoidance re-
semble those found in youth and adults with social-evalua-
tive fears or Social Anxiety Disorder (Beidel, 1988;
Davidson, 1994; Heimberg, Hope, Dodge, & Becker, 1990;
Kagan et al., 1988). Additionally, findings from one func-
tional magnetic resonance imaging (fMRI) study suggest
that high BI in infancy modestly predicts adult amygdala
response to novel social cues (Schwartz, Wright, Shin,
Kagan, & Rauch, 2003). Such a response is consistent with
findings among adults with Social Anxiety Disorder of am-
plified amygdala activity in the presence of novel facial
cues, particularly those that signal potential threats (Bir-
baumer et al., 1998; Stein, Goldin, Sareen, Zorrilla, &
Brown, 2002).

Some controversy remains regarding associations be-
tween BI and anxiety disorders. In a critical review of the
literature, Turner, Beidel, and Wolff (1996) pointed out
two central limitations. First, studies vary widely in the
stringency with which they identify BI. Whereas some BI
samples were selected on the basis of consistently inhibited
behaviors across multiple tasks, others were identified on
the basis of parent report alone. These differences in the
ways that participants were classified make it difficult to
compare results across studies. Second, studies do not al-
ways provide data regarding the psychiatric histories of
participants’ parents. In the absence of such data, it is not
possible to differentiate the effects of BI and the effects of
a family history of anxiety disorders.

Other researchers have raised questions about the
degree to which BI relates to the emergence of social-eval-
uative concerns. Asendorpf (1990, 1993) argued that tem-
peramental inhibition is associated with wariness of
unfamiliar people, but not with social-evaluative concerns
and associated patterns of behavior. Instead, he contended
that the quality of children’s relationships with peers pre-
dicts the degree to which they exhibit social inhibition and
evaluative fears, particularly in familiar settings such as
the classroom. Although there is some evidence in support
of this distinction in healthy children (Eisenberg et al.,
1998), its relevance to youth with Social Anxiety Disorder
remains unclear.

Parental Influences

Parenting behavior has long been considered a potential
mechanism underlying the development of anxiety in chil-
dren. According to a model that Craske (1999) has pro-
posed, parenting can contribute to anxiety in several ways.
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First, certain broad, pervasive styles of parenting may fa-
cilitate the development of general anxiety in children. Par-
ents whose styles tend to be critical or controlling, for
example, might create a home environment that is con-
ducive to anxiety in their offspring. Second, specific par-
enting behaviors, such as expression of apprehension when
the child engages in a potentially risky activity, may en-
courage the development of anxiety in specific contexts or
around specific topics. Most research on anxiety and par-
enting behavior has targeted general rather than specific
forms of anxiety; very few studies have concentrated on
how parenting may figure in the development of social anx-
iety per se.

A considerable body of research has examined associa-
tions between general parenting styles and the development
of child anxiety, with a particular focus on control, warmth,
and acceptance. In a recent critical review of this literature,
little evidence emerged that these broad parental styles re-
late meaningfully to child anxiety (Wood, McLeod, Sig-
man, Hwang, & Chu, 2003). The authors note, however, that
most studies were limited by their use of nonrepresentative
samples and global self-report measures of parenting style.
Additionally, as Rapee (1997) pointed out, a number of
studies relied on participants’ recollections of their par-
ents’ child-rearing practices, yielding data that may have
been affected by reporting or recall biases.

A much smaller body of work has focused on observed
parenting behaviors in the context of specific family inter-
actions. In their review of these studies, Wood and col-
leagues (2003) found some support for a concurrent
association between maternal criticism and child anxiety. A
similar relationship between maternal acceptance and child
anxiety also emerged in some cross-sectional studies; how-
ever, consistent with McClure, Brennan, Hammen, and Le
Brocque’s (2001) findings regarding general parenting
styles in a longitudinally followed sample, this relationship
may have been driven by maternal anxiety. Whether spe-
cific parenting behaviors mediate the relationship between
parent and child anxiety is unclear; findings from one re-
cent observational study, however, suggest that any such
mediation may be minimal (Turner, Beidel, Roberson-Nay,
& Tervo, 2003). In this study, which compared anxiety dis-
ordered and nonanxious parents’ behaviors as they observed
their children engaging in mildly risky play activities, few
between-group differences emerged.

Conditioning Events

Theorists from behavioral perspectives have hypothesized
that learning experiences may play a role in the onset of
youth fears and anxieties. Rachman (1977) proposed that

three types of learning or conditioning events contribute to
the development of anxiety. The first type, direct condi-
tioning, involves in vivo exposure to an aversive stimulus
(e.g., the child is mocked while presenting a book report to
classmates). The second type, vicarious conditioning, in-
volves observation of another individual’s fearful behavior
around an aversive stimulus (e.g., the child observes an
older sibling’s fear before presenting a book report). The
final type, instruction/information, involves hearing from
others that stimuli are fear inducing (e.g., the child hears
stories from peers about bad experiences during the pre-
sentation of book reports).

In general, findings are mixed regarding these three
pathways to the onset of fears and anxieties. King, Gullone,
and Ollendick (1998) summarized research findings from
studies that examined the role of learning in the acquisition
of a variety of specific phobias and found that results var-
ied markedly. Whereas most participants in some studies
cited conditioning events as precipitants of a phobia, most
participants in others reported having “always been afraid”
of the phobic stimulus. Most of the studies reviewed were
limited by their use of retrospective parent or child reports
and the absence of meaningful comparison participants;
consequently, it is difficult to draw conclusions from this
literature.

More recent studies have used prospective designs to
measure the effects of different types of conditioning on
the development of fears or anxieties. In one of the few
studies to focus on the role of learning in the development
of social fears, Field, Hamilton, Knowles, and Plews (2003)
measured 10- to 13-year-old children’s attitudes toward
three types of potentially frightening social situations
(public speaking, eating in public, meeting new children)
both before and after the presentation of either positive,
neutral, or negative information about each situation. Re-
sults provided some support for Rachman’s (1977) theory,
but demonstrated that the effects of information on fear
varied according to whether a peer or a teacher provided
the information. Further work using prospective designs
and in vivo encounters with conditioned stimuli is needed
before the roles of different learning types in the onset of
anxiety are fully understood.

Summary Regarding Risk

Consistent with the developmental psychopathology as-
sumption of multideterminism (Cicchetti & Cohen, 1995),
a wide range of factors clearly interact to influence the
onset of anxiety in general and social anxiety in particular.
Biologically based factors, such as genetic predisposition
and temperament, appear particularly important for fur-
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ther study, especially in light of the neuroscience findings
presented in the last section of this chapter. Nonetheless,
given that social anxiety, like other types of anxiety, is
likely multiply determined, it will be important for future
research to examine the many potential risk factors, both
those that are primarily biological and those that are pri-
marily environmental, in concert. Consideration of the con-
text in which anxiety symptoms and disorders develop will
also be critical in light of evidence that different types of
life events and experiences relate differently to the onset of
different types of psychopathology (Tiet et al., 2001).

ANXIETY FROM A
NEUROSCIENCE PERSPECTIVE

Research reviewed in the preceding sections of this chapter
on clinical, developmental, and familial aspects of anxiety
raises three essential questions for which current data pro-
vide few answers. First, it is not clear where the boundary
lies between developmentally appropriate adolescent in-
creases in social anxiety and clinical manifestations of an
anxiety disorder, such as Social Anxiety Disorder. Both
typical and pathological social anxiety become increas-
ingly common as youth enter adolescence, and it is difficult
to distinguish cases that are normal from those that are po-
tentially problematic. Second, it remains unclear how to
identify those youth affected by an anxiety disorder who
will go on to develop chronic problems with anxiety and
mood disorders. Although anxiety disorders represent the
most common class of psychiatric disorder in children,
with Social Anxiety Disorder particularly prevalent during
adolescence, only a minority of affected youth will suffer
significant long-term clinical effects. It is important that
this minority be identified prospectively because, as its
members mature, they will go on to account for a large pro-
portion of adults with mood and anxiety disorders. Third,
it remains unclear how to differentiate at-risk adolescents
who are particularly vulnerable to developing anxiety dis-
orders from those who are likely to be resilient. Despite the
strong associations between various risk factors, particu-
larly parental psychopathology, and childhood anxiety dis-
orders, a sizable proportion of youth exposed to such risk
factors will not develop clinical disorders.

There is no shortage of clinical research that has
attempted to answer these three basic questions. Never-
theless, answers have not readily been forthcoming (Pine,
2002a, 2003; Pine & Charney, 2002). One alternative
means of pursuing answers to these clinical questions in-
volves embracing recent insights from neuroscience re-

search. Ultimately, variations in many domains of human
experience, including anxiety, are reflected in functional
aspects of neurophysiology. As a result, knowledge about
how neurophysiology relates to anxiety may provide clini-
cians with novel tools for identifying children who are par-
ticularly at risk or resilient. Such advances in knowledge
are unlikely to occur soon because it is difficult to trans-
late research on neurophysiology into clinical insights.
Basic and clinical studies have traditionally targeted dif-
ferent levels of inquiry, with basic science focusing on
general aspects of behavior and its development, and clini-
cal research focusing on between-group differences in be-
havioral patterns and developmental trajectories. Research
on anxiety provides an excellent starting point for integrat-
ing basic and clinical studies. Already, considerable neu-
roscience research has examined the role of neural circuits
in anxiety-related behaviors. In the current section, we re-
view insights from this research that may ultimately pro-
vide a basis for breakthroughs in clinical investigations.

Fear Conditioning

In the late 1970s, research in the neurosciences shifted
away from a relatively restricted focus on basic aspects of
perception and motor control. Following the work of Davis
(Davis & Whalen, 2001), LeDoux (2000), and others, in-
vestigators began to trace neural circuits that were engaged
when animals experienced emotions or changes in brain
states associated with reward and punishment. Much of this
work initially concentrated on fear, as punishing stimuli
produce robust changes in behavior, information process-
ing, and physiology that are markedly similar across a range
of mammalian species. In particular, neuroscientists devel-
oped a keen interest in the process of fear conditioning.

In the standard fear conditioning experiment, as shown
in Figure 12.2, a neutral conditioned stimulus (CS+), such
as a tone or a light, is paired with an aversive uncondi-
tioned stimulus (UCS), such as a shock or an aversive air
puff. Following a series of such pairings, presentation of
the CS+ begins to elicit behaviors, information-processing
patterns, and physiological responses that were formerly
associated with presentation of the UCS. Over the past 30
years, the neural circuitry engaged by this process has been
precisely delineated in rodents, nonhuman primates, and,
more recently, humans. Current understanding of this “fear
circuit” extends to the genetic level, with recent findings
identifying specific genes that are activated in isolated sets
of neurons (Fanselow & LeDoux, 1999; Killcross, Robbins,
& Everitt, 1997; LeDoux, 2000). Information concerning
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Figure 12.2 Fear conditioning experiment. After the animal is
familiarized with the experiment context, a tone, which serves
as the neutral conditioned stimulus (CS+), is paired with a foot
shock, which acts as an aversive unconditioned stimulus (UCS).
Following a series of such pairings, presentation of the CS+
alone elicits a fear response that was formerly associated with
presentation of the UCS. Source: From Memory: From Mind to
Molecules by Larry R. Squire and Eric R. Kandel. Copyright ©
1999 by Scientific American Library. Reprinted by permission
of Henry Holt and Company, LLC.

perceptual aspects of the CS+ is processed in two neural
pathways. One of these extends from peripheral perceptual
organs (e.g., the ears or eyes) to the thalamus, a relay sta-
tion for information processed in sensory modalities. From
the thalamus, projections arise that directly innervate the
amygdala, a collection of nuclei located in the anterior me-
dial temporal lobe of mammals. The other pathway extends
from the thalamus to posterior portions of the cerebral cor-
tex that are devoted to processing perceptual aspects of
stimuli encountered in the environment. These cortical
neurons form a complex web of interconnected synapses
that ultimately innervate the amygdala after information
passes to relatively anterior portions of the posterior hemi-
sphere (LeDoux, 2000).

Fear conditioning research has led to a detailed under-
standing of functional aspects of the amygdala in rodents
and nonhuman primates (Davidson et al., 2002; Davis &
Whalen, 2001; LeDoux, 1998, 2000). Conditioning or emo-
tional learning occurs as a consequence of changes in gene
expression in amygdala neurons. These gene-level changes

in turn lead to conditioning-linked alterations in behavior,
information processing, and physiology (Meaney, 2001a).
The precise roles that specific amygdala nuclei play in fear
conditioning are the topic of some controversy. In one ac-
count (LeDoux, 2000), perceptual information is channeled
through the basolateral nucleus, where long-term potentia-
tion facilitates new learning. Information then progresses
through the central nucleus, which has widespread connec-
tions with brain structures involved in behavioral, cogni-
tive, and physiologic regulation. As it disseminates via
these connections, broad changes in physiology, informa-
tion processing, and behavior occur. In other accounts
(Everitt et al., 1999; Everitt & Robbins, 2000; Killcross
et al., 1997; Robbins & Everitt, 2002), pathways restricted
to the basolateral nucleus mediate some forms of condi-
tioning. Despite this uncertainty about which amygdala nu-
clei participate in specific types of emotional learning,
there is broad agreement that cortical-amygdala circuitry
plays a critical role in the processes, particularly in the
context of fear conditioning. Although the same circuitry
figures in other types of emotional learning besides fear
conditioning, detailed discussion of these learning types is
beyond the scope of the current chapter.

Insights into neural aspects of fear conditioning have
generated great interest among clinically oriented investi-
gators. Using neuroimaging and brain lesion techniques,
these investigators have demonstrated that the circuit op-
erating during fear conditioning in human adults parallels
that found in rodents and nonhuman primates (Buchel &
Dolan, 2000). This circuit encompasses the human thala-
mus, posterior neocortex, and amygdala. More recently,
studies using adaptations of the fear conditioning experi-
ment that are appropriate for children and adolescents
have extended knowledge about developmental aspects of
emotional learning and its neural basis (Grillon, Dierker,
& Merikangas, 1998; Merikangas, Avenevoli, Dierker, &
Grillon, 1999; Monk, Grillon, et al., 2003; Pine, Fyer,
et al., 2001).

It initially appeared that neuroscience research on fear
conditioning would provide an avenue for extending in-
sights from behavioral research on emotional learning in
anxiety disorders. In particular, patients with anxiety dis-
orders were hypothesized to exhibit enhanced fear condi-
tioning relative to healthy individuals (Gorman, Kent,
Sullivan, & Coplan, 2000). Such findings would have cre-
ated an arena where clinical and neuroscience research
converged naturally, permitting translational research fo-
cused explicitly on elucidating anxiety at a neural level.
Demonstrating such between-group differences in fear
conditioning, however, has proved difficult. Indeed, some
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Figure 12.3 Neural structures thought to participate in regu-
lation of fear and other emotions. (a) Orbitofrontal cortex high-
lighted in light gray, ventromedial prefrontal cortex highlighted
in dark gray. (b) Dorsolateral prefrontal cortex. (c) Amygdala.
(d) Anterior cingulate cortex. Source: From “Dysfunction in
the Neural Circuitry of Emotion Regulation: A Possible Prelude
to Violence,” by R. J. Davidson, K. M. Putnam, and C. L. Lar-
son, 2000, Science, 289, 591–594. From Structure of the Human
Brain: A Photographic Atlas 3/1 by S. J. DeArmond, M. M.
Fusco, and M. M. Dewey. Copyright 1974, 1976, 1989 by 
Oxford University Press, Inc. Used by permission of Oxford
University Press.

evidence has even emerged to suggest that anxiety disor-
ders are associated with deficits in fear learning in the con-
text of fear conditioning paradigms (Grillon, 2002).

Translational Research and Anxiety: Going
beyond Fear Conditioning

The exchange between basic and clinical researchers re-
garding fear conditioning has provided an exciting model
for further translational research endeavors. Based on this
body of research, basic researchers have begun to examine
processes beyond fear conditioning with the aim of under-
standing how these processes may inform clinical studies.
Some of this research focuses on processes that conform to
our narrow definition of emotion regulation. Research on
extinction provides a particularly compelling example.

Following the instantiation of fear through conditioning,
the response to a CS+ can be changed or eliminated
through a process known as “extinction.” Extinction, which
involves repeated presentation of the CS+ in the absence of
the UCS, maps neatly onto our concept of emotion regula-
tion. The animal’s initial response to the newly conditioned
CS, for instance, parallels the “emotional reaction” in
Thompson’s (1994) definition of emotional regulation.
Then, during the process of extinction, the animal regu-
lates its response in a manner resembling the monitoring,
evaluating, and modifying that forms the substance of
emotion regulation.

Conceptualizations of the extinction process have
changed based on findings in neuroscience over the past
decade. Formerly, models of extinction emphasized a pro-
cess of “forgetting,” in which an organism no longer re-
called the salience of the CS+, as a predictor of shock once
the CS+ had been extinguished (Bouton, 2002). However,
recent data suggest that extinction is a far more active pro-
cess that occurs when new learning overlays the results of
conditioning (Bouton, 2002; Bouton, Mineka, & Barlow,
2001). Some have suggested that extinction “contextual-
izes” knowledge of the CS+-UCS relationship (Bouton
et al., 2001). In a sense, extinction involves learning that a
CS+ predicts a UCS in some contexts but not in others.

At a neural level, this process engages a broader circuit
than the one linked to fear conditioning. This circuit encom-
passes the amygdala, ventral and medial aspects of the pre-
frontal cortex (PFC), and the hippocampus (Bouton, 2002;
Davis & Whalen, 2001; Grillon, 2002; LeDoux, 2000; Milad
& Quirk, 2002; Quirk, 2002; Quirk & Gehlert, 2003) and
likely includes structures that are critical to aspects of
human fear-related behaviors and psychiatric symptoms (see
Figure 12.3). Consistent with this possibility, clinical re-

searchers have been more successful in demonstrating that
extinction processes differ across healthy and anxious indi-
viduals than they have in demonstrating comparable be-
tween-group differences in fear acquisition (Grillon, 2002).
Such clinical advances have even led to the piloting of novel
potential anxiolytic pharmacological compounds, such as D-
cycloserine, that are known to facilitate extinction in ro-
dents (Grillon, 2002).

Contextual stimuli have been found to play a role in ex-
tinction in rodents (Bouton, 2002); consequently, research
has begun to examine the relevance of context for fear
learning across species. During the classic fear condition-
ing experiment, rodents not only develop a fear response to
the CS+, but they also, through a process known as “condi-
tioning to context,” develop a new reaction to the context in
which the CS+-UCS relationship has been embedded
(Davis, 1998). Thus, when placed in the cage used for the
fear conditioning experiment, even in the absence of the
CS+ or UCS, the rodent shows changes in behavior, physiol-
ogy, and information processing (see Figure 12.2, testing
in context). Like extinction, context conditioning is thought
to involve neural circuits that extend beyond the amygdala,



490 Social Anxiety and Emotion Regulation: A Model for Developmental Psychopathology Perspectives on Anxiety Disorders

encompassing regions implicated in emotion regulation
(Davis, 1998).

Based on neurochemical data in rodents and psychophysi-
ology data in humans with anxiety disorders, Davis (1998)
has suggested that context conditioning, much like extinc-
tion, engages neural structures and information-processing
functions more closely related to clinical anxiety disorders
than do simple forms of cue-specific fear conditioning. Ac-
cordingly, he has embarked on a more general consideration
of context and anxiety, with a focus on contexts that are
innately perceived as threatening in the absence of condi-
tioning or learning experiences (Davis, 1998). This consid-
eration has involved research on changes in physiology,
information processing, and behavior in rodents exposed to
brightly lit open fields, which are innately dangerous con-
texts for nocturnal organisms. In a small, parallel series of
studies, he has also studied responses in humans placed in
dark rooms, which are innately dangerous contexts for diur-
nal organisms (Grillon et al., 1999).

Just as neuroscientists have begun to focus on innately
dangerous contexts, researchers in other fields are examin-
ing a variety of inherently dangerous or fear-inducing
stimuli. Interest in such stimuli is long-standing; many in-
vestigators have noted cross-species similarities in the be-
havioral, information-processing, and physiological changes
that mammals undergo in response to dangerous or punish-
ing stimuli (Darwin, 1998; Davis & Whalen, 2001; Rolls,
1999).

Among the numerous inherently dangerous stimuli
available for study, threatening displays by conspecifics
have aroused particular interest. Facial displays of emo-
tion, particularly of anger, constitute principal signals of
threat for humans and other highly social primates (Dar-
win, 1998; Haxby, Hoffman, & Gobbini, 2002). They are
therefore optimal stimuli for research aimed at understand-
ing social anxiety and Social Anxiety Disorder, both of
which revolve around fear of interpersonal threat.

One important question that facial stimuli are useful for
addressing is whether individuals with Social Anxiety Dis-
order respond differently than do nonanxious individuals
when they view angry faces. For instance, an enhanced ini-
tial attention-orienting reaction to angry faces or a bias in
the threshold for considering faces to be angry might char-
acterize Social Anxiety Disorder. Either of these differ-
ences would represent anxiety-associated dysfunction in
what Thompson (1994) terms emotional reactions. As we
review later, studies in adults indicate that those with So-
cial Anxiety Disorder differ from nonanxious peers in their
attentional orienting to angry faces. It is also possible that
initial reactions to angry faces or other social threat cues

are normal in Social Anxiety Disorder, and instead, the
condition is characterized by abnormalities in the evalua-
tion, monitoring, and modification of responses to such
cues. Differences of this sort would represent dysfunction
in emotion regulation.

It is important to note that the demonstration of any dif-
ferences in socially anxious individuals’ experience or reg-
ulation of emotional responses or the neural concomitants
of these processes in no way suggests that they are static or
primarily congenital in origin. Recent research documents
the malleability of face emotion-processing skills. For ex-
ample, these studies suggest that experiences during child-
hood, such as abuse and neglect, can alter an individual’s
threshold for detecting anger in a face (Pollak, 2003;
Pollak, Klorman, Thatcher, & Cicchetti, 2001; Pollak &
Sinha, 2002). Psychopathological states may similarly af-
fect perception of threat cues; some evidence suggests
that particular mood and anxiety disorders are associated
with distinctive abnormalities in facial threat processing
(McClure, Pope, Hoberman, Pine, & Leibenluft, 2003). For
clinically oriented investigators with an interest in anxiety,
an important task is to relate such differences in informa-
tion processing both to functional aspects of neural circuits
and to specific subtypes of anxiety, such as social anxiety.
One approach to this task is to focus on Social Anxiety Dis-
order as it is currently conceptualized in DSM-IV. An alter-
native approach might focus on particular subtypes of the
disorder that exhibit unique patterns of aggregation within
families, comorbidity, or persistence over time.

The latter approach is consistent with evidence that bio-
logical substrates of different types of fear state vary
considerably at fundamental levels. Recent advances in
neuroscience have allowed investigators to conduct increas-
ingly molecular studies of neural processing, thus, extend-
ing knowledge about brain circuits and even particular
neurons that are engaged in highly specific anxious or fear-
ful states. Thus, even though neurochemical and neuro-
physiological studies demonstrate clear differences in
circuitry involved in learned and innate fears, molecular
genetic evidence suggests that neither of these types of fear
constitutes a monolithic category. Using genetic manipula-
tion strategies, researchers have developed knock-out
mice, which lack functional activity in genes that are cen-
tral to the experience of highly specific types of fear. A
manipulation that interferes with separation fears, for ex-
ample, may not interfere with fear of inherently dangerous
contexts. The effect that a manipulation has on a particular
fear or anxiety depends not only on the gene that is tar-
geted, but also on the organism’s developmental stage at
the time of the manipulation. For example, inactivation of
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the gene for the 5HT1a receptor in the mouse produces an
increase in anxious behavior only when inactivation occurs
early in life. Moreover, reactivation of this gene during
adulthood has no effect on this type of behavior (Gross
et al., 2002). Data from highly molecular neuroscience re-
search thus dovetail nicely with behavioral findings in ro-
dents and nonhuman primates to indicate that fear states in
animals are heterogeneous. This parallels clinical findings
in humans suggesting that clinical anxiety disorders are
best conceptualized as related but distinct.

Anxiety and Information Processing

Alterations in information processing are consistently ob-
served following presentation of both conditioned fear
stimuli and inherently fear-provoking stimuli. In particu-
lar, fear-provoking stimuli reliably affect two cognitive
processes: attention and memory. Recent studies in neuro-
science demonstrate how the neural circuit depicted in Fig-
ure 12.3 participates in these processes when fear or
anxiety has been evoked.

Attention

Because organisms possess limited capacity to process the
many stimuli that they confront in the environment, they
engage the cognitive and neural processes that constitute
attention to help prioritize these stimuli. In particular, ro-
dents, nonhuman primates, and humans selectively attend
to stimuli that possess either punishing or rewarding prop-
erties. The neural circuitry devoted to the prioritization of
perceptual information has been precisely elucidated in ro-
dents and nonhuman primates (Davis & Whalen, 2001).
This circuitry encompasses many of the key brain struc-
tures involved in fear conditioning, including the amyg-
dala, posterior association cortex, and PFC. In particular,
medial regions of the PFC, such as the anterior cingulate
gyrus, play a central role in interactions between attention
and emotional salience (Miller & Cohen, 2001). Many the-
ories attempt to differentiate the stimuli, contexts, and
other circumstances that engage distinct aspects of this cir-
cuit (Damasio et al., 2000; Davis & Whalen, 2001; Kalin,
Shelton, Davidson, & Kelley, 2001; LeDoux, 2000). How-
ever, considerable disagreement persists on this issue.

Research in humans using “attention interference” tasks
such as the emotional Stroop has demonstrated that anxi-
ety-provoking stimuli affect attention. Attention interfer-
ence tasks require study participants simultaneously to
process nonemotional features of a stimulus (e.g., the color
of ink in which a word is printed) and to ignore emotional
aspects of the stimulus (e.g., the word’s emotionally laden

meaning). People tend to find it more difficult to ignore
emotional aspects of stimuli that convey threat (e.g., the
word “death”), which slows their color-naming perfor-
mance (Williams, Mathews, & MacLeod, 1996). This ten-
dency, which is greater in individuals with anxiety
disorders and possibly those at risk for anxiety disorders,
is presumably mediated by stimulus effects on attention
allocation.

Effects of anxiety on attention have also been demon-
strated in studies using visual search and attention orienta-
tion tasks. Visual search tasks involve locating nonemotional
stimuli that are embedded in a field of emotionally evoca-
tive stimuli. Studies using these tasks have found that the
presence of salient, emotional stimuli influence the speed at
which a nonemotional target can be detected (Davis &
Whalen, 2001; Hadwin et al., 2003; Mogg & Bradley, 1998).
Studies using attention orientation tasks, which involve the
processing of nonemotional stimuli that are either spatially
or temporally contiguous to emotional stimuli, have yielded
similar results (Mogg & Bradley, 1998, 2002). Much like
attention interference, these effects have been shown to
differ between individuals with and without anxiety disor-
ders, including Social Anxiety Disorder (Mogg & Bradley,
2002; Mogg, Philippot, & Bradley, 2004). Additionally,
when stimuli are presented briefly (33 msec or shorter ex-
posure) and masked so that they cannot be consciously per-
ceived, biases in attention orientation remain apparent,
particularly in individuals with anxiety disorders (Mogg &
Bradley, 1999; Mogg, Bradley, & Williams, 1995). This may
reflect desynchrony between cortical and subcortical path-
ways involved in interactions between anxiety and attention,
or it may reflect specific perturbations in the subcortical
path extending directly from the thalamus to the amygdala
(LeDoux, 1998).

One of the major controversies concerning the relation-
ship between attention and anxiety relates to the direction
of the association. Many theories suggest that underlying
abnormalities in attention regulation predispose individu-
als toward anxious behavior and frank anxiety disorders
(Clark et al., 1990; MacLeod et al., 2002; Mogg & Bradley,
2002). If confirmed, this hypothesis suggests a means for
distinguishing among subgroups of children with anxiety
disorders and identifying those subgroups at highest risk
for anxiety. For example, among offspring of adults with an
anxiety disorder, those who show particular orienting reac-
tions to anxiety-provoking stimuli may be at heightened
risk for developing a clinical disorder in the future. Al-
though this hypothesis is plausible and enjoys some support
(MacLeod et al., 2002; Merikangas et al., 1999), it is
equally conceivable that increases or decreases in anxiety
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might influence attention. Fear conditioning experiments
demonstrate such an effect. Moreover, children who un-
dergo traumatic experiences, whether they endorse anxi-
ety symptoms or not, also demonstrate abnormalities in
attention orienting to threat stimuli (Dalgleish, Moradi,
Taghavi, Neshat-Doost, & Yule, 2001). If this hypothesis
were confirmed, it would suggest that abnormalities in
attention bias are epiphenomena rather than risk or causal
factors associated with later development of anxiety.
Experimental studies in humans are just beginning to ex-
plore these alternative explanations for the consistent as-
sociation between anxiety and attention abnormalities.
Interestingly, the bulk of evidence to date suggests that ab-
normalities in attention for threat may represent risk fac-
tors for anxiety.

Memory

Both observational and experimental studies of humans
have demonstrated that emotionally salient stimuli are
easier to encode and recall than are neutral stimuli (Lang,
Bradley, & Cuthbert, 1998; LeDoux & Muller, 1997;
Phelps & Anderson, 1997). Recall of these two stimulus
types also appears to involve different neurochemical sys-
tems. It remains unclear if these effects are driven primar-
ily by differences in stimulus valence or in the degree to
which different stimuli induce arousal. Some evidence
suggests that negatively valenced stimuli, which can in-
duce anxiety, are more easily encoded than positively va-
lenced stimuli (Lang et al., 1998). However, it is difficult
to equate positive and negative stimuli on arousal, and
these findings may have emerged because the negative
stimuli were more arousing than were the positive stimuli.
The neural circuitry involved in the prioritization of stim-
uli for encoding in memory has been precisely delineated,
and convergent findings across rodents, nonhuman pri-
mates, and humans indicate that the amygdala plays a cen-
tral role in this process (Lang et al., 1998; Phelps &
Anderson, 1997). However, in marked contrast to findings
with regard to attention and anxiety, it has been difficult
to demonstrate consistent relationships between clinical
measures of anxiety and memory for negatively valenced
stimuli (McNally, 1997). Some studies clearly document a
memory advantage for negative stimuli in individuals with
specific anxiety disorders, and other studies have found
abnormalities in memory for face emotions in adults with
Social Anxiety Disorder (Foa, Gilboa-Schechtman, Amir,
& Freshman, 2000; Lundh & Ost, 1996; McNally, 1997).
Most of these findings, however, have not been well repli-
cated, and other data indicate that emotional memory per-
turbations are more closely associated with MDD than

with anxiety disorders (Blaney, 1986; McNally, 1997). In
light of the well-documented influence of attention on
memory, the failure to find a consistent memory advantage
for threatening information in anxious individuals, who
show enhanced attention for threatening information, is
perplexing.

INFORMATION PROCESSING,
SOCIAL ANXIETY DISORDER, AND
COGNITIVE NEUROSCIENCE

The consistency and strength of associations between
anxiety and information processing in rodents, nonhuman
primates, and humans provide an excellent avenue for
translational research that integrates basic and clinical ap-
proaches. Not only have behavioral effects been consis-
tently observed in experimental paradigms relevant to
anxiety, but the neural structures involved in these effects
(see Figure 12.3) have also been identified in multiple lab-
oratories using a variety of techniques. In addition, exten-
sive rodent studies and emerging studies of nonhuman
primates document developmental changes in functional as-
pects of this circuit that are relevant to anxiety (Coplan
et al., 2001; Meaney, 2001b).

These bodies of research, in concert with findings of as-
sociations between human information processing and both
the risk for and the presence of anxiety disorders, provide a
solid foundation for the generation of precise hypotheses
about the roles of specific neural structures in anxious be-
havior. With recent advances in fMRI, it has become possi-
ble to test such hypotheses, not only in human adults, but
also in children and adolescents. Using fMRI, researchers
derive an index of changes in blood flow that occur while
study participants perform specific cognitive tasks. Dif-
ferences in the magnetic susceptibility properties of oxy-
genated and deoxygenated hemoglobin provide the brain
with its own endogenous contrast agent, such that increases
in the flow of oxygenated blood to particular brain regions
are reflected in patterns of activation in fMRI scans.

Although fMRI provides unusual opportunities to imple-
ment developmentally oriented translational studies, such
research remains difficult to conduct. One major problem
arises because neuroscience studies of human fear and anx-
iety have traditionally used a range of aversive stimuli, in-
cluding electric shocks, noxious smells, grotesque pictures,
verbal prompts, and pharmacological compounds. Many of
these stimuli are too aversive to use with children. Others,
such as abstract verbal representations of fearful events,
may not evoke emotion as reliably in children as they do in
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adults. Photographs of emotionally expressive facial dis-
plays have emerged as adequately evocative stimuli that are
well suited for developmental research on emotion and in-
formation processing.

The use of facial emotion displays in such research fol-
lowed observations that facial displays could induce emo-
tion in observers across developmental stages, cultures,
and species (Darwin, 1998; Nelson et al., 2002). Pho-
tographs of such displays have served as stimuli in numer-
ous cognitive studies of healthy adults and children (Haxby
et al., 2002; Monk, McClure, et al., 2003) that have demon-
strated reliable interactions between emotion and informa-
tion processing. Findings indicate, for example, that angry
faces can engage attention and can interfere with perfor-
mance on nonemotional tasks (Mogg & Bradley, 2002).
Moreover, angry faces have been shown to be more memo-
rable than other expressions under some circumstances
(Lundh & Ost, 1996). These effects likely reflect influ-
ences of angry faces on the engagement of specific brain
regions, such as the PFC, and associated aspects of infor-
mation processing. Functional MRI studies document reli-
able activations of ventral and medial PFC regions by
angry facial displays as well as activation of the amygdala
during viewing of fearful faces, which may convey cues of
indirect threat (Haxby et al., 2002).

Although these recent successes in neuroimaging have
generated considerable enthusiasm, they are still far
removed from the advances that they may eventually facil-
itate in the study and treatment of anxiety disorders. On-
going research in other types of adult psychopathology
provides some guideposts that translational research
on anxiety disorders might follow to comprehensively cap-
italize on the strengths of fMRI techniques. Studies of
Schizophrenia and Alzheimer’s disease, for example, pro-
vide specific examples of one potentially fruitful path for
fMRI research on pediatric anxiety, particularly pediatric
Social Anxiety Disorder.

Neuroimaging research on both Schizophrenia and
Alzheimer’s disease has its foundation in studies of psy-
chiatrically healthy individuals. In the case of Alzheimer’s
disease, research on healthy adults led to two important
findings. First, it demonstrated that relevant cognitive
paradigms could capture subtle memory abnormalities
that occur early in the course of Alzheimer’s disease
(Bookheimer et al., 2000). Second, it showed that these
paradigms reliably engaged regions of the brain, such as
the hippocampus, that research in rodents and nonhuman
primates had previously implicated in mnemonic func-
tions. In the case of Schizophrenia, initial studies estab-
lished cognitive paradigms sensitive to abnormalities in

working memory that are associated with both the disease
and the underlying risk for the disease (Marenco & Wein-
berger, 2000). Subsequently, fMRI studies mapped the
brain circuit encompassing dorsal components of the PFC
that become engaged during working memory tasks (Calli-
cott & Weinberger, 1999).

Such findings permitted the conduct of highly focused
fMRI studies on patients that implemented cognitive tasks
carefully chosen to target predicted deficits. This approach
is potentially problematic, because differences in brain ac-
tivation between patients and controls may result from one
group’s failure to properly perform the requisite cognitive
operations, rather than from an underlying brain abnormal-
ity. To solve this problem, studies in both patient groups
used tasks that included behavioral measures on which sub-
jects’ performance strategies could be explicitly moni-
tored. Additionally, by using event-related and parametric
fMRI research designs, researchers were able to assess
brain activation during cognitive tasks relative to each sub-
ject’s level of performance.

Functional MRI research on Schizophrenia and
Alzheimer’s disease has demonstrated abnormalities in
brain activation during normal performance on tasks
where patients and comparison subjects usually differ. For
each disorder, such findings have led to hypotheses impli-
cating inefficient engagement of particular brain regions in
the genesis of psychopathology (Bookheimer et al., 2000;
Callicott & Weinberger, 1999). These hypotheses have
shaped recent ideas about risk, methods for early identifi-
cation, and the role of genetics for both conditions. To suc-
cessfully extend insights from clinical and cognitive
studies in pediatric anxiety, similar groundwork must be
laid in developmentally oriented fMRI studies.

Functional MRI studies in healthy adults initially
demonstrated reliable activation in anxiety-relevant struc-
tures using face emotion-viewing paradigms (Haxby et al.,
2002). These findings led to research using comparable
paradigms in psychiatric populations. In these studies,
adults with Social Anxiety Disorder, MDD, and PTSD
each have been shown to exhibit abnormal activation in the
amygdala during the viewing of face emotions (Rauch
et al., 2000; Sheline et al., 2001). Moreover, such abnor-
malities have been linked to potential genetic susceptibil-
ity markers for each condition (Hariri et al., 2002).

The success of adult fMRI studies set the stage for ex-
tensions to studies of development and developmental
psychopathology. Although such work is still in its infancy,
initial studies have yielded evidence of some parallels in
patterns of activation to threat cues between children and
adults. Children with anxiety disorders, for example, like
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adults with Social Anxiety Disorder, show evidence of en-
hanced amygdala activation during the viewing of some
emotional facial displays (Thomas et al., 2001). However,
some differences also have emerged between children and
adults on these tasks. For example, one of the more consis-
tent findings in adults is reliable amygdala activation dur-
ing the viewing of fearful faces (Haxby et al., 2002). This
finding has not been consistently replicated in children. In
fact, some studies suggest that children show greater acti-
vation to neutral than to fearful faces (Thomas et al., 2001).

Recent developmentally oriented studies of face-emo-
tion processing have also been limited by their lack of em-
phasis on behavioral data. Most studies either have used
passive viewing tasks, which require no behavioral re-
sponse, or have relied on relatively easy behavioral tasks,
such as gender discrimination, where no developmental dif-
ferences in associated cognitive processes are anticipated.
These approaches deviate from the path outlined earlier for
studies of Schizophrenia or Alzheimer’s disease, which
emphasized acquisition of fMRI data during the perfor-
mance of a cognitive task expected to differentiate be-
tween groups.

Recent experimental psychology research lays the
groundwork for informative fMRI studies in research on
adolescent development and Social Anxiety Disorder. We
provide two examples relevant to research on emotion reac-
tions and emotional regulation. First, attention-orienting
tasks, which measure an emotional reaction in the absence
of subsequent implicit or explicit efforts at regulation,
show promise for use in studies of Social Anxiety Disorder
and development. Studies using such tasks have shown that
angry faces reliably capture attention when they are pre-
sented in the context of nonemotional faces (Mogg &
Bradley, 1998). This effect is thought to occur because
angry faces more readily engage the amygdala and key
components of the PFC, including the ventral or orbital
frontal cortex and the medial or cingulate aspect of the
PFC, than do other emotional faces (Haxby et al., 2002).
Behaviorally, individuals with Social Anxiety Disorder, as
well as those with other anxiety disorders, have been
shown to exhibit behavioral differences on attention-
orienting tasks (Mogg & Bradley, 2002). These behavioral
group differences are also hypothesized to result from anx-
iety-associated decreases in the threshold for engaging the
amygdala and ventral and medial PFC during tasks de-
signed to elicit orienting to emotionally salient cues (Pine,
2001). Thus, tests of attention orienting, which have been
shown to effectively capture one type of emotional reac-
tion and activity within its associated neural circuitry, pro-

vide a measure of emotional reaction that is appropriate for
studies of developmental psychopathology.

Second, other cognitive tasks that use face emotions as
stimuli hold promise for use in developmental studies map-
ping neural circuits associated with anxiety and emotion
regulation. These tasks require effortfully controlled atten-
tional focus on nonemotional cues under conditions in
which distracting, emotionally salient stimuli are present.
Such tasks are clinically relevant because negative emo-
tional displays from others are difficult for individuals
with Social Anxiety Disorder to screen out, even when
their attention is directed to performance of another task.
This type of cognitive dysfunction is central to the genesis
or maintenance of Social Anxiety Disorder. Indeed, most
effective therapies for the disorder target problems with di-
recting attention under states of high arousal, a basic emo-
tion regulatory capacity. Tasks requiring attentional focus
on nonemotional cues in the presence of emotional dis-
tracters are also developmentally relevant, because en-
hanced ability to control the direction of attention under
states of high arousal represents one of the more robust
changes associated with successful maturation from la-
tency into adolescence and adulthood (Mischel, Shoda, &
Rodriguez, 1989).

We have developed a cognitive paradigm that requires
research participants to alternately direct their attention to
their own emotional reaction to facial expressions and to
either emotional or nonemotional features of faces that do
not relate to their internal emotional responses. In healthy
adults, such manipulations of attention during the viewing
of evocative photographs have been shown to differentially
engage the ventral and medial PFC (Monk, McClure, et al.,
2003). Some controversy persists about whether the amyg-
dala is also differentially engaged during such manipula-
tions, with some studies indicating that it is and other
studies suggesting that this structure becomes reliably en-
gaged under both attention states (Dolan, 2002; Pessoa,
McKenna, Gutierrez, & Ungerleider, 2002). In adolescents,
however, these brain regions show differential modulation
across types of emotional stimuli but not across attention
states. These developmental differences are consistent
with the idea that adults can modulate activity in relevant
brain structures based on attentional demands, whereas
such modulation in adolescents, whose neural structures
are still immature, is driven by emotional content.

In light of findings from experimental studies, it appears
likely that Social Anxiety Disorder is also associated with
differential engagement of the amygdala and ventral and
medial PFC during emotion response tasks such as atten-
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tion orienting and emotion regulation tasks. Just as neu-
roimaging findings have laid important foundations for our
understanding of Schizophrenia and Alzheimer’s disease,
the successful demonstration of differential neural engage-
ment patterns in social anxiety could have considerable im-
plications for future studies on underlying risk for and
prevention of the disorder.

CONCLUSIONS AND RECOMMENDATIONS
FOR FUTURE WORK

In this chapter, we reviewed the literature on childhood
anxiety disorders with a specific focus on Social Anxiety
Disorder, which provides a model for integrating research
from clinical psychopathology, developmental psychology,
and cognitive neuroscience. Research on anxiety disorders
from each of these perspectives has burgeoned in recent
years, and the confluence of findings across fields holds
promise for elucidating new prevention and treatment ap-
proaches for this type of psychopathology. The findings we
reviewed form several themes that suggest directions for
future study.

First, relative to other disorders, such as depression,
anxiety disorders and their manifestations across develop-
ment are broadly understudied. This reflects, in part, the
historical belief that anxiety disorders constitute “mild”
psychopathology. In light of recent evidence that childhood
anxiety predicts a variety of negative outcomes, including
the later development of Major Depressive Disorder (Pine
et al., 1998), however, it has become clear that understand-
ing anxiety disorders is critically important. In particular,
research from a developmental psychopathology perspec-
tive would be useful for clarifying boundaries between nor-
mal and abnormal anxiety, for describing the paths that lead
from early anxiety to either positive or negative outcomes,
and for further explicating factors that confer risk for or
protection against the development of pathological anxiety.

More specifically, recent research in developmental
psychopathology suggests the need to consider alternative
classification schemes for anxiety given advances in both
basic and clinical neuroscience. This research shows that
anxiety disorders are likely to represent the end result of a
complex interplay among many risk factors operating
across increasingly complex levels. For example, some risk
factors may involve specific genetically based perturba-
tions. These risk factors, in turn, may exert their effects
through interactions either with other genes or with envi-
ronmental factors. At a higher level, such effects are likely
to shape underlying brain systems and their associated in-

formation-processing functions. Finally, whether or not
perturbations in brain systems and associated information-
processing functions ultimately manifest as clinical syn-
dromes may depend on broader contextual influences on
the developing organism. Given the complexity of these is-
sues, our understanding of classification may change as our
understanding of mechanisms advances. For example, chil-
dren currently classified in the same broad category may
ultimately be differentially categorized as we understand
divergent mechanistic pathways to similarly appearing
clinical syndromes. Conversely, children currently classi-
fied in distinct categories may ultimately be combined as
we understand how core pathways can produce various
clinical syndromes.

Ultimately, such efforts will require research on mecha-
nisms through which risk factors influence phenotypic ex-
pression. Surprisingly, little is known about how various
risk factors influence patterns of adaptation in developing
individuals. In particular, offspring of adults with Social
Anxiety Disorder, as well as other types of psychopathol-
ogy, are at elevated risk for developing anxiety of their
own. How the presence of this heightened risk, regardless
of whether it eventually manifests as a disorder, influences
children’s and adolescents’ negotiation and mastery of
salient developmental tasks is poorly understood and wor-
thy of research attention. For example, do youth at high risk
for social anxiety by virtue of parental psychopathology
differ from peers at lower risk in their patterns of attach-
ment, peer relations, or conceptions of self ? Further, are
such differences evident in individuals who prove resilient
to anxiety despite their high-risk status?

Additionally, much existing research has focused on in-
dividual risk factors in isolation. Integrative studies that
approach risk from multiple perspectives simultaneously
would provide a more accurate picture of the complex in-
terplay among genetics, neurobiology, family environment,
peer relations, and other influences. Recently, studies com-
bining genetic approaches with neuroimaging techniques
have begun to emerge in the literature, offering one exam-
ple of how such integrative research might manifest.

Second, research in clinical psychopathology strongly
suggests that the anxiety disorders constitute a set of re-
lated but distinct pathologies. Although, in general terms,
all of these disorders involve perturbation in the capacity
to regulate anxious states, it appears likely that specific
pathophysiologic profiles are associated with the particular
patterns of maladaptation that characterize individual dis-
orders. Additionally, data from the developmental psychol-
ogy literature underscore the fact that anxious states are
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pervasive and common across the life span. Consequently,
the line between normal and abnormal anxiety is difficult
to identify, particularly at the level of behavior, where a
normal, transient anxiety state can closely resemble states
that occur in the context of an enduring disorder. Further
complicating the distinction of typical from pathological
anxiety is the variability across developmental stages in the
manifestations of anxiety that are considered normal. It is
therefore important that studies be conducted that further
illuminate the distinctive pathophysiology of each anxiety
disorder across development, with an eye to identifying
markers of risk and optimal pathways for treatment. Such
efforts will require a bridging of perspectives from clinical
and basic sciences.

For example, conceptualizations of clinical characteris-
tics may advance if they describe behaviors in a fashion
that is amenable to research in experimental psychology
and neuroscience. This will require a more precise specifi-
cation of behavior than currently available in the clinical
literature. Current clinical conceptualizations describe rel-
atively broad perturbations in cognition, such as enhanced
vigilance in anxiety. To facilitate integration with psychol-
ogy and neuroscience, future conceptualizations will need
to describe in more detail the precise circumstances under
which attention is perturbed in the anxiety disorders.

Finally, researchers in other clinical areas, such as
Schizophrenia and Alzheimer’s disease, have begun to de-
velop paradigms that elegantly bridge the gap between
basic science and clinical utility. Anxiety disorders are
primed for similar translational work that capitalizes on
converging findings across multiple diverse areas of re-
search. In particular, fMRI studies provide a promising av-
enue for integrating the provocative data that have emerged
recently from work on fear conditioning and extinction
across different species, threat cue processing in humans,
and genetics. These disparate areas of study each provide
important information regarding the processes involved in
emotion regulation that, taken together, could eventually
revolutionize the treatment of anxiety.
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Antisocial behavior is disruptive to the individual, to family
and friends, and to the community at large. It is for this rea-
son that adults attempt to reduce antisocial behavior in ef-
forts to socialize children. When such efforts fail, parents
and caregivers often seek help, such as in mental health
clinics. It is estimated that 50% to 75% of all referrals focus
on behavior problems in children (Kazdin, 1987, 1993).

Among all the child adjustment problems, the literature
on the study of child and adolescent antisocial behavior is
the most abundant and historically rich (see Costello &
Angold, 2000). Initially, thinking about the origins and so-
lutions to antisocial behavior in children and adults was
largely philosophical and speculative. Plato’s The Republic
(Hamilton & Cairns, 1973), written c. 360 B.C., provides a
detailed sociopolitical system for promoting the character
of youth so as to minimize behaviors thought to detract
from a harmonious state and promote behaviors conducive
to community living.

A critical piece to the philosophical puzzle is whether
antisocial tendencies are innate or are acquired through the
vagaries of social living and misguided socialization efforts.
Hobbes, in Leviathan (Rogers & Schulman, 1651/2003),
assumes that antisocial tendencies are innate, and conse-
quently, prosocial behavior conducive to group living re-
quired careful training and socialization. In contrast, in his

treatise on Emile, Rousseau (Friedlander, 1762/2004) pro-
posed that children by nature are prosocial but misguided ef-
forts by adults transform goodness into antisocial behavior.
The implication is that if children were raised in a natural,
benevolent state, many problem behaviors would be mini-
mized or eliminated. John Locke (Anstey, 2003) proposed a
position that could be seen as neutral to these two perspec-
tives, assuming that children were a tabula rasa with respect
to good and evil and that all behaviors were simply outcomes
of experience and learning. This has often been associated
with learning theory accounts of individual differences. A
fourth perspective, attributable to Darwin (1991), is that in-
dividuals actively learn behaviors that promote survival of
the individual and the species. Thus, individuals come to so-
cial living with a propensity to learn some behaviors over
others, based on biologically based biases in learning. The
key is that behaviors are more easily learned when they
function to increase the survival of the individual and genet-
ically related kin. As we shall see, the fourth perspective is
a compelling philosophical framework for thinking about the
development and ecology of antisocial behavior.

Not until recently have the tools and strategies of sci-
ence been applied to understanding human behavior in gen-
eral and antisocial behavior in particular. There is a clear
sense that empirical formulations of antisocial behavior
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are progressing in respect to replication as well as valida-
tion in the context of intervention (Dishion & Patterson,
1999). However, in considering the impressions of the ear-
liest professionals charged with the responsibility of man-
aging antisocial children, one wonders just how much
progress has been made. For example, consider the follow-
ing statement by Adams (Carpenter, 1970, p. 15), who was
responsible for managing antisocial youth in a reformatory
school in nineteenth-century England:

Sergeant Adams states before the Select Committee of the
Lords, that of the 100 prisoners whom he has to try every
fortnight, from 16 to 40 are boys; some even of the age of 7; a
few of 8, and a great number of 9 and upwards; of these chil-
dren the offenses are, for the most part, of a pilfering de-
scription, to which the young children are tempted by older
persons. “A large portion of these poor children,” says Mr.
Adam, “are wholly and entirely without friends and relations
of any kind; others have profligate parents who neglect them;
and almost all are quite uninstructed in religious, moral and
social duties. I should say the evil is far more deeply seated
than in the natural disposition of the children themselves. I
do not think they are naturally worse than other children
themselves; but that these offenses spring from the want of
proper moral and religious education and in the want of
proper friends to attend to them.”

From Sergeant Adams’ perspective, many antisocial youth
are early starters, often male, have poor peer relations, and
come from families that could be described as disrupted
parenting. Sergeant Adams would minimize the contribu-
tion of genetic factors in favor of environmental effects.

The early work on antisocial behavior was largely con-
cerned with managing children who broke the law and re-
quired remedial, or at least custodial, intervention. In the
twentieth century, however, psychologists entered the intel-
lectual landscape. Healy (1926) published the first psycho-
logically oriented treatise theorizing on the etiology and
treatment of antisocial behavior. His thinking, heavily in-
fluenced by the psychodynamic theory of that time, empha-
sized internal, intraindividual factors in the etiology of
crime, especially lack of cognitive abilities (i.e., “dull
thinking”), and secondarily, problematic parenting. Even
though he notes that peers are most often a proximal factor
in the commission of antisocial acts (nearly every case re-
viewed!), in his mind, peers were unlikely to be a signifi-
cant etiological factor. His thinking was that failure to care
about mores and to inhibit antisocial behaviors was an in-
trapersonal characteristic that could only be solved by
treating the individual. Despite this individual orientation,
Healy was also an empirical pragmatist. Ten years later, he

published quasi-experimental findings on outcomes associ-
ated with two different correctional practices in Chicago
and Boston, noting that about 61% of the males and 46% of
the females would eventually recidivate (Healy & Bronner,
1936). Rates of recidivism, he noted, vary as a function of
the correctional strategy used. In Chicago, where institu-
tionalism was the dominant strategy, failure rates reached
70%, whereas in Boston, where foster care was the perva-
sive practice, recidivism was only 27%. These writers,
aware of the limitations of quasi-experimental strategies,
tentatively suggested that institutionalization may not be
the ideal solution for diverting lives of crime for antisocial
youth. This suggestion has gone largely unheeded, despite
the results of later studies using random assignment
(Chamberlain & Reid, 1998; Eddy & Chamberlain, 2000).

The continued application of psychodynamically ori-
ented treatments for antisocial children and adolescents
generally did not produce satisfactory results. Influential
practitioners and theorists such as Redl and Wineman
(195l, 1952) reported dramatic failures in their efforts to
treat antisocial youth. These failures were followed by ex-
tensive reformulations of psychoanalytic theory and the in-
troduction of the attachment construct and ethological
theory (Bowlby, 1969). The pessimism was supported by
empirical findings: Nothing was effective when working
with antisocial children (Levitt, 1957, 197l).

The internal trait model was the overarching paradigm
that integrated these theories and interventions designed by
psychologists and criminologists. From this perspective,
the traits are intraindividual dynamics whose prime char-
acteristics are stability and continuity of behavior. Indeed,
the stability and continuity of antisocial behavior was such
that the use of the term trait was empirically justified
(Loeber & Dishion, 1983; Olweus, 1979). A trait model
(Goldberg, 1994), however, contained no information about
mechanisms of change. The trait models are indeed empir-
ically based but fall short of identifying mechanisms that
account for stability and, more important, provide no guid-
ance as to how to prevent or reduce antisocial behavior in
children and adolescents. Not until the 1970s and 1980s
was it understood that there is an important link between
understanding a development process and selecting the ap-
propriate prevention and treatment.

Considerable progress has been made during the past 20
years in providing an empirical account for antisocial be-
havior in children and adolescents. These studies represent
a fusion of the seminal works by Lee Robins (1966) and
other sociologists (see review by Loeber & Dishion, 1983),
the life course perspective of Glen Elder (1985), measure-
ment theorists (Campbell & Fiske, 1959; Cronbach &
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Figure 13.1 The labeling of problem behavior through child-
hood to adolescence.
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Meehl, 1955), and the careful observation research of
criminologists (e.g., McCord, McCord, & Howard, 1963)
and developmental (e.g., Dawe, 1934) and clinical psychol-
ogists (e.g., Patterson, Littman, & Bricker, 1967; Raush,
1965). These investigators brought forth a strong focus on
measurement, longitudinal designs, and a consistent pat-
tern of findings of environmental correlates and predictors
of antisocial behavior. More recently, investigators have
moved to what we refer to as a process account of antisocial
behavior, which provides an analysis of the etiological dy-
namics of growth and desistance over time. In this way, the
new wave of studies in the past 2 decades represents a strat-
egy of linking longitudinal research with intervention stud-
ies, where developmental processes are targeted in the
efforts to reduce problem behavior, but also to test hy-
potheses regarding the mechanism of change.

At this juncture, we are able to provide a stronger pro-
posal for the etiology of antisocial behavior in children and
adolescents, compared with our previous review (Dishion,
French, & Patterson, 1995). In some ways, the picture has
simplified, especially with respect to what we know about
the nature and timing of major environmental effects, 
biological underpinnings, and dynamic and functional
processes as they unfold over time. To begin, however, it is
necessary to consider what we now know about the devel-
opmental variation and changing form of antisocial behav-
ior from early childhood to late adolescence.

DEVELOPMENTAL PATTERNS

All forms of antisocial behavior share a common charac-
teristic: They are experienced as aversive, disruptive, or
unpleasant by those who are victims or those who are
close to the youth. During adolescence, new behaviors are
added, such as drug use and sexual activity. These behav-
iors are often thought of as “victimless.” Adolescent sub-
stance use and precocious sexual behavior are known to
lead to problematic adult adjustment and also to be a
source of conflict between adults and youth. To address
this heterogeneity, the more general term of problem be-
havior is used. Figure 13.1 provides an overview of the
kinds of behaviors that are experienced as aversive by vic-
tims or deemed problematic by adults from early child-
hood to late adolescence. The perspective of the current
Diagnostic and Statistical Manual of Mental Disorders
(DSM) is reflected in Figure 13.1 as well.

Several investigators recognized distinct types of anti-
social behavior and conduct problem children (e.g., Jesness,
1977; Patterson, 1982; Quay, 1993). Our first efforts to ob-
serve antisocial children and their families suggested that

interactions observed in the homes of youngsters referred
primarily for aggression were fundamentally different
from those referred for stealing (Patterson, 1982). The dif-
ferences were detectable in the observed behavior of both
the child and the parents. Considering findings such as
these as well as a meta-analysis of child referral problems,
Loeber and Schmaling (1985) introduced the terms overt
and covert antisocial behavior, a taxonomy that has stimu-
lated a great deal of research over the past 2 decades (e.g.,
Hinshaw & Anderson, 1996; Hinshaw, Lahey, & Hart,
1993; Liau, Barriga, & Gibbs, 1998).

If we take a psychometric approach to conceptualizing
antisocial behavior, we might consider covert and overt
antisocial behavior as different behaviors within an overall
trait for being antisocial (see Dishion, French, et al., 1995;
Patterson, Reid, & Dishion, 1992). This would be consis-
tent with problem behavior theory (Jessor & Jessor, 1977)
in which adolescent problem behaviors are considered to be
one overall syndrome. The findings from the Oregon Youth
Study provided support for such a perspective. Using struc-
tural equation modeling, we found a correlation of 1.0 be-
tween the two constructs (Patterson, Reid, et al., 1992).
Obviously, boys who engage in high rates of overt anti-
social behavior also engage in high rates of covert anti-
social behavior. The correlation speaks to the fact that by
early adolescence, both forms belong to the same general
class of behaviors.

Within the class of aggression, distinctions can also be
made. The most critical appears to be that between reactive
and proactive aggression in children (Dodge & Coie, 1987).
Again, reactive and proactive types of aggression are highly
intercorrelated (Dodge & Coie, 1987; Poulin & Boivin,
2000b). A developmental analysis of proactive and reactive
aggression suggests unique antecedent conditions, sequelae,
and functional mechanisms (Crick & Dodge, 1996; Poulin &
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Figure 13.2 Decreases in aggression in early childhood.
Adapted from Tremblay et al., 1996.
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Boivin, 2000a; Price & Dodge, 1989; Pulkkinen, 1996; Vi-
taro, Brendgen, & Tremblay, 2002).

More recently, the concept of relational aggression has
been put forward, fitting best within the realm of covert
antisocial behavior (Cairns & Cairns, 1994; Crick, 1996;
Crick & Bigbee, 1998; Crick et al., 1997; Grotpeter &
Crick, 1996; Underwood, 2003). Relational aggression is
directed to peers and involves behaviors such as spreading
rumors, ostracizing, and purposely manipulating relation-
ships to the detriment and pain of a recipient.

As can be seen in Figure 13.1, the developmental se-
quence from overt to covert behaviors can be mapped onto
the DSM-IV nomenclature of Oppositional Defiant Disor-
der and Conduct Disorder. However, relational aggression,
to date, has no clear home in this or the International Clas-
sification of Diseases diagnostic system.

In contrast to our earlier review (Dishion, French, et al.,
1995), we see the value in making distinctions between
highly correlated but topographically unique forms of child
and adolescent problem behavior. As a heuristic model, in
this review, we group reactive forms of aggression and
antisocial behavior as overt and antisocial behaviors that
often involve peer coordination and avoidance of adult de-
tection as covert. As we shall see, the critical issue is the
developmental and relationship context in which these be-
haviors emerge. Studies show that overt and covert forms
of behavior come into play at very different developmental
stages and are controlled by very different functional
mechanisms and social agents. Building a model of child
antisocial behavior requires an intimate knowledge of these
unique developmental patterns.

Overt Antisocial Behavior

During the first 2 years of life, it is not unusual for children
to be oppositional and difficult to control at times. Trem-
blay (2000) has argued that if 2-year-olds were physically
as large as adults they would be dangerous, as they do hit
and become quite angry. By middle childhood, the range of
child behavior, the places in which they occur, and their
form and function become more complex.

Given that children begin to engage in aggression and
oppositional behavior as toddlers, maternal reports would
seem relevant to understanding early developmental trajec-
tories. Systematic study of maternal reports in a large
Canadian cohort, in fact, reveals a clear decrease in these
behaviors from ages 2 to 11 (Tremblay, Masse, Pagani, &
Vitaro, 1996; see Figure 13.2). The findings are consistent
with those from mothers’ longitudinal ratings of overt anti-
social behaviors cited earlier. Longitudinal studies by

Cairns, Cairns, Neckerman, Gest, and Gariepy (1988)
found a similar decrease in physical aggression between
ages 10 and 18 years, based both on teacher ratings and
self-report data. Tremblay et al. (1999) also found a de-
crease in teacher reports of physical aggression for boys
from 6 to 15 years of age. The large-scale Dutch longitudi-
nal study of maternal ratings of children ages 5 through 18
years showed negative slopes for both boys and girls on ag-
gressive behavior (Stanger, Achenbach, & Verhulst, 1997).

Of particular interest in the work of Tremblay and his
colleagues is the finding that during the elementary grades,
there are few if any new cases of physical aggression added
to the cases identified by grade 1 (e.g., a low false-negative
error; Nagin & Tremblay, 1999). The findings were essen-
tially replicated in the longitudinal study of at-risk boys
from grades 1 through 5 (Patterson & DeGarmo, 1997).
Only l.5% of the boys in the normal range at grade 1 had
moved to a clinical range for overt antisocial behavior by
grade 5. Again, this suggests a very low false-negative
error in predicting later adjustment. Evidently, the most se-
vere problems associated with overt antisocial behavior are
in place before grade 1, and few new cases are added after
that. The fact that there are few new cases added suggests
that the preschool, familial training phase is critical in un-
derstanding the emergence of aggression in young children.

There is a strong negative slope describing the relation
between the age of the child and the frequency of reported
overt forms of antisocial behavior. This relation holds
across teacher, parent, and observers as assessment agents.
The consistency of the developmental findings demands an
explanation. Why is there a drop?

We hypothesize that as children age, adults become
increasingly vigilant and attentive to all forms of overt anti-
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social behavior and effectively reduce such behavior through
punishment or by reinforcing prosocial alternatives to aggres-
sion (asking, waiting, sharing, turn taking, etc.). The term re-
active aggression also provides a clue. Children who initially
engage in aggression are essentially reactively coercive,
using such tactics as crying, whining, hitting, and persistence
to reduce adult socialization efforts or aversive intrusions by
peers. Fortunately, over time and through socialization, chil-
dren become more regulated and planful in their response to
their social environment. They become less reactive to aver-
sive experiences, and if they do not, they pay the conse-
quences of poor peer relations and social rejection (Coie &
Kupersmidt, 1983; Dodge, 1983; Poulin & Boivin, 2000a).

The picture is more complex, however. As children de-
sist in some forms of antisocial behavior, they pick up new
behaviors. For example, proactive aggression emerges in
middle childhood (Poulin & Boivin, 2000b), which appears
be a consequence of involvement with other, aggressive
peers. Snyder (Snyder, Reid, & Patterson, 2003) hypothe-
sized that the effect of these changes in adult and peer con-
tingency might drive aggression “underground.” Some
children may simply learn to avoid detection and, in so
doing, also avoid the negative consequences supplied by
adults. In this sense, they become more regulated but also,
unfortunately, more deviant as well. The child simply shifts
to more covert forms.

Covert Antisocial Behavior

As defined earlier, covert antisocial behavior includes ag-
gressive acts that seem designed to avoid detection. For ex-
ample, proactive and relational aggression can be seen as a
covert form of antisocial behavior. As such, forms of covert
antisocial behavior are detectible in middle childhood (age
6 years), increasing slowly during late childhood, then ac-
celerating at early adolescence. Of particular relevance for
socialization theory is the fact that throughout the develop-
mental course, growth in overt and covert behaviors have
diametrically opposite slopes. After the age of 2 years, the
slope for overt forms is essentially negative through adult
years. Developmentally, covert behavior begins with a neu-
tral slope and then shifts dramatically to positive during
early adolescence. An analysis of maternal ratings of boys’
covert antisocial behavior is summarized in Figure 13.3.
Based on data from a large prevention sample (N = 204),
the ratings covered the interval from grades 1 through 5
(males; Patterson & Yoerger, 1997). Similarly, the longitu-
dinal analyses of maternal ratings for grades 1 through 5
showed a nonsignificant positive slope (Patterson &
Yoerger, 2002).

It becomes difficult, therefore, to really know whether
there is an overall decrease in aggression from age 2 years
through adolescence. It is conceivable that as overt forms de-
crease, adding the growth in covert behavior would generate a
total output score that is closer to a zero slope. Maternal rat-
ings from a large prevention trial sample offer some support
for the idea that total output may remain stable from one grade
to the next for grades 1 through 5 (Patterson & Yoerger, 2002).

It would be expected that measures of overt antisocial be-
havior during childhood would provide low-level but signifi-
cant predictions of adolescent and adult crime. For example,
in a systematic analysis of six longitudinal data sets, overt
forms of antisocial behavior predicted both adolescent phys-
ical aggression and covert antisocial behavior (Broidy et al.,
2003). It is noteworthy that female adolescent antisocial be-
havior is not predicted by early overt antisocial behaviors in
these six longitudinal data sets.

This raises the question as to the most significant pre-
dictors for adolescent and adult crime. For example, it
could be that the more severe forms of antisocial behaviors
were the best predictors. We were pleased to find that such
weighting schemes were not necessary. In fact, the total
frequency of relatively trivial forms of antisocial behavior
is strongly correlated with more severe forms of delinquent
behavior. For example, in the Oregon Youth Study (OYS) by
Capaldi and Patterson (1996), the frequency of self-
reported trivial crimes correlated .63 with the frequency of
self-reported severe crimes. Also, youth who commit more
frequent crimes are at significantly greater risk to commit
violent crimes. For example, if the adolescent had been ar-
rested three or more times, the likelihood was .47 that he
would commit a violent crime. The comparable figure for
Farrington’s (1991) London cohort was .49. Frequency, of

Figure 13.3 Changes in covert antisocial behavior for three
groups of LIFT buys. Adapted from Patterson and Yoeger, 2002.
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course, suggests versatility (Loeber, 1991; Loeber, Green,
Keenan, & Lahey, 1995; Loeber et al., 1993). Initially, we
had thought that perhaps the more severe forms of overt or
covert behavior would serve as better predictors.

Delinquent Behavior

Delinquent behaviors are an important subset of antisocial
(overt and covert) behavior. What makes them unique is
that society considers them to be illegal. What makes this
complex is that the definition of what is illegal can, and
does, change over time. Many delinquent behaviors also
have a victim. Examples include robbery, theft, burglary,
and vandalism. Other behaviors are statutory, such as sub-
stance use and sexual precocity. Here, victim’s status is un-
clear, but technically, our definition of antisocial behavior
requires a victim. Thus, substance use is included in this
review only as it relates to the etiology and course of anti-
social behavior. It is clear that there are youth who engage
in these behaviors but who are not involved in antisocial be-
havior (Dishion & Loeber, 1985; Loeber, 1988), and peer
and family dynamics reflect this difference (Dishion &
Loeber, 1985), in that youth who use substances and are
not antisocial are generally exposed to less risk within the
family and peer domains.

If one focuses narrowly on illegal, criminal, or delin-
quent behavior, it is clear that there are enormous differ-
ences in the age at which individuals first engage in these
behaviors. There are 7-year-olds who are arrested; others
are arrested in adolescence (Moffitt, 1993; Patterson,
Crosby, & Vuchinich, 1992; Robins, 1966). Generally,
there is positive growth in criminal behavior during ado-
lescence (Achenbach & Edelbrock, 1979), which peaks
somewhere between 16 and 18, depending on the context
and behaviors included in the study. Following the peak is
a relatively rapid decrease in illegal behavior, forming a
negative quadratic function. This is often referred to as the
age-crime curve (Gottfredson & Hirschi, 1990). One of the
most interesting findings from the OYS sample was the
data showing that l8% of youth arrested as adults had no
prior history of arrests; some of the males waited until
adult status to commit their first crime (Patterson &
Yoerger, 2002).

The developmental trends in criminal behavior among
youth and young adults are likely to be obscured by trends
in learning to avoid detection. By definition, teachers and
parents probably have only a limited awareness of the fre-
quency of covert acts. For example, early-onset boys in the
OYS show the expected decrease in police arrests starting
at around age l7 years. During that same interval, however,

the early-onset boys self-reported a fourfold increase in
index crimes (Patterson & Yoerger, 1993). According to the
learning to avoid detection hypothesis, this may simply re-
flect the fact that after several arrests, the boys improved
their skills in learning to escape police detection. Farring-
ton, Jolliffe, Hawkins, Catalano, Hill et al. (2000) found
that the probability of being referred to juvenile court actu-
ally decreased as a function of frequency of self-reported
crimes. Again, this suggests to the present writers that the
more prolific offenders had learned to avoid detection.

Criminology’s study of specialization would be one
well-known alternative to the frequency hypothesis. Are
there numerous paths to each specialized crime (e.g., safe-
cracking, mugging, arson)? Farrington’s (1991) analysis of
the London cohort study found no tendency for males in the
sample to specialize in property or person crimes.

We hypothesized that understanding the overt-to-covert
sequence is absolutely essential in planning prevention
studies. We also hypothesized that measures of the overt-
covert sequence should provide a useful basis for predicting
later juvenile and adult crime. If the model includes only
measures of overt antisocial behavior, the prediction model
will be weakened. It is also assumed that a model based
only on measures of covert antisocial behavior assessed
during adolescence will be very effective in predicting
adolescent offending but weak when predicting adult
crime. The reason for this is that both the early- and late-
onset boys are heavily involved with deviant peers, as
shown in Patterson and Yoerger (1993, 2002). The OYS
data show that most of the late-onset boys score high on
covert scores but as adults become desistors (Patterson &
Yoerger, 1997). When predicting adult crimes, the most ef-
fective prediction model would include the sequence of
first overt and then covert (Broidy et al., 2003; Patterson &
Yoerger, 1997, 1999).

Trajectories that are high on both overt and covert forms
would also be characterized by high overall frequencies.
Both sets of information would predict early onset for
delinquency. Loeber (1991; Loeber et al., 1993, 1995)
showed that indeed it is the case that simply combining
overt and covert generates significant predictions. As yet,
no one has compared the relative efficiency of using child-
hood frequency measures of overt and covert, adolescent
measures of covert, and various sequential patterns.

Age of onset for delinquent behavior occupies a salient
place in the traditional literature of criminology. Robins
(1966) noted that boys arrested at a young age had more se-
rious outcomes than those arrested in later adolescent
years. Several decades of studies firmly establish the cor-
relation between early onset and total frequency of later ar-
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Figure 13.4 Distribution of hazard rates for high- and low-
antisocial boys.

rests (Loeber & Farrington, 2000; Patterson, 1996; Patter-
son, DeBaryshe, & Ramsey, 1989; Patterson & Yoerger,
1997). It is, therefore, not surprising that the earlier the
onset, the greater the risk for chronic arrests. For example,
in a study of the OYS, Patterson and Yoerger (1993) found
a correlation of .93 between the age of onset of first arrest
and the likelihood of a fourth arrest. Given early onset (ar-
rest before age 14 years), the likelihood of three or more
juvenile offenses was .76 (Patterson, Forgatch, Yoerger, &
Stoolmiller, 1998).

Several writers have emphasized the utility of differen-
tiating between early- and late-onset delinquents (Mof-
fitt, 1993; Patterson et al., 1989; Robins, 1966). In 
the OYS studies, about half of the police arrests involve
early offenders and half involve late offenders. In the
Dunedin studies, about l0% of the sample were defined as
early onset ( life-course-persistent) and 25% as late onset
(adolescent-limited). The prevalence rates for the Oregon
sample were 26% and 29% for early and late, respec-
tively. The differences in prevalence for the early starters
reflect the fact that the Oregon sample consisted of at-risk
families living in high-crime areas, whereas the Dunedin
studies were based on carefully drawn birth cohorts. Al-
though the Oregon and New Zealand studies agree on the
importance of differentiating the two paths, they are in al-
most complete disagreement as to the mechanisms that
produce these outcomes. The causal mechanism models
are reviewed in a later section.

It is now understood that the commission of antisocial
acts usually precedes the commission of delinquent acts
by several years. For example, data from three samples
showed that l0% to 25% of the sample self-reported seri-
ous and violent behavior by age 10 years (Loeber & Far-
rington, 2000). Data from the OYS were used to test the
hypothesis that boys from disadvantaged families and
inept discipline practices would be among the first to be
arrested (Patterson, Crosby, et al., 1992). Both variables
made significant contributions to early arrest. It was as-
sumed that a composite (overt plus covert) measure of
antisocial behavior assessed at age 10 years would be the
major predictor. In effect, the contribution of inept disci-
pline to age of first arrest would be mediated by the anti-
social variable. In the event history analyses, as predicted,
when the trait score was introduced into the regression
analyses, the relative contributions of discipline and so-
cioeconomic status became nonsignificant. The highly sig-
nificant contribution of the antisocial trait score showed
that the more antisocial the boy, the earlier his first arrest.

In that study, the findings from the distribution of haz-
ard rates carry a particularly interesting piece of informa-

tion. The hazard rate describes the percentage of boys’ first
arrest at a particular point in time. Figure 13.4 compares
the distribution of hazard rates for boys scoring above the
median on the antisocial composite with those scoring
below the mean for the antisocial trait. It can be seen that at
age 10, about 5% to 6% of the boys were involved in their
first arrest. The peak risk for this group occurred at age l3,
when 23% of those not previously arrested were arrested.

Of particular interest is the distribution of hazard rates
for boys below the mean for antisocial behavior (i.e., late-
onset boys). At ages 14 and 15, there was a steady increase
in risk for first arrest. These findings describe the trajecto-
ries for the late-starter group. In the Oregon model, the
late-starter group tends to be less antisocial as children and
are at increasing risk for a first arrest after the age of 15.

Moffitt, Caspi, Harrington, and Milne (2002) followed
up the Dunedin sample through age 26 to demonstrate that,
as adults, the early-onset group was more at risk for sub-
stance use, mental and personality problems, financial and
work problems, and violent crime. The late-onset group
also tended to be at elevated risk for most of these prob-
lems, but at less extreme levels. Moffitt et al. assume that
the late-onset group is very near to normal levels in terms
of childhood risk variables: “However, because their pre-
delinquent development was normal and healthy, most
young people who become AL (adolescent limited, late
onset) are able to desist from crime when they age into real
adult roles” (p. 280).

We hypothesize that developmental and relationship
dynamics account for the differences in adult outcomes
observed between early- and late-starting delinquent adoles-
cents. In fact, we see the distinction between the two groups
as one of gradations and the groups unlikely to be unique
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taxonomic groups. For example, DiLalla and Gottesman
(1989) compared persistent and transitory offenders and
found that the latter were better adjusted than persistent of-
fenders. However, it was also the case that the transitory of-
fenders were less well adjusted than were the nonoffenders.
Findings from the OYS were consistent with the hypothesis
that the late-onset group was less deviant than the early-onset
group but more deviant than nonoffenders.

In our previous review, we introduced the “marginal de-
viation hypothesis,” which was essentially a statement of
equifinality, especially for late-onset delinquent behavior
(Dishion, French, et al., 1995). Simply put, a variety of so-
cial and biological circumstances (e.g., temperament, aca-
demic problems, divorce, stepparenting) can be linked to
engagement in peer groups that support growth in specific
forms of problem behavior. Indeed, for this group, having
positive peer relationships may be part of the problem. In-
deed, a composite rating (peers, teachers, parents) showed
that the late-onset group had better relationships with peers
than did the early-onset group. As noted in a later section,
the evidence suggests that early onset is correlated with
more pervasive family dysfunction, and late onset and per-
sistence among early starters is explained by the emergence
of peer dynamics in adolescence (Patterson & Yoerger,
1997, 2002). Despite the diverse etiological circumstances
of each developmental pattern, it is reasonable to conclude
that late-onset delinquents are anything but normal; their
problems are simply less severe. This may in part be a func-
tion of positive aspects of their socialization, in particular
the development of a modicum of self-regulation and con-
trol, which enables the eventual formation of positive work
and relationship skills.

Although the topic of causal mechanisms is discussed in
a later section, it should be noted here that the critical vari-
able determining membership in early, late, or nonoffend-
ing trajectories is a time-dependent measure of involvement
with deviant peers, as shown in the studies by Patterson
and Yoerger (1997, 2002). Several studies now show that
bursts in involvement in deviant peers is associated with in-
creases in substance use (Dishion & Medici Skaggs, 2000)
and delinquent behavior (Elliott & Menard, 1996; Patter-
son & Yoerger, 2002). Although many theorists emphasize
the role of peers (e.g., Elliott, Huizinga, & Ageton, 1985;
Moffitt, 1993; D. W. Osgood, Wilson, O’Malley, Bachman,
& Johnson, 1996; Warr, 1993), we specifically target the
social interaction dynamics and behavior contingencies as
critical for understanding the emergence and progression
of antisocial behavior in adolescence (Dishion, Spracklen,
Andrews, & Patterson, 1996). The added emphasis on rela-

tionship dynamics, we hope, is useful for the design and ex-
ecution of interventions that reduce antisocial behavior.

Trajectories

The analysis of developmental patterns was often de-
scribed as an analysis of “pathways” (e.g., Loeber, 1988).
The idea is that there are unique events that unfold in an
orderly sequence that lead to a final developmental out-
come. This appealing metaphor was just that until recently,
when the advances in quantitative methods allowed for es-
timation of person-centered longitudinal patterns that are
now referred to as trajectories (Muthén & Muthén, 2000;
Muthén & Shedden, 1999; Nagin, 1999).

These quantitative innovations have led to several inter-
esting trajectory studies, confirming the points made ear-
lier. For example, Shaw, Gillom, Ingoldsby, and Nagin
(2003) identified longitudinal trajectories of aggressive be-
havior that were highly predictive of school-age conduct
problems. The work by Lacourse, Nagin, Tremblay, Vitaro,
and Claes (2003) examines developmental trajectories lead-
ing to delinquency and violence in adolescence. Most
analyses of developmental trajectories produce a high sta-
ble group and a consistently prosocial group. The remain-
ing groups vary with respect to developmental patterns. For
example, the study by Wiesner and Capaldi (2003) pro-
duced six different trajectories with the sample of 204 OYS
males. These elegant statistical models will certainly be-
come the wave of the future. As is typical, new quantitative
models provide a basis for seeing new complexities in es-
tablishing trajectories that may depend on measurement is-
sues, sample size, the kinds of causal predictors entered
into the analysis, and the developmental period under con-
sideration. A simple case in point is that arrest, self-report,
teacher report, and parent report data may provide unique
perspectives on the number and shape of developmental
trajectories in antisocial behavior, as found in the study by
Cairns and colleagues (Cairns, Cairns, Neckerman, &
Gariepy, 1989). Moreover, the trajectories for male and fe-
male youth may be distinct, as indicated by less of a con-
nection between overt antisocial behavior and the later
emergence of covert behavior problems in girls (Moffitt,
Caspi, Rutter, & Silva, 2001).

An often neglected issue in studying trajectories is the
explanation of persistence and desistance. In Loeber’s
(1982) reanalysis of conviction data, both suggest that the
actual shape of the trajectory curves vary as a function of
age of onset. For example, in examining data sets based on
official records, Patterson and Yoerger (1993) found that
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boys who begin their arrest career by ages 10 through 12
years had a unique shape to their trajectory. The curve was
initially flat or even positive and then dropped steadily to
young adult years. However, the boys first arrested at ages
14 to 18 years started somewhat lower and showed an im-
mediate precipitous drop at young adult years (Patterson &
Yoerger, 1993).

Desistance is particularly interesting. An analysis of
the OYS longitudinal data set showed that at grade 4, 49
boys scored at the 75th percentile on a composite measure
of overt antisocial behavior. Of these, 22 failed to become
involved in growth for covert behavior over the ensuing 8
years (Patterson & Yoerger, 1999). From our perspective,
this failure implies that they were not involved in deviancy
training provided by deviant peers (Patterson, Dishion, &
Yoerger, 2000), or that they actively avoided deviant peers
and their influences to persist on a normative trajectory
(T. Gardner & Dishion, 2005). This third group is of real
interest because it directly addresses a comment made by
Robins (1966) and frequently cited by trait theorists to the
effect that most (about half ) antisocial children do not
grow up to be antisocial adults. In the OYS study, this
group represented 44% of the subset of overt antisocial
boys. Moffitt et al.’s (2002) careful analyses of the adult
follow-up data for the Dunedin study showed very similar
findings. They found that about 8% of their male cohort
( l0% for OYS) were members of a subset who showed high
levels of antisocial involvement during childhood but only
low to moderate participation during adolescence. Moffitt
and her colleagues labeled them “the recovery group,” im-
plying a shift away from the antisocial trajectory. However,
from the perspective of the Oregon model, this subset
failed to move on and receive advanced training from de-
viant peers. In the Oregon model, we assumed that these
individuals are anything but recovered: They remain anti-
social but are limited to overt forms of expression. The
fact that they did not participate in activities with their de-
viant peers suggests either poor peer relationships or ac-
tive efforts on the part of the child and family to avoid
deviant contexts.

Moffitt et al.’s (2002) analyses of this third group found
that, as adults, they were suffering from internalizing
forms of psychopathology, none had married, many had
difficulty in making friends, and many were isolates. Ac-
cording to Moffitt et al., 28% of this third group as adults
had court records. This was compared to 8% of the Oregon
marginal-isolate group. We hypothesized that this third
group would make a substantial contribution in accounting
for individuals identified by Robins (1966) as antisocial

children who failed to continue on to become adult crimi-
nals. As noted earlier, the 22 members of this third trajec-
tory represented 45% of our sample that had been
identified as severely antisocial children.

We suggest that there are three pathways necessary to
understand delinquent behavior. Each of them has a very
different childhood history. The early-onset delinquent was
trained by family members to engage in high rates of overt
antisocial behavior and lacks a wide array of social skills.
He then moved on to be trained by deviant peers in covert
skills. He was arrested before the age of 14 years. The like-
lihood of adult arrest (from l8 through age 23 years) was
.65. The second path began in childhood, with average to
low levels of overt antisocial behavior and a relatively mar-
ginal level of social skills. As a late-onset group, they be-
come involved with deviant peers in midadolescence. There
is the expected increase in covert forms. Most of them de-
sist offending. The third group (marginal-isolate), demon-
strate only overt antisocial behavior, predicting juvenile
and adult noninvolvement in delinquency.

Loeber and his colleagues (Loeber & Farrington, 2000)
have also developed a model that describes three paths to
delinquent outcomes. Their overt path is thought to begin
in childhood with the advent of minor bullying and aggres-
sion. The assumption is that over time, the individual pro-
gresses to more extreme behaviors such as fighting and
then later strong-arm attacks. The second path, covert
antisocial behavior, may also begin in childhood, when it
might include relatively minor forms such as lying,
truancy, stealing in the home, and vandalism. However,
younger performers may also engage in fire setting and
shoplifting. In adolescence, the more extreme forms may
include substance abuse and health-risking sexual behav-
ior and burglary. The third path, authority conflict, be-
gins with noncompliance and defiance, escalating to
running away and truancy. Being on this path increases
the risk of also moving along the other paths. The average
age for involvement in serious delinquency was found to
be 11.9 years. Initiation and maintenance on any or all of
the paths are thought to be determined by a combination
of 41 risk variables described by Loeber and Farrington.

Whether one takes a simple frequency approach to
studying antisocial behavior in children and adolescents or
focuses on sequential progressions based on developmental
data, it is helpful to consider the ecology within which the
behavior emerges and grows. Investigators have found re-
peatedly that entering in predictors can be useful for im-
proving the understanding of developmental processes and
for making critical distinctions in the forms of antisocial
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behavior. For example, Poulin and Boivin (2000a) found
that proactive aggression was predicted by deviant peer in-
volvement, whereas reactive aggression in middle child-
hood was not. Moreover, Patterson (1993) found that
coercive discipline and associated family management
practices accounted for the initial and chronic levels of
problem behavior, and peer deviance accounted for growth
in problem behavior, mostly in adolescence. An empirical
account of antisocial behavior must address the fact that it
changes form with development. Furthermore, the mecha-
nisms that produce the changes vary from one form to the
other, as do the agents and settings in which the changes
occur. In a very real sense, this developmental model
shows heterotypic continuity (Cicchetti, 1990). We pro-
pose that a functional perspective on social behavior and
socialization provides an account of the timing and devel-
opmental variation observed in various forms of overt and
covert behaviors. For this reason, we review literature
about the onset, duration, and course of antisocial behavior
as a critical foundation for explanation and, more impor-
tant, intervention.

THE ECOLOGY

As the science of development and psychopathology ma-
tures, one sees clearly the need for integration of various
levels of analysis, from biological influences, to microso-
cial analyses of relationship dynamics, to the study of con-
text, including neighborhoods, schools, and communities.
An ecological framework is helpful for organizing these
levels of analysis (Bronfenbrenner, 1979, 1989).

The basic tenet of an ecological framework is that adap-
tation is functional. Our emphasis on social interaction
patterns narrows the search to focus on functional dynam-
ics in close relationships that elicit and/or maintain anti-
social behavior in children and adolescents. We see the
antisocial pattern as functional on at least three time
scales. First, the overt antisocial behaviors we described
earlier are functional at the microsocial level, in that they
effectively control behavior. There seem to be two differ-
ent mechanisms associated with producing immediate
short-term control over the behavior of the other person.
The first one identified in our observation studies fol-
lowed an “escape-conditioning sequence”: During a con-
flict bout, the child’s persistent or escalating aversive
reactions are followed by the other person terminating the
bout; for example, the child wins. The other mechanism,
and one we frequently encounter in our videotapes of Nor-

wegian families, fits an “avoidance-conditioning model.”
If a child’s demands are not met, the child will punish the
parents by having a temper tantrum; the parents avoid the
temper tantrums by immediately complying with all child
demands. Yelling, screaming, profanity, hitting, slander,
and psychological assault become tools of microsocial co-
ercive interactions. They are learned implicitly, forming
the grammar of family life.

At a longer time scale, but still microsocial, is the role of
deviance in forming the glue of friendships. Friendships
are unique in the preponderance of positive behaviors. In-
deed, when deviance is functional for keeping a relation-
ship together, it remains a primary “shopping” strategy
(Patterson, Reid, et al., 1992). Thus, the time scale is both
seconds (probably at the very beginning of new friend-
ships) to months and years (Dishion & Owen, 2002). We
call this a “deviant friendship process,” or deviancy train-
ing for short. The functional time scale may be extended
somewhat further as we speculate about the probable func-
tion of the deviant peer group in promoting sexual relation-
ships and contexts for early selection of sexual partners
(Capaldi & Crosby, 1997; Dishion, Poulin, & Medici Sk-
aggs, 2000; French & Dishion, 2003).

A key assumption of a functional emphasis on social
interaction is that thoughts and feelings about relation-
ships may or may not accurately reflect the actual rela-
tionship dynamics as revealed through observation
analysis (Patterson & Reid, 1984; Patterson, Reid, et al.,
1992). Parents referred to clinical settings with a problem
child rarely identify their own reaction patterns as part of
the problem. Youth are often unaware that their friends
are moving them toward behaviors and decisions that will
certainly undermine their health and development. Indi-
viduals feel their way through the social world, “choos-
ing” responses that avoid or result in punishment. In this
sense, consistent with several developmental theorists, re-
lationships define the proximal environment in which
change and development transpire (Bronfenbrenner, 1989;
Hinde, 1989; Patterson, 1982).

As we shall see, the evidence is compelling that relation-
ship dynamics are part of the problem, but more important,
they are critical to the solution in child and adolescent anti-
social behavior. Understanding the family and peer rela-
tionship dynamics is fundamental to understanding why
some interventions intended to reduce antisocial behavior
work and others do not (Dishion & Stormshak, in press).

There is a compelling sense, however, in which individu-
als shape their own futures. An individual can become
aware of problematic relationships and dynamics and work
to change or avoid those dynamics or reduce their influ-
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Figure 13.5 The ecology of antisocial behavior.

ence. Individuals clearly shape, manipulate, select, and
plan their own futures and avoid pitfalls and take advantage
of opportunities to realize goals. This ability to regulate
oneself in the social world would seem to increase with
age. The ability to do so would be considered a resiliency
factor, and the opposite, the inability to resist pressures for
deviance and/or addiction, a vulnerability.

Our group has had some difficulty in measuring a con-
struct that reflects individual-level resilience that is not
empirically redundant to the antisocial construct. For ex-
ample, when we formed a multiagent and multimethod con-
struct of competence, we found it correlated −.85 with a
similarly formed composite measure of antisocial behavior
(Patterson, Reid, et al., 1992). We concluded that the global
ratings we used to define children’s competence and anti-
social behavior were simply positive and negative items on
a single “good/bad” dimension. Psychometrically, there is
a strong tendency for rating individuals, to reduce one’s
judgments to the least common denominator, which is sim-
ply whether the person is liked or disliked (i.e., good or
bad; C. E. Osgood, 1962). This fundamental tendency in
rater bias is what underlies the validity problem known as
monomethod bias (Cook & Campbell, 1979). Another, less
technical term for this is what we refer to as the “glop”
problem (Bank, Dishion, Skinner, & Patterson, 1990).

The best strategy for avoiding glop is to become more
focused and microsocial when measuring a construct
(Fiske, 1986, 1987). In the past decade, progress has been
made in linking genetic, brain, and behavioral dimensions
to define competence as a process of self-regulation (see
Rothbart & Posner, Chapter 11, this Handbook, Volume 2).
In this chapter, we integrate this emerging literature
to discuss the possible role of self-regulation in the devel-
opment of antisocial behavior. Consistent with a social in-
teraction perspective, we assume that self-regulation is
highly embedded in relationship dynamics, consisting of
a set of behaviors such as turn taking and listening to
others. At another level (and temporal scale), it involves
following through on tasks, avoiding situations where the
temptation to engage in deviant behavior would be too
great, controlling how one thinks and feels about things,
and planning ahead. These self-regulatory skills are also
those often emphasized in effective interventions for
reducing antisocial behavior in children (Dishion &
Kavanagh, 2003; Dishion & Stormshak, in press; Kazdin,
Siegel, & Bass, 1992; Lochman, Barry, & Pardini, 2003;
Lochman & Wells, 1996). Self-regulation, therefore, is the
most promising candidate for linking individual character-
istics to the ecology in a way that will be helpful in under-
standing the development of antisocial behavior.

As shown in Figure 13.5, we invoke three broad domains
of constructs to explain the age of onset and severity of
antisocial behavior:

1. Relationship dynamics focuses primarily on interac-
tions with parents, siblings, and peers as the proximal
training ground for the learning and maintenance of
antisocial behavior from childhood through adulthood.
Such dynamics are studied by conducting microsocial
analyses of interactive dynamics and contingencies, cog-
nition and emotion.

2. Behavior setting stimuli describe the characteristics of
contexts to the structuring of relationships that influence
problem behavior. Because peer interactions are so impor-
tant in the development of antisocial behavior, we focus
our attention on the public school setting and the forma-
tion of peer interactions in children and adolescents.

3. Self-regulation describes the individual’s ability to be-
come self-directed with respect to managing daily,
weekly, and monthly routines, regulating emotions, keep-
ing in check dysfunctional thinking, and selecting envi-
ronments conducive to goal-directed behavior.

In addition to these three domains, Figure 13.5 adds the
cultural and community context as a conditional variable
when considering the viability of an explanatory model. In
the past 10 years, a variety of studies have shown varia-
tions in dynamics associated with the etiology of anti-
social behavior as a function of culture and ethnicity. We
address these issues as they pertain to each of the domains
reviewed next.
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As mentioned, we propose a single model for the devel-
opment of antisocial behavior that has the potential to be a
general application and is relevant to the systematic effort
to treat and prevent problem behavior in children and ado-
lescents. We begin with a detailed discussion of relation-
ship dynamics.

Relationship Dynamics

Regardless of theoretical perspective, it is generally agreed
that in childhood and adolescent relationships with parents,
siblings, peers, and teachers are the basic social ecologies
within which antisocial behavior is displayed, practiced,
learned, accelerated, or suppressed. During late adoles-
cence and early adulthood, romantic relationships trans-
form into long-term commitments and families; peers
become coworkers; authority figures gradually change
from teachers to supervisors.

The contribution of parents and peers to the develop-
ment and course of antisocial behavior can be seen as a lay-
ered process that begins in infancy and proceeds through
adolescence (see Figure 13.6). From a social interactional
perspective (Reid, Patterson, & Snyder, 2002), child so-
cialization is an effortful process that requires adult atten-
tion, effort, and skills in managing the minutiae of daily
parent-child interaction, as well as the proactive structur-
ing of children’s development trajectories. The layers of in-
fluence in the socialization process can be seen as
hierarchical integration.

The earliest relationship is that of the caregiver and
child. Both behaviorists and attachment theorists agree in
emphasizing the key role played by the variable caregiver
responsivity (Patterson & Fisher, 2002). As measured by
Martin (1981) and Maccoby (1992) and replicated by Shaw

and Winslow (1997), the variable emphasizes maternal
sensitivity and warmth in reacting to infant behavior. What
gradually emerges are two general dimensions that describe
the parenting domain. One dimension can be characterized
as affective in that it emphasizes warmth and relational
characteristics. The other dimension can be characterized
as contingent /noncontingent; for example, the warm rela-
tional parent who is also noncontingent (permissive) is
likely to produce an aggressive child, as shown by Baum-
rind (1971). The coercion model emphasizes the noncontin-
gent parent with only weak relational ties to the child.

Caregiver skills in behavior management (i.e., social and
material contingencies) build on the caregiver relationship.
Attachment is viewed as a necessary, but not sufficient,
precondition for socialization to occur. The child must
learn to adapt to the intricate network of implicit and ex-
plicit rules that govern behavior and that vary as a function
of age and gender.

Figure 13.6 shows that parent relationships influence,
and, in turn are altered by, parent-guided socialization. For
example, obvious failures to socialize the child are re-
ceived by the parent as negative feedback and alter several
components of the parent-child relationship. A study of the
OYS sample showed that school failure was highly corre-
lated with measures of maternal rejection (Patterson,
1986). In turn, both of these areas of activity are bidirec-
tionally related to what transpires in interactions with
peers. The sections that follow trace out the details of this
interconnected aspect of the socialization process as they
unfold over the time course between early childhood and
late adolescence.

Parenting Practices

The interest in the relationship between parenting and the
development of antisocial behavior cuts across disciplines.
In longitudinal studies seeking to predict male adolescent
antisocial behavior, parenting practices were among the
most powerful predictors (Loeber & Dishion, 1983). Al-
though the general relationship is well established, there is
variability from study to study in the magnitude of predic-
tive validity, primarily because of differences in the mea-
surement procedures used to define parenting. Use of
parents’ recall or reconstruction of their parenting behavior
tends to produce lower predictability (Brook, Whiteman,
Gordon, & Cohen, 1986; Patterson & Bank, 1986). Chil-
dren’s reports of parenting practices lead to somewhat
higher predictive validity (e.g., Nye, 1958; Slocum &
Stone, 1965). Outside sources for information about par-

Figure 13.6 Relationship dynamics from early childhood to
adolescence.



The Ecology 515

enting, whether from official records of parent criminality,
home visitor ratings, or direct observations, consistently
produce the highest level of predictive validity for current
and future antisocial behavior.

Patterson’s (1982) coercion model focused specifically
on the contributions of parent-child interactions to child
antisocial behavior. This social interaction model implies
an emphasis on parent-child exchanges as the proximal
cause of antisocial behavior throughout the life span. Even
in this early model, parental cognitions were thought to
play a significant role. For example, it was hypothesized
that during conflict episodes, both parent negative attribu-
tions and anger contributed to the likelihood of escalation.
A series of laboratory studies showed that parents of ag-
gressive children tended to be overly inclusive in their def-
initions of deviant child behavior (Patterson, Reid, et al.,
1992). Child behaviors classified by trained observers as
within normal range were classified as deviant by parents
of problem children. It was assumed that these laboratory
measures of parent negative attributions could serve as pre-
dictors for disruptions in parental discipline practices.

In keeping with this prediction, Nix et al. (1999) found a
low-level path coefficient showing covariation between
maternal negative attributions to (teacher- and peer-de-
fined) school aggression constructs. However, as shown in
Figure 13.7, the path from parent attributions to school ag-
gression was mediated by parent discipline practices. Sny-
der, Cramer, Afrank, and Patterson (2005) replicated this
mediational model. Social cognitions play a powerful role
in disrupting parental discipline practices. However, it is
the disciplinary exchanges themselves that function as a di-

rect effects model for overt forms of child aggression. In a
later section, we examine findings that show an even more
dramatic role for maternal social cognitions in understand-
ing future growth in aggression.

To date, the chief focus of the coercion model has been
on the process by which the child learns antisocial behavior
within parent-child and sibling-child exchanges. The con-
cept of negative reinforcement is the key to understanding
the interaction patterns we see occurring between parents
and antisocial children, even in the toddler and preschool
years. Such interactions occur at some level in all families
from time to time. A high rate of coercive exchanges, how-
ever, is hypothesized to train children to use a wide range
of coercive behaviors in their effort to shape their social
environment.

An important corollary of a coercive parent-child rela-
tionship is the concomitant reduction in the adult’s atten-
tion to the child’s development of self-regulation, critical
to a variety of prosocial skills (Eisenberg & Fabes, 1998).
Again, we do not know which comes first: Does the
coercive child behavior cause the shutdown in skill devel-
opment? Or is it the reduced level of positive parent in-
volvement that sets the stage for the development of
coercion? The result is clear and dramatic: It produces
long-term outcomes such as failure to acquire homework
skills, failure to care for or understand others’ thoughts
and feelings (empathy), and failure to engage in organized
games or group activities. In this fashion, the problem
child is doubly handicapped.

Coercion is not only about aggression; it also accounts
for general tendencies to avoid and, eventually, conceal and
manipulate. The child learns to avoid parent demands
through a process of negative reinforcement. Repeated over
thousands of trials, the child learns to use coercive behav-
iors to gain control over a disrupted, chaotic, or unpleasant
family environment. In these families, aversive events
occur as often as one event every 3 minutes. A conflict bout
occurs about once every 16 minutes. Given intensive prac-
tice, these coercive patterns become overlearned and auto-
matic. This is contrary to the position taken by Bandura
(1989, p. 88) in his influential statement, “Because out-
comes effect behavior largely through the mediation of
thought, consequences alone often produce little change in
behavior.” Alternatively, the present writers assume that
coercive contingencies operate without conscious, cogni-
tive control. In point of fact, the Nix et al. (1999), Snyder,
Cramer, et al. (2005), and Snyder, Schrepferman, et al.
(2005) studies show that the impact of cognitions on behav-
ior is mediated by contingencies rather than the other way

Figure 13.7 Maternal hostile attributions in the coercion
cycle. Adapted from Nix et. al. 1999.
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around. One of the major goals in interventions targeting
parenting practices is to help the parent become aware of
these automatic patterns and to bring them under more cog-
nitive control (Forgatch & Patterson, 1989).

In the absence of countervailing forces, children may in-
crease the frequency of coercive behaviors, and this, in turn,
predicts their moving toward the more severe forms for their
age group (e.g., to temper tantrums and physical attacks). As
suggested, the coercion process is often not recognized by
the participants. Family explanations evolve that suggest
that if the child is stubborn ( like his or her father?), the mar-
riage is bad, work is interfering, or the school is unfair. We
have often found that parent reports about what they are
doing yield low predictive validities (Capaldi & Patterson,
1989). The development of observational methodology to
record objectively the moment-by-moment interchanges be-
tween parents and their children has been critical in evaluat-
ing the coercion model. In the OYS, Patterson, Reid, et al.
(1992) compared behavior observations and parent inter-
view measures of discipline practices. They found that the
correlations between these were low (correlations in the .2
to .3 range), barely satisfying the minimal requirements of
convergent validity in construct validation.

The careful longitudinal studies by Shaw and his col-
leagues (2003) trace out the details for the continuity be-
tween toddler and middle childhood status. Toddlers who
are low in self-regulation (for their age) and mothers who
are depressed are most at risk for engaging in an extended
version of the coercion process, accounting for the majority
of the children entering elementary school with behavior
problems (Shaw et al., 2003). Left on their own, these par-
ents are least likely to improve their parenting practices to
the normal range during their child’s adolescent. Patterson
and colleagues (Patterson & Dishion, 1985; Patterson &
Stouthamer-Loeber, 1984) found an association between
inept parent discipline practices, parent monitoring, and
child antisocial behavior in midadolescence. Thus, cumula-
tive continuity (Caspi, Bem, & Elder, 1989) takes its toll by
rendering a very antisocial and violence-prone adolescent
(Capaldi & Patterson, 1991; Lykken, 1993).

The issue of whether coercion applies across cultural
and ethnic groups is a bit more complex. It certainly is true
that parenting practices covary with problem behavior
for children across ethnic groups (Catalano et al., 1992;
Deater-Deckard & Dodge, 1997; Dishion & Bullock,
2001; Mason, Cauce, Gonzales, & Hiraga, 1996; Stein-
berg, Dornbusch, & Brown, 1992). There are important
differences, however, in the precise form that the coercion
process may take across cultural groups. For example, in
the recent work by Deater-Deckard and Dodge, reports of

physical spanking were correlated with lower rates of
problem behavior among European American children but
not with African American youth. We used direct observa-
tions to compare high-risk and successful early adoles-
cents in the context of their family (Dishion & Bullock,
2001). When we looked at direct observations of specific
parenting practices, such as limit setting and relationship
quality, there were anomalies in the findings. For example,
relationship quality was quite high in the observations of
high-risk African American boys with their parent(s),
whereas it was less so for successful African American
youth and their parents. Moreover, limit-setting practices
were rated as lower for successful African American
youth, compared to high-risk African American youth.
When using an aggregate family management score based
on the 45 minutes of direct observation, we found that the
ethnic differences dissolved, and only the differences be-
tween high-risk and successful remained. These findings
underscore the assertion that to measure parenting well,
it is important to consider the pattern of contingencies
surrounding the performance of positive, neutral, and neg-
ative behavior, and that even global ratings of direct obser-
vations are vulnerable to biases and obfuscation (Yasui,
Dishion, & Dorham, in press). A final point is that inter-
ventions that target family management work equally
well for all ethnic groups (Connell, Dishion, & Deater-
Deckard, in press; Dishion, Nelson, & Kavanagh, 2003;
Gross et al., 2003; Henggeler, Schoenwald, Borduin, Row-
land, & Cunningham, 1998).

As children move into adolescence, monitoring becomes
an increasingly important aspect of parenting. Patterson
and Dishion (1985) found a strong correlation between par-
ent monitoring practices, adolescent delinquent behavior,
and deviant peer associations. Inadequate parent monitor-
ing seems to be important in the emergence and mainte-
nance of antisocial behavior in children from middle
childhood through adolescence.

Rowe (1994) and Harris (1998) reviewed the findings
from twin and adoption studies designed to test for the rel-
ative contributions of genes and environments to pheno-
typic behaviors such as aggression. They concluded that
there was no support for the contribution of shared environ-
ments to the development of any phenotypic behavior, in-
cluding children’s aggression. They also concluded there
was no evidence for the contribution of parenting practices
to child aggression. If anything, the evidence indicated that
it was the child’s behavior that governed parenting prac-
tices. There are at least three well-known flaws in the
behavior genetics approach that would normally give pause
to anyone making such strong claims. The flaws were re-
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viewed in detail by Bronfenbrenner and Ceci (1994) and
Collins, Everitt, Robbins, Roberts, and Wilkinson (2000).
The most salient problems are these:

1. The range is restricted, as shown by Stoolmiller (1998)
and by Turkheimer (1991). This is a problem for both
adoption and twin designs. Both strategies employ trun-
cated environments, and as a result, the chances of find-
ing environmental effects are severely curtailed.

2. It is the twin design studies that fail to find any effects
for shared environments or for parenting practices.
There are now three major studies that show that identi-
cal twins share an environment that significantly in-
creases their similarity (Carey, 1992; Rose & Kaprio,
1987; Tambs, Harris, & Magnus, 1995). This means that
the heritability equation 2 (monozygotic-dizygotic) is
confounded.

3. The estimate of heritability varies widely as a function
of method of measurement. After reviewing 24 studies,
Miles and Carey (1997) concluded that the most salient
finding was that estimates of heritability varied as a
function of method of measurement. Estimates based on
parent ratings tended to show high values for heritabil-
ity, whereas those based on observation data were very
low. These conclusions were supported by two more re-
cent studies by Leve, Winebarger, Fagot, Reid, and
Goldsmith (1998) and Deater-Deckard (2000).

In reacting to the Rowe-Harris claims, developmental
psychologists such as Collins et al. (2000) took the position
that the strongest test of the parenting practices model
would be an experiment in which families were randomly
assigned to experimental and comparison groups. The ex-
perimental group would receive parent management train-
ing and the comparison group would not. The design would
require data showing significant improvements in parenting
skills for families in the experimental group, but not in the
comparison group. Furthermore, the data must show im-
provements in child outcomes for the experimental group
but not for the comparison group. Finally, the magnitude of
change in parenting must covary with the magnitude of
change in child outcomes.

The study by Dishion and Kavanagh (2003) was one of
the first to fulfill the demands for an effective experiment.
They randomly assigned parents of 150 problematic early
adolescents (males and females) to the Adolescent Transi-
tions Program (ATP) or to a nontreatment control group.
ATP consisted of three versions of intervention: parent-fo-
cused training, teen-focused training, and a joint focus on
parent and teen. Involvement in ATP was associated with

reductions in parent-child observed negative engagement,
which, in turn, were reliability correlated with reductions
in teacher ratings of antisocial behavior in school. More re-
cently, Dishion, Bullock, and Granic (2002) found that
random assignment to family-centered interventions re-
duced deviant peer involvement and adolescent substance
use (Dishion, Kavanagh, Schneiger, Nelson, & Kaufman,
2002). An analysis of direct observation of parent monitor-
ing practices revealed that changes in parent monitoring
where associated with changes in deviant peer involvement
and substance use.

The most careful mediation analyses to date are those
conducted and reported by Forgatch and colleagues study-
ing children undergoing divorce. The researchers docu-
mented that random assignment to parenting interventions
showed significant increases in effective discipline and
monitoring and in measures of positive parenting, and pro-
duced parent-child coercion, which, in turn, was associated
with reductions in child antisocial behavior (Martinez &
Forgatch, 2001). These changes were associated further
with significant improvements in child antisocial behavior,
delinquency, and school achievement (Forgatch & De-
Garmo, 1999, 2002). It is important to note that the evalua-
tion of these intervention studies carefully selected
independent and objective indices of behavior (not parents’
report) to minimize the Hawthorn effect on global ratings
of functioning.

Attachment and Positive Parenting

As noted earlier, there are impressive areas of agreement
between attachment and coercion theories (Patterson &
Fisher, 2002). Both theories agree on the fundamental im-
portance of parental responsiveness as being a necessary
condition for socialization. Both theories define parental
responsiveness as the contingent actions of the parent in re-
acting to the child. Both the attachment theorists (Van den
Boom, 1994) and the behavioral approaches (Martin, 198l;
Shaw & Winslow, 1997) predict the association between
noncontingent parenting and infant distress. Both would
see the impact of contextual factors, such as maternal de-
pression, leading to negative child outcomes as mediated by
disruptions in parental responsiveness.

As pointed out in Patterson and Fisher (2002), the two
theories differ dramatically in their explanations of the
means by which parental responsiveness produces child
outcomes. In the behavioral view, the contingent reactions
shape both the child outcomes and parent behavior. Some
of the literature relevant to this assumption is reviewed
in a later section. Attachment theorists (Ainsworth, 1989;
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Ainsworth & Bowlby, 1991; Rutter, 1995) take the posi-
tion that the impact of parental responsiveness on child
outcome is entirely mediated by mechanisms such as infant
level of attachment, the child’s internalization of parental
values and standards, and the child’s attributions. The
brief review by Fagot and Kavanagh (1991) suggested only
limited predictability from attachment classification to
child adjustment for males but not for females and for at-
risk families, rather than for normal families. It can be
said that in terms of variance accounted for, attachment
theory makes only a limited contribution.

Although both theories agree in their emphasis on the im-
portance of parental positivity on child outcomes, the empir-
ical findings testing these assumptions pose an interesting
problem for both theories. When we constructed multi-
method, multiagent indicators for a range of child deviant
and prosocial behaviors, our correlational models showed a
very interesting pattern of findings (Patterson, Reid, et al.,
1992, see Table 5.7). As expected, when examining anti-
social outcomes, the measures of disrupted parenting (moni-
tor and discipline) accounted, on average, for about l6% of
the variance, and measures of positive parenting accounted,
on average, for about 3%. We had expected that models built
to account for prosocial outcomes such as achievement, self-
esteem, and peer relationships would show the reverse pat-
tern. Our best attempts to specify parent involvement,
parent support, and dyadic problem solving produced signif-
icant correlations with child achievement, but on average,
they accounted for only about 3% of the variance. The re-
sults were disappointing and lead us to believe that perhaps
we did not focus enough on specifying the measurement
models for positive parenting.

We were surprised to find that the measures of disrupted
monitoring and discipline seemed to predict both negative
and prosocial outcomes. They accounted for about 3 times
as much variance as did measures of positive parenting!
The findings suggest the interesting possibility that when
the coercion process is well under way, one of the most
important concomitants is a shutdown of all prosocial sup-
port mechanisms. If the family is extremely coercive, it is
known that there is little reinforcement or support for
prosocial activities. The amount of support for prosocial
behavior is entirely a function of the level of pathology. If
this is true, then an experiment should show that reducing
coercion levels would be accompanied but a sudden in-
crease in the relative contribution of parent support, parent
involvement, and problem solving.

Some recent findings from prevention studies are of par-
ticular interest because they seem to support such an idea.

The data from a randomized prevention trial showed that
growth in parent positivity (support, involvement, problem
solving) played a dominant role in bringing about change in
child compliance behaviors (Martinez & Forgatch, 2001).
The path coefficient from growth in positive parenting to
changes in child compliance was −.54. The comparable
path for improvements in discipline and growth in compli-
ance was also significant, but a much lower .19. A single
study is hardly creditable, but the findings set the question
in proper perspective. What does positive parenting con-
tribute to the process of change?

F. E. M. Gardner (1989) made significant progress on
this scientific issue. She asserts that it is necessary not only
to look at the immediate reaction of compliance or noncom-
pliance, but also to consider the outcome of the conflict
minutes afterward. Using this approach, she found that
mothers of conduct problem children were 8 times more
likely to relinquish demands than mothers of normal chil-
dren. Also, mothers of nonproblem children handled 43%
of the conflict episodes inconsistently, compared with 5%
of mothers of normal children.

Another criticism by F. E. M. Gardner (in press) of the
coercion model is that it is too clinically oriented and does
not fully consider the causal impact of positive features of
the family environment. In coercion theory, it is the use of
aversive exchanges, rather than positive exchanges that dis-
rupts child development. In her observation, the more en-
trenched the parents become in the coercion process, the
further they shrink from relationship skills that they would
enjoy under more favorable circumstances.

F. E. M. Gardner (in press) went on to isolate deficits in
positive interactions that characterize families with anti-
social children. She found that proactive parenting, in par-
ticular, differentiated parent-child interactions of conduct
problem and normal children. This parenting skill involves
a combination of structuring situations to avoid misbehav-
ior, engaging the child in positive, joint activities, and using
verbal prompts that elicit positive behavior in children. Al-
though these positive practices may be disrupted because
of the coercion process, the lack of proactive parenting
may have a unique effect on multiple aspects of child social
development not predicted by coercive interactions.

Patterson (1986) tested a structural equation model that
demonstrated a strong correlation between harsh, abrasive,
and inconsistent parent discipline and child antisocial be-
havior. This model was replicated across the two cohorts of
the OYS with a single-parent sample and a clinical sample
(Forgatch, 1991). The longitudinal studies by Shaw and
colleagues (1998) demonstrated that these processes are in
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place at a very early age. Their models combine both a con-
tingency and an attachment view and use it to account for
the emergence of behavior problems in early childhood. To
measure the attachment relationship, however, they did not
use the Strange Situation task, but innovated a process
measure. They employed an innovative highchair task pio-
neered by Martin (1981) to measure parents’ responsive-
ness to the child. Shaw and colleagues found that the lack
of parent responsiveness in infancy combined to account for
variation in antisocial behavior.

These variables interact to account for the very early
emergence of behavior problems (Shaw, Keenan, & Vondra,
1994). The study showed that child noncompliance and
mother’s nonresponsiveness combined to predict overall
levels of aggression by age 24 months. Moreover, at 24
months, an aggression-by-maternal-nonresponsiveness in-
teraction term predicted overall levels of aggression by age
36 months. As the longitudinal study proceeded, rejecting
parenting was added to the prediction equation. Rejecting
parenting at 24 months predicted the highest rates of ag-
gressive behavior by age 4 (Shaw et al., 1998). Levels of
marital conflict were also highly correlated with rejecting
parenting (Shaw, Winslow, & Flanagan, 1999), which com-
bined to account for behavior problems by age 5. Ingoldsby,
Shaw, and Garcia (2001) followed the sample into school,
finding that the pervasiveness of family conflict predicted
aggression with peers at school. Most recently, using a tra-
jectory analysis approach to analyze their longitudinal
data, Shaw and colleagues (2003) found that children with
low levels of self-regulation (in this case, inhibitory con-
trol), who also had depressed mothers, were most likely to
be aggressive as toddlers and to continue on the antisocial
trajectory to the second grade of elementary school.

Most investigators working in this area feel that the
parenting model can be strengthened. For example,
F. E. M. Gardner’s work suggests the importance of iden-
tifying proactive parenting skills, and Shaw’s work reveals
the unique role of parents’ responsiveness in toddlerhood
to socialization.

The groundbreaking studies by Nix et al. (1999)
and Snyder, Cramer, et al. (2005) dramatically expand the
model by integrating parenting variables with measures of
parental attribution. In this area, there are also studies by
Stoolmiller and Snyder (2004) that stitch together models
for emotion with models for parenting. There is one more
dimension to this struggle that should be noted: A study by
Forgatch, Patterson, and Ray (1996) showed that the par-
enting models that adequately described individual differ-
ences in aggression did not fit when applied to growth data

for aggression. Patterson (1993) also found that the model
that explained intercept values for antisocial behavior did
not fit in models for growth in antisocial behavior. Differ-
ent models were also required for intercept and growth
models of delinquency.

It seems, then, that we may require one parenting model
to explain individual differences in aggression but a quite
different one for modeling growth in antisocial behavior. In
keeping with this distinction, Snyder, Cramer, et al. (2005)
found that discipline practices did not contribute to mea-
sures of growth assessed at home or school. However, a
product term (discipline) by mother (negative attribution)
was a significant predictor for growth in both settings.

In summary, there is little doubt that parenting practices
are highly correlated with child antisocial behavior. It is
also the case that improvements in parenting practices dur-
ing well-designed intervention studies produce decreases in
a child’s antisocial behavior. The strength of these findings
and the fact that they are replicated means that we can now
set about the task of improving the models.

Siblings

It has been said that siblings are no more alike than two
people chosen at random (Plomin & Daniels, 1987). It
turns out that method variance again distorts our view of
the contribution of siblings (Hoffman, 1991); that is, the
lack of similarity among siblings (r = .16) found across
samples may be an artifact of data based on personality
inventories. Research employing alternative assessment
methods, including direct observation, paints a different
picture of similarity between siblings on several indices of
adaptation in the home and school settings in the middle
childhood years. It turns out that when effective measures
are employed across siblings, there is a robust correlation
for aggression.

Studies that attempt to disentangle the influence of dif-
ferent family agents on the socialization of the child and the
development of antisocial behavior are just beginning. Con-
siderable evidence suggests that the influence of siblings is
significant. One recalls the finding, first reported by West
and Farrington (1973), that 5% of the families accounted
for 50% of the crimes in an urban London sample. This
finding implied that siblings share a common trait for anti-
social behavior. We suspect that siblings are fellow travel-
ers on the path to antisocial behavior (Patterson, 1986).

Clinical experience tells us that children referred for
conduct problems often differ little from their nonreferred
siblings. In their home, siblings’ rates of aversive behavior
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frequently are comparable to that of the target child. Patter-
son (1986) reported a correlation of .61 among brothers re-
ferred for conduct problems who were observed in the
home. Patterson, Dishion, and Bank (1984) found a correla-
tion of .43 among boys and their siblings as observed in the
home. Patterson (1984) proposed that siblings, as well as
other family members, shared a mutual trait toward aggres-
siveness. The thought is that the coercion process, as previ-
ously discussed, is elicited by inept parenting practices
(Patterson, 1982; Patterson, Reid, et al., 1992) and has an
impact on all members of a family system.

Strong support for the parenting hypothesis was provided
in an intervention study reported by Arnold, Levine, and
Patterson (1975). In a reanalysis of clinical cases seen for
child aggressive behavior, they found that all siblings de-
creased observed aversive behavior following parent train-
ing, even though only the problem child was targeted for
treatment. However, the high correlations between siblings
on observed aggressive behavior are confounded because
siblings are most often interacting with each other when ob-
served in the home. The finding also needs to be replicated
with a randomly assigned experimental control group.

There is some evidence for sibling similarity outside the
home. For example, the work of Lewin, Hops, Davis, and
Dishion (1993) showed convergence among siblings on
such measures as negative peer nominations (r = .65),
teacher ratings on aggression (r = .48), and observed posi-
tive peer behavior in the classroom (r = .47). The correla-
tion among siblings in teachers’ reactions to each child in
separate classrooms was surprising. Behavior observations
in the classroom revealed a correlation of .72 (p < .001) in
observed teacher disapproval. Note that these were inde-
pendent observations of each of the siblings in separate
classrooms with different teachers.

A simple generalization model cannot account for sib-
lings’ similarity in the school setting. Although siblings’
behavior in school is intercorrelated, as is siblings’ behav-
ior in the home, two studies showed that there is not a high
correlation between children’s aversive exchanges with
their siblings and their peer acceptance of antisocial be-
havior in school (Abramovitch, Carter, Pepler, & Stanhope,
1986; Dishion, 1987). Bank and Burraston (2001) also
showed that sibling conflicts in the home were a poor pre-
dictor for deviant peer contacts in the school.

Aside from the contribution of siblings to the coercion
process, there is recent evidence that siblings may function
to facilitate antisocial behavior by two mechanisms: first,
by reinforcing deviant talk and behavior in families, and
second, by forming coalitions that undermine parents’
ability to socialize young adolescents. The process has

been referred to as sibling collusion (Bullock & Dishion,
2002). In this study, observers coded videotapes of family
interactions of high-risk and normative young adolescents
for sibling collusion. We found that sibling collusion was
highly correlated with young adolescent problem behavior,
as defined by teachers and self-reported, and that this ef-
fect held when controlling for involvement with deviant
peers. Incidentally, sibling collusion was also highly corre-
lated with the young adolescents’ involvement with deviant
peers, suggesting yet a third function of siblings, in that
older siblings may in fact provide a bridge to the deviant
peer group.

In a second study, Stormshak, Comeau, and Shepard
(2004) examined the role of sibling “deviancy training” as
measured by direct observations without the parents pres-
ent. Using latent growth modeling, they found that direct
observations of sibling deviancy training and their own
problem behavior were strongly associated with growth in
adolescent problem behavior, even when controlling for the
behavior of peers. Of course, in many ways, the contribu-
tion of siblings is difficult to study in isolation from peers,
as sibling relationships are often embedded within peer
networks, especially in adolescence.

More recently, Bullock, Bank, and Burraston (2002)
examined the prognostic value of sibling conflict to adult
continuance in antisocial behavior. These investigators ex-
amined collected expressed emotion indices of sibling
negative affectivity and conflict. Compared to earlier mea-
sures of home observations of sibling conflict, coded ex-
pressed emotion from 5 minutes of audiotaped speech
samples predicted long-term patterns in antisocial behavior
over and above direct observations of coercive sibling in-
teractions. These data point to the potential importance of
the expressed emotion methodology for studying relation-
ship processes and indicate the potential long-term and
unique influence of siblings to antisocial behavior.

Peers

It has become increasingly clear that most covert forms of
antisocial behavior (proactive aggression, relational ag-
gression, stealing, etc.) are embedded within peer and
friendship relationships. In contrast to our previous review,
we posit peers as a major proximal cause of antisocial be-
havior, beginning in early childhood and accelerating in in-
fluence during early adolescence.

We see this as being accomplished in three major ways:
(1) Antisocial behavior interferes with positive peer rela-
tions, depriving children of the positive benefits of peer
learning and confining them within the social niches of
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marginal adjustment; (2) children may act as models and a
source of reinforcement for antisocial behavior; and (3) as
children develop friendship networks, support for anti-
social behavior is established by providing both reinforce-
ment and opportunity for such behavior. We address each of
these issues in turn.

Entry to school may be the first occasion during which
the child is exposed to significant numbers of nonrelated
age mates (French, 1987) and, as such, provides the condi-
tions for establishing the peer culture. Patterson et al.
(1967) have shown that one of the consequences of expo-
sure to other children is an increase in aggression. Their
microanalysis of preschool children’s interactions re-
vealed that peers provide very rich schedules of positive
reinforcement for coercive behavior, with 80% of coercive
behavior producing successful outcomes. Instigators and
victims are not random: Certain children provide rein-
forcement for aggression, with the consequence being an
increase in the victimization of these children (Olweus,
1979). Snyder, West, Stockemer, Givens, and Almquist-
Parks (1996) found that, in Head Start preschools, peer
choice and reinforcement were salient predictors of early
aggression. Affiliative structures and coalitions seem
fundamental to the human condition even in early child-
hood and are germane to the development of antisocial
behavior (Strayer & Santos, 1996). A recent study by Sny-
der, Schrepferman, et al. (2005), and colleagues revealed
that as early as the 1st year of elementary school, peer in-
teractions (i.e., deviancy training; see later discussion)
could be identified among children and their classmates
that predict escalations in antisocial behavior during the
1st and 2nd years of school. Kellam, Ling, Merisca,
Brown, and Ialongo (1998) also find that the level of ag-
gression in children’s 1st-year classroom predicts long-
term patterns of problem behavior. These reinforced
patterns of aggression are common and continue into at
least early adolescence. We see the early school maladap-
tation leading to marginal school adjustment, which am-
plifies deviant peer affiliation networks, which, in turn,
provide a proximal context for the refinement and growth
in new forms of problem behavior.

The impact of peers on antisocial behavior is also seen
in the work of Dodge, Price, Coie, and Christopoulos
(1990). Using data from a series of playgroup sessions in-
volving previously unacquainted peers, they found that
50% of the aggression observed in these play sessions was
accounted for by a mere 20% of the dyads. As might be
expected, these dyads consisted primarily of members
identified by their aggressiveness. This research is comple-
mented by a paper presented by Cillessen (1989), in which

it was found that triads of low-status first-grade children
were the most highly aggressive; mixed dyads ( low and
high status) produced considerably lower levels of aggres-
sive behaviors. Thus, the antisocial traits of individuals
merge to create a dyadic tendency to engage in antisocial
behavior. When both members are antisocial, an amplifica-
tion of maladaptive characteristics is likely. These data
also raise the issue of deviant peer influences as early as
middle childhood.

Much of the research on the role of peers in middle
childhood antisocial behavior focuses on children’s accep-
tance within the peer group, or sociometric status. Anti-
social behavior has emerged as the most consistent correlate
of social rejection in children (e.g., Coie & Dodge, 1988;
French & Waas, 1987). Aggression is not, however, consis-
tently associated with peer disapproval. Fighting back from
a provoked attack may be positively associated with social
status (Olweus, 1979), whereas unprovoked attacks seem to
be a pathogenic sign of a general antisocial trait. Further-
more, antisocial behavior appears to account for only about
50% of peer rejection in boys (French, 1988) and somewhat
less in girls (French, 1990).

The clearest evidence of the impact of aggression comes
from observations of playgroups comprising previously un-
acquainted members. Coie and Kupersmidt (1983) formed
playgroups consisting of four boys who differed in status.
Rejected boys exhibited more physical and verbal aggres-
sion than other group members. Similar findings were ob-
tained by Dodge (1983) in a study of unacquainted groups
comprising eight boys unselected by status. Boys who even-
tually were rejected by their companions exhibited more
physical aggression, inappropriate play, and hostile verbal-
ization than other group members. In comparing the role of
overt aggression and relational aggression to peer rejec-
tion, Crick (1996) found that overt aggression was most
correlated with peer dislike.

It is not always true that antisocial behavior is associated
with peer dislike. Stormshak et al. (1999) examined the co-
variation across classrooms between peer social preference
and behavior problems. Apparently, some classrooms are
settings for peer contagion, as in these, behavior problems
lead to positive peer relationships.

The child’s movement out of middle childhood into ado-
lescence is marked by increased involvement with peers
and affiliations with larger social groups. Much of the re-
search on the contribution of peers to the development of
antisocial behavior has focused on the impact of social
groups. These are larger than friendship dyads and can be
categorized as cliques or crowds (Brown, 1989). Cliques
generally consist of fewer than 10 members who frequently
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interact with each other. In contrast, crowds are defined on
the basis of reputation, and members may or may not inter-
act with each other.

There is evidence that children who are rejected by
their peers (a significant percentage of whom exhibit anti-
social behavior) begin to associate together during the el-
ementary school years. These children are more likely to
interact with younger peers, other rejected children, and
individuals with whom they are not friends (Ladd, 1983).
These groups become increasingly solidified during early
adolescence. Contributing to the formation of these
groups is the adolescent quest for autonomy and vulnera-
bility to peer pressure (Steinberg & Silverberg, 1986). An
additional factor is the normative transition from the
small elementary school environment to the larger, more
impersonal middle and high school settings, where there
are large numbers of age mates with whom to associate
and considerable freedom from adult scrutiny.

Dishion, Patterson, Stoolmiller, and Skinner (1991)
found that low parent monitoring, poor academic skills,
and peer rejection in middle childhood accounted for
associations with deviant peers by early adolescence, even
after controlling for prior levels of antisocial behavior.
Although the deviant peer construct was stronger at a later
age, there was indication that deviant peers were identifi-
able in the elementary school setting, as reported by
children, teachers, and parents (Dishion, 1990). There
was respectable stability in involvement with antisocial
peers from ages 9 to 10 and 11 to 12, reflected in a stan-
dardized beta of .26 (p < .01) when controlling for family,
school, and the child’s behavior at age 9 to 10. Cairns,
Cairns, Neckerman, Gest, and Gariepy (1988) found that
aggressive children in middle school tended to associate
more as a function of mutual attraction than of peer rejec-
tion. In addition, Cairns, Cadwallader, and Neckerman
(1997) reviewed literature suggesting that adolescent
members of gangs are a cast of the formerly ostracized
and alienated. We recently established that peer rejection
in the 1st year of middle school was a unique predictor of
gang affiliation by the end of middle school, controlling
for earlier measures of antisocial behavior (Dishion,
Nelson, & Yasui, in press). One interpretation of peer
aggregation is that children actively select environments
that fit their genotype, and that these environments serve
as nonshared environmental influences on child and
adolescent problem behavior (Harris, 1995; Rowe, Woul-
broun, & Gulley, 1994).

A study by Bullock, Deater-Deckard, and Leve (in
press) was one of the few behavior genetic studies on de-
viant peer affiliation conducted using a multiagent and
multimethod assessment. This study used a twin study

(Leve et al., 1998) to determine heritability of deviant
peer affiliation. Multiple ratings of deviant peer affilia-
tion were obtained for monozygotic and dizygotic twins,
including direct observations of friendship interactions
and two independent teacher ratings (teachers rated sib-
lings and peers independently). The portion of variance
attributable to genotype and shared and nonshared envi-
ronments varied dramatically by assessment method (one
measure of teacher ratings yielding the highest heritabil-
ity). Consistent with previous analyses of this sample, di-
rect observations produce zero heritability coefficients
and high shared environmental coefficients. The studies
from this sample are critical for our understanding of the
methodological barriers to disentangling, unambiguously,
nature from nurture on many indices of social develop-
ment, including deviant peer affiliation.

Association with deviant peers is the strongest predictor
of escalating adolescent problem behavior. The large-scale,
longitudinal study using a national probability sample re-
ported by Elliott et al. (1985) focused on the role of deviant
peers in the etiology of adolescent delinquent behavior.
They found that self-reported involvement in a deviant peer
group accounted for substantial variance in subsequent
levels of self-reported delinquency in middle and late ado-
lescence, even after accounting for previous levels of delin-
quency. This held for males and females and generalized
from minor delinquency to more serious index offenses and
serious substance use.

Even more compelling is the work by Thornberry and
Krohn (1997) on the influence of gangs on problem behav-
ior. One would think that gangs were simply another form of
deviant peer group influence. The important work of Thorn-
berry and Krohn shows that gangs actually contribute to in-
creases in delinquency, after controlling for deviant peer
affiliation. Although deviant peer behavior and gang mem-
bership are highly correlated, the latter provides indepen-
dent prediction of problem behavior. This suggests that
formation of strong group ties with a verbal label amplifies
the influence of deviant peers on behavior. This emerging
area of research is very important and, we hope, will lead to
further clarity about the possible mechanisms. Kiesner and
colleagues (Kiesner, Dishion, & Poulin, 2001) found that
identification with a deviant peer group increased the level
of influence on future behavior. We discuss later in the chap-
ter the complementary hypothesis that the social interac-
tions within a gang, replete with mutual identification,
account for the influence of gangs on problem behavior.

Not only do adolescents who engage in antisocial behav-
ior tend to associate with other antisocial adolescents, but
these groups often commit criminal acts. Aultman (1980)
carefully reviewed juvenile records in Maryland and found
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that 63% of all recorded offenses were committed in the
company of two or three peers. Group involvement tended
to vary with the type of offense, with 68% of property of-
fenses and 43% of violent offenses committed by groups.
Girls were also likely to commit offenses in the company of
others, with 57% of their offenses committed in groups. In
an analysis of self-reported delinquent acts, Gold (1970)
estimated that 75% of all delinquent acts were committed
in the company of friends.

The correlations between deviant peer involvement and
antisocial behavior were quite high (r = .40 to .59) and
held when both constructs were measured using multiple
methods of measurement for both constructs (Patterson &
Dishion, 1985). The relation held when the antisocial trait
scores were correlated, based on independent reports, for
two boys who were friends. For example, Dishion, An-
drews, and Crosby (1995) found a correlation of .42 (n =
181) between the OYS boy’s antisocial behavior and that
of his best friend. The correlation between the boy’s sub-
stance use was even higher (r = .52; Dishion et al., 1995),
supportive of the finding reported by Kandel (1986) that
attitudes toward substance use tend to be a salient sorter
of friendship cliques in early adolescence.

To study the friendship interactions associated with
antisocial behavior, OYS boys 13 to 14 years old were
asked to bring in their closest friend to complete a 25-
minute videotaped problem-solving discussion. Dishion,
Andrews, and Crosby (1995) found a tendency for the
friendships of antisocial boys to be abrasive, less stable,
and less satisfying to the boys themselves. As would be
expected from coercion theory, the antisocial boys tended
to be bossy with their friends, were involved in negative
reciprocal cycles, and developed relationships that tended
to end in disharmony within a year.

Since our last writing, we have conducted several stud-
ies identifying the mutual influence processes in adoles-
cent friendships that are associated with escalations in
substance use (Dishion, Capaldi, Spracklen, & Li, 1995),
self-reported delinquency (Dishion et al., 1996), and ado-
lescent violence (Dishion, Eddy, Haas, Li, & Spracklen,
1997). When the videotapes were recoded using a system
that captures a process we refer to as deviancy training, the
predictive validity of those friendship interactions in-
creased considerably. The process involves a statistically
reliable contingency between deviant talk and laughter, an-
alyzed at the level of the dyad. In each of the studies
that follow, 25 to 30 minutes of videotape coded for
deviancy training was associated with increases in problem
behavior, controlling for past behavior. The findings were
extended to understanding problem behavior in adolescent
girls (Dishion, 2000). Patterson et al. (2000) found that de-

viant friendship process predicted multiple forms of adult
antisocial behavior (arrests, unsafe sexual practices, and
substance abuse), controlling for deviant peer association.

As one might suspect, the causal linkage between de-
viancy training and problem behavior is bidirectional.
Dishion and Owen (2002) followed the OYS boys from
age 10 through age 24. They found that, as hypothesized,
deviant friendship process at age 14 predicted multiple
forms of substance use at age 16 years. However, sub-
stance use at age 16 invariably predicted selecting deviant
friendship process at age 18. Thus, substance use reduced
the stability of deviancy training from ages 14 to 18 (r =
.53, for a 30-minute sample of behavior). We concluded
that substance use could also serve as a process for con-
necting youth to friendship networks and cliques that en-
courage deviancy training.

Several models have been applied to the direct observa-
tion data that assess deviancy training in adolescent
friendships. The most exciting to date is the application of
a dynamic systems framework to understanding peer in-
fluence. In a study conducted by Granic and Dishion
(2003), we found that the tendency for some adolescents to
engage in deviant talk could be conceptualized as an at-
tractor. In this analysis, it was found that some dyads’ de-
viant talk episodes tended to get longer in duration over
the course of the 30-minute observation session. The slope
score describing this growth in duration was actually pre-
dictive of future adolescent problem behavior, controlling
for prior behavior.

One of the advantages of a dynamic systems framework
is the use of state-space grids to capture the entire social
interaction matrix of a relationship (Lewis, 2000). As
shown in Figure 13.8, a state-space grid provides a visual
inspection tool for identifying multiple dimensions of rela-
tionship dynamics, including attractors, phase transitions,
flexibility, rigidity, and the like. We have applied informa-
tion theory, in general, and the entropy index, in particular,
to describe the level of organization in a sequential rela-
tionship interaction (Krippendorf, 1986). Low entropy sug-
gests a highly organized interaction process, in that two
individuals are moving together in synchrony. High entropy
reflects a state of complexity and randomness. In classic
thermodynamics, high levels of organization in movement
require more energy than randomness. Thus, in general, if
relationships are like matter in the universe, there is a ten-
dency toward randomness without effort and attention from
the interacting partners. As can be seen in Figure 13.8,
both antisocial and normal dyads have low and high en-
tropy scores. In fact, level of entropy was uncorrelated with
concurrent problem behavior (Dishion, Nelson, Winter, &
Bullock, 2004).
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Figure 13.8 Peer process state space grids. Adapted from Dishion, Nelson, et al., 2004.

When following the OYS boys to age 26 and predicting
their adult substance use and antisocial behavior, we found
that boys with high levels of deviancy training and low en-
tropy scores at age 14 were the most likely to engage in
these multiple forms of problem behavior in adulthood. The
interaction between the deviancy training and entropy
scores was so dramatic that it appeared that the adolescents
who organize their relationships around deviance are the

most at risk for long-term adjustment process. This is an
important finding as it suggests that deviance is an active,
constructive process for some individuals, not just a form
of arrested socialization.

We recently took the entropy analysis one step further.
As mentioned previously, we have had some trouble in try-
ing to measure a construct of competence and social skill
that was empirically nonredundant to antisocial behavior.
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Dishion and Piehler (2005) recently observed a group of
friendship interactions of three groups of adolescents:
early-starting persistent, late-starting, and successful
youth. In addition to coding deviancy training, as defined
earlier, a measure of dyadic mutuality was used as a macro
rating of each interaction episode. Mutuality was defined as
listening, turn taking, lack of self-centeredness, empathy,
and shared understanding. As suspected, as a group, early-
starting persistent youth were generally lower on mutuality
and highest on deviant talk compared to late-starting and
successful youth. Moreover, females were much higher on
mutuality than males. What is interesting, however, is that
there was an interaction between friendship mutuality and
the youths’ deviance in predicting problem behavior. Like
the entropy finding, youth who were both more mutual and
deviant were the most likely to be arrested.

Dyadic mutuality is assumed to be a partial reflection of
the youth’s ability to self-regulate, with respect to select-
ing friends with similar values and being able to be skillful
in relationship interactions. However, as we see, if a young-
ster is deviant, this trait may not bode well for his or her
long-term outcomes. The measurement of regulation is
quite complex and requires adding specific responses to so-
cial interactions at its core.

Sophistication in measurement, analytic models, or lon-
gitudinal data does not ignore experimentation in establish-
ing causal influence (Cook & Campbell, 1979). One would
think that if peers are powerful in their influence on prob-
lem behavior, they could potentially be used therapeuti-
cally in promoting self-regulation or prosocial behavior. It
is interesting, in fact, that despite the widespread aggrega-
tion of high-risk youth into programs, interventions, and
settings for delivery of therapeutic, educational, and reme-
dial interventions, there are very few studies that show
these programs are effective.

In fact, we found that aggregating high-risk young ado-
lescents into cognitive-behavioral interventions to promote
prosocial self-regulation actually increased problem behav-
ior. In a randomized trial involving assignment to parent
and peer interventions, we found that youth assigned to
peer interventions show short-term (Dishion & Andrews,
1995) and long-term increases in self-reported smoking
and teacher ratings of problem behavior (Poulin, Dishion,
& Burraston, 2001). Negative effects for peer aggregation
were indeed attributable to informal interactions among
youth in the groups (before and after the session) that were
coded as deviancy training (Poulin, Dishion, & Burraston,
2001). Had our study been the only one that documented
iatrogenic effects for peer aggregation, we might have ac-
cepted these data as anomalous. However, in collaboration

with our colleague, Joan McCord, we also found that the
30-year iatrogenic effects of the Cambridge Sommerville
Youth Study were, indeed, attributable to the young adoles-
cent boys being sent to summer camps. The odds were 10 to
1 that if a high-risk boy was sent to a summer camp on two
consecutive occasions, he was likely to have a 30-year neg-
ative outcome compared to his randomly assigned control
(Dishion, McCord, & Poulin, 1999).

A repeating theme in this chapter, and in developmental
psychopathology in general, is the synergistic relationship
between intervention research and developmental research.
The random assignment studies showing negative peer ef-
fects suggest that peer dynamics are indeed powerfully
causal (at least bidirectional causation) with respect to
problem behavior in early adolescence. There is a need for
a broader ecological view on peer influence, one that incor-
porates parent and peer influence simultaneously.

Parent-Peer Mesosystem

The challenge to developmental theorists and researchers is
to think systemically about the joint influence of multiple
relationship contexts on social behavior. Most of the work
in this area has considered the joint influence of parents
and peers. It is often said that parental influences diminish
during adolescence, whereas peer influences increase.
Early in the study of antisocial behavior, Robins (1966)
found that macro characteristics of children’s peer groups,
parent characteristics, and school performance, in combi-
nation, accounted for a substantial number of subsequent
antisocial adolescents. For this reason, it is surprising that
more data addressing the joint influence of parents and
peers at different developmental stages are not available.
Parent-peer models hold the most promise for guiding com-
prehensive intervention strategies that prevent or reduce
antisocial behavior prior to adulthood.

Bronfenbrenner (1979, 1989) refers to such models as
mesosystem models. A true mesosystem model not only in-
corporates the additive univariate effects into a multivariate
model, thereby explaining variance in antisocial behavior,
but it also assesses the interaction between the microsys-
tems. The research reviewed in this section assesses the
joint influence of parents and peers on antisocial behavior,
as well as the impact of parent and peer systems on each
other. Studies that incorporate these developmental ques-
tions are also included here.

Based on data collected from families and peer groups
in the 1950s and 1960s, Elder (1980) found that adoles-
cents coming from less nurturing, less positive, and less
involved parent-child relationships were more likely to
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become invested in a deviant peer group and to respond to
the deviant group norms with like behaviors. Conversely,
children who had close and positive relationships with
their parents tended to select values congruent with their
parents’, which were often prosocial and conventional.
These findings suggest that a shift may occur in adoles-
cence, when it becomes ever more critical for parents to
maintain and enhance their relationship and involvement
with adolescents. Kerr and Stattin (2000) point out that,
inadvertently, parents’ intrusive efforts to monitor can ac-
tually undermine adolescents’ willingness to self-disclose.
Dishion and McMahon (1998) make a similar point, posit-
ing that parent monitoring is based on positive family rela-
tionships. Invariably, adolescents involved in problem
behavior are less open about their activities than adoles-
cents with nothing to hide, and to this extent, the exchange
of information necessary for monitoring is bidirectional.

As children move toward adolescence and spend more
time outside direct adult scrutiny, parental monitoring be-
comes an increasingly important predictor of delinquent be-
havior. Stoolmiller (1990) referred to this preadolescent
behavior as child wandering, and this can be added to the list
of problematic behaviors exhibited by the persistently anti-
social child. Dishion et al. (2000) proposed a premature au-
tonomy mesosystem model, which integrates an evolutionary
perspective with learning theory. Adolescence is a time of
rapid biosocial change, and these biological changes affect
the salience and energy of peer relationships (Spear, 2000).
As several ethologists have discussed, adolescence is a de-
velopmental period when peer coalitions are critical for fa-
cilitating reproduction and survival (Sameroff & Suomi,
1996). Thus, we speculated that deviant peer affiliations
were an adaptation of marginalized young adolescents.

We tested the premature autonomy model with a sample
of high-risk young adolescent males and females, finding
that school maladaptation (peer rejection, behavior prob-
lems), poor parent monitoring, and puberty predicted de-
viant peer affiliation. Deviant peer affiliation and puberty
were the strongest predictors of early-onset sexual inter-
course and number of partners with whom the adolescents
had sex at ages 15 to 16 (Dishion et al., 2000). These find-
ings build on the groundbreaking research of Magnusson,
Stattin, and Allen (1985) showing the provocative effect of
early female maturation on affiliation with older deviant
males. We propose that the same effect is likely to apply to
males of marginal social status.

As noted earlier, mediation models seemed appropriate
when considering the contribution of parent attributions in
parenting models. However, nonlinear moderator models

seemed more appropriate when considering growth in anti-
social behavior. The distinction also seems particularly ap-
propriate when considering the roles of deviant peers in the
socialization process. Latent growth modeling applies
structural equation modeling to the analysis of longitudinal
data, providing the capability to model both intercept and
slope. Patterson (1993) tested a model that accounted for
both aspects of child antisocial behavior as measured from
fourth to eighth grade. In this model, the boy’s relative
ranking (i.e., intercept) over the 4-year interval was associ-
ated with parenting practices in the fourth grade, as de-
fined by discipline (home observations) and monitoring.
Linear growth in antisocial behavior, however, was inde-
pendently accounted for by two factors: the child’s increase
in unsupervised wandering and his association with deviant
peers. This model is particularly helpful because it points
to the synergistic influences of parents and peers on anti-
social behavior. Parenting practices account for the boy’s
antisocial trait, and deviant peers account for the boy’s
learning new and creative forms of antisocial behavior. The
model provides an intuitively appealing picture of the joint
influences of parents and peers in the maintenance and
course of antisocial behavior in adolescents.

Parent involvement with continuous conflict seems to
take its toll, as shown by the longitudinal analyses of the
OYS parents (Dishion, Nelson, & Bullock, 2004). The data
were collected every other year, consisting of directly ob-
served parents and boys solving problems on videotape.
Global ratings were made on the parents’ use of family man-
agement skills from ages 9 to 18. We compared changes in
observed family management for boys defined as early
starters and those who were never involved in antisocial be-
havior. As can be seen in Figure 13.9, there was a slow but
significant deteriorating in the practices of parents of anti-
social boys. Forgatch and DeGarmo (2002) showed a similar
decrease in effective parenting over a 3-year interval for an
untreated comparison group of recently divorced mothers.

Next, we examined the joint influence of parent disen-
gagement and observed deviancy training with friends on
young adult antisocial behavior (Dishion, Nelson, & Bul-
lock, 2004). As expected, the intercept of family manage-
ment and deviant friendship process was correlated (r =
−.42), and the intercept on both constructs negatively pre-
dicted growth. It was interesting that the intercept on de-
viant friendship process predicted parents’ disengagement
from monitoring, but not the reverse. This finding is con-
sistent with our current emphasis on the critical role of
peers in adolescent development. It may actually be that
coalitions with deviant peers attenuate family ties, as well



The Ecology 527

Figure 13.9 Observed family management in adolescence for
low- and high-risk youth.

as provide a proximal context for escalations in problem
behavior. Indeed, when we entered the family management
slope score with the deviant friendship process intercept
score in a hierarchical regression, we found an interaction
between the two constructs in predicting adult antisocial
behavior. Boys whose parents disengaged and who se-
lected deviant friends were those who were highly anti-
social at age 26.

These findings provide the basis for considering hy-
potheses regarding the social origins of the early- and late-
starter developmental trajectories. It may be that children
who start early are essentially adapting to coercive, chaotic
parenting practices. In this sense, negative reinforcement
may be an operational mechanism. For those who start late,
positive reinforcement by peers may be the operating
mechanism whereby problem behavior becomes a means to
establish connectedness to a peer group.

It seems that early- and late-onset delinquents may come
from two different worlds. Even the contingencies (positive
reinforcement versus negative reinforcement) that maintain
the antisocial behavior are different. In a discriminant func-
tion analysis, the variables that differentiated early-onset
arrest from late-onset were poor discipline, unemployed par-
ents, frequent transitions, and antisocial parent behavior
(Patterson & Yoerger, 2002). In young adulthood, those
same variables differentiated among those who would re-
main or drop out of adult crime. As we discovered recently,
the linkage between parents’ antisocial behavior and the so-

cial processes leading to the youth’s antisocial behavior may
be what distinguishes the early- from late-onset trajectory.
In our analysis, we found that the father’s antisocial ten-
dency was the best predictor of the youth’s future involve-
ment in deviancy training 5 years later (Dishion, Bullock, &
Owen, in press). This further supports the need to consider
functional dynamics at different time scales. Some youth
may be primed to find and interact with a deviant peer group
early on, which results in the early display of the more seri-
ous conduct problem systems and the amplification of coer-
cive dynamics at home, until, of course, the parent gives up.
Thus, the nature of the world the child lives in makes a dif-
ference at both the micro and the macro levels.

Summary

Evidence was reviewed that provides support for the hy-
pothesis that socialization exchanges within relationships
are both a cause and an outcome of antisocial behavior.
Over the past 25 years, considerable progress has been
made in understanding the impact of parenting practices,
both in longitudinal research and in the context of longitu-
dinal field experiments. Parenting clearly makes a differ-
ence. However, it is unrealistic to consider either parenting
or peer influences in isolation. A mesosystem model that
incorporates both parenting practices and peer influences
helps to explain the persistence and continuance of anti-
social behavior into adulthood. We need more studies that
demonstrate how it is that these two systems influence
each other. Peer management and structuring practices
may be one of the central roles of parents in effecting long-
term adjustment in their children.

Behavior Settings

In much of the research on antisocial behavior, the impact
of relationships is assessed as if it occurs in a vacuum.
The ecological model alerts us to the importance of
the context in which these relationships are embedded.
Following Glen Elder’s (Elder & Caspi, 1988; Elder, van
Nguyen, & Caspi, 1985) persuasive lead, we conceptual-
ize the impact of contextual variables, such as divorce,
poverty, and neighborhood, on child outcomes to be medi-
ated by the impact on parenting practices. Elder and his
colleagues demonstrated that prolonged exposure to such
major stressors as the economic depression of the 1930s
did, indeed, lead to negative child outcomes. The effect
was mediated by the presence of an irritable father and
disrupted paternal discipline practices.
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Extensive use was made of Elder’s mediated model
when studying the impact of various contexts on child out-
comes in the OYS. The findings consistently support the
model. For example, divorce is associated with negative
child outcomes only for those mothers whose parenting
practices are disrupted (Forgatch & DeGarmo, 2002). The
findings are reviewed in Patterson, Reid, et al. (1992) and
Capaldi, DeGarmo, Patterson, and Forgatch (2002).

The problem of studying contextual factors that con-
tribute to individual-level psychopathology is not new. As
in the study of peer influence, the issue becomes one of
contrasting selection with influence. Families often select
settings, and therefore, setting factors may simply reflect
vulnerability associated with maladaptation. Parenting oc-
curs in homes, which are in neighborhoods. Peer interac-
tions take place in neighborhoods, in schools, at the bus
stop, on the street, in shopping malls, in organized activi-
ties, and in families.

There are two new developments in research neighbor-
hood effects. In this research, it is clear that neighborhood
context contributes to the early onset of antisocial behav-
ior (Ingoldsby & Shaw, 2002). The relationship tends to be
mediated by parenting practices as much as the correlation
between stress, poverty, and the development of antisocial
behavior (Conger, Patterson, & Ge, 1995; Conger et al.,
2002; McLoyd, 1990; McLoyd & Steinberg, 1998; Patter-
son, 1985; Sampson & Laub, 1994).

We know that deviancy in school is related to deviancy
in the home. It is also clear that children who are deviant in
both settings have a poorer prognosis. In several early stud-
ies, we found that maladaptation at home and school was a
particularly poor sign for children and adolescents. For ex-
ample, Dishion and Loeber (1985) found that boys who
were physically aggressive at home and school showed high
levels of risk on mother-son coercion, deviant peer associa-
tion, and maternal rejection. More recently, young adoles-
cents identified as externalizing and internalizing at home
and school were found to be at extreme risk for substance
abuse, arrests, and high-risk sexual behavior 2 to 3 years
later in middle adolescence (Dishion, 2000).

By and large, the correlation in antisocial behavior
across the two settings is not high. There are only a few
studies that have collected careful observation data in both
the home and the school setting. In an analysis of consis-
tency in coercive interaction patterns, as observed in the
playground and the laboratory setting with parents, we
found a coefficient of .19 (Dishion, Duncan, Eddy, Fagot,
& Fetrow, 1994), statistically reliable but unimpressive. In
the Wichita study, Snyder et al. (2003) observed parent-
child interactions in a standardized series of laboratory

settings and sampled playground interactions with peers.
Teacher ratings of aggression defined the classroom set-
ting. A parent-child interaction composite correlated .25
with playground interactions with peers and .46 with
teacher ratings of classroom behavior. The findings are in
agreement with the conventional wisdom that trait behav-
iors generalize modestly across settings.

As discussed later in the chapter, some individuals are
more sensitive to disrupted environments and therefore
may show more cross-setting consistency. For example, in a
study of home observation and school behavior problems,
Stoolmiller (2001) found an interaction between the child’s
temperament (i.e., low inhibitory control) and parenting in-
teractions in predicting long-term patterns of antisocial be-
havior at school. Using retrospective parent reports of
child’s poor self-regulation and direct observations of par-
ent discipline, he found that inclusion of the interaction
term between the two constructs accounted for growth in
teacher-reported behavior problems at school from ages 9
to 14. This is a critical analysis for two reasons. First, the
settings are relatively independent (home and school), and
second, the model accounted for 38% of the variation in
nonoverlapping constructs. The findings are quite consis-
tent with those reported by two other investigative teams
(Bates, Pettit, & Dodge, 1995; Shaw et al., 2003).

The contribution of schools to the etiology and course of
antisocial behavior is likely to be much more complex than
can be captured in a cross-setting consistency coefficient.
To understand the contribution of schools to antisocial be-
havior, it is critical to examine academic failure, peer rejec-
tion, and the formation of peer groups (Patterson, Reid,
et al., 1992). Our initial studies showed that most children
who showed high rates of antisocial problems in the home
tended to be academically below standard (Patterson, 1982).
The analyses of data from the OYS showed a path coeffi-
cient of −.57 between a latent construct for antisocial behav-
ior and the construct for school achievement (Patterson,
Reid, et al., 1992). The Forgatch and DeGarmo (2002) re-
view of findings from the Oregon Divorce Studies replicate
this correlation between poor academic achievement and
children’s antisocial behavior.

As discussed earlier, there is more support than not for
the idea that failure in academics and peer rejection con-
tribute to the coalescence of deviant peer cliques over and
above what would be predicted by the attraction of children
who share antisocial behavior. We have referred to this pro-
cess as the conf luence hypothesis (Dishion, Patterson, &
Griesler, 1994). However, the contribution of schools to the
development and course of antisocial behavior may be most
pronounced in early adolescents, with the advent of the mid-
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dle school environment. We were able to predict the early
formation of gangs in a multiethnic public school by aca-
demic failure and peer rejection (Dishion, Nelson, et al., in
press). More recently, we examined the confluence hypothe-
sis in eight middle schools in a suburban setting, with
mostly European American early adolescents. Building off
the work of recent studies (e.g., Laird, Jordan, Dodge, Pet-
tit, & Bates, 2001; Rodkin, Farmer, Pearl, & Van Acker,
2000), we used both liking and rejection nominations to pre-
dict the formation of deviant peer cliques. We found that a
multiplicative term of liking and rejection defined the like-
lihood that a young adolescent was to be submerged in a de-
viant peer clique in the next 2 years of middle school. As
expected, growth in involvement in deviant peer cliques was
associated with growth in problem behavior, using con-
structs that were defined by independent methods (Dishion,
Light, & Yasui, 2004 paper presentation at ISSBD). Finally,
there was significant variability by schools in peer rejection,
deviant clique formation, and problem behavior; the three
experiences were clearly concordant.

These are promising beginnings. But it is obvious that
some pieces of the puzzle are missing. If schools contribute
to the development and course of antisocial behavior, then it
would be expected that effective school-based interventions
and prevention strategies would have a profound impact. If
such were the case, this would have a profound impact on
public policy. The work by Kellam and colleagues (Ialongo,
Poduska, Werthhamer, & Kellam, 2001) does suggest that
interventions targeting the school environment do have
long-term effects on the development and course of problem
behavior. Recent progress in the development of school inter-
ventions that promote a more organized approach to manag-
ing student behavior is particularly compelling in this regard
(Crone & Horner, 2003; Sugai, Horner, & Sprague, 1999).
However, these schoolwide intervention strategies have yet
to be tested in a randomized trial that includes data col-
lected in both home and school. If school aggression is elim-
inated, as was the case for the LIFT study (Stoolmiller,
Eddy, & Reid, 2000), what are the effects on aggression ob-
served in the home? If levels of aggression occurring in the
home are dramatically reduced, what is the impact on the
school behaviors? At what point in development can such ef-
fects be expected? These are the three big next-generation
questions that must be answered if we are to continue in our
efforts to build a theory.

Self-Regulation

As we discussed, there is a paradox inherent in the research
linking self-regulation with antisocial development. On the

one hand, as hypothesized by Moffitt (1993), early-starting
youth are less organized, regulated, and mutual in their so-
cial interactions with friends (Dishion, Nelson, Winter,
et al., 2004; Dishion, Nelson, et al., in press). However, it is
the youth who are both antisocial and self-regulated that
are the most prone to continuing their deviance into adult-
hood. An untested assumption is that youth who become
more polished and refined in manipulation are also more
successful in avoiding detection for increasingly more seri-
ous crimes (burglary, robbery, drug sales). This would be a
major wrinkle in the early-starting persistent hypothesis,
but is quite consistent with an ecological view of adapta-
tion (e.g., Bronfenbrenner, 1989; Hinde, 1989). Soldiers
who survive the vicissitudes of war become better at
killing; youth who survive the antisocial lifestyle get better
at being deviant. The dynamic of self-regulated deviance
certainly needs further exploration, but the idea that youth
become more calloused and manipulative fits some of the
literature relevant to adult psychopaths (Hare, Forth, &
Strachan, 1992; Newman, Widom, & Nathan, 1985; Raine,
1993, 2002).

The majority of the literature on self-regulation, how-
ever, emphasizes individuals’ ability to inhibit or avoid
committing antisocial acts. To this extent, the construct it-
self may be vulnerable to the empirical quagmire described
earlier, with global ratings of competence highly (nega-
tively) correlated with global ratings of antisocial behavior.

There are several lines of research suggesting that
measures of self-regulation are not redundant to the anti-
social construct. Several investigators have empirically
linked the concepts of resiliency, self-regulation, and
problem behavior (Lengua & Sandler, 1996; Masten,
Best, & Garmezy, 1990; Masten & Coatsworth, 1998;
Miller & Brown, 1991; Wills & Dishion, 2004; Windle,
1990). A critical feature of resiliency at the individual
level appears to be the capacity to engage in planful, goal-
directed action, which includes selection of friends and
partners conducive to one’s goals (Haggerty, Sherrod,
Garmezy, & Rutter, 1994; Rutter, 1989).

The notion of self-regulation is conceptually linked to
the construct of temperament. Two decades of program-
matic research on child temperament consistently reveal at-
tentive control and inhibitory control as central to
adjustment in socialization (Kohnstamm, Bates, & Roth-
bart, 1989). The capacity for self-control of behavior, cog-
nition, and emotion falls under the rubric of executive
attention (Rothbart, Ellis, & Posner, 2004). Recent neural
imaging studies (e.g., Sowell & Jernigan, 1998) provide ev-
idence of substantial adolescent and postadolescent brain
development in frontal areas thought to serve executive
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functions such as attentive control. These executive func-
tions are largely located in the prefrontal cortex and, more
specifically, the anterior cingulate cortex (ACC; Frith &
Frith, 2001).

Linking neural imaging studies to pragmatic measures
that assess individual differences and attentive control has
been a recent goal. Posner and colleagues (Fan, McCan-
dliss, Sommer, Raz, & Posner, 2002) developed a task
under conditions of neural imaging that linked alerting,
orienting, and executive attention to activity in the ACC as
revealed in functional magnetic resonance imaging. The
basic strategy in the attention network task (i.e., ANT) is
to use perceptual conflict (i.e., Stroop) to engage various
aspects of attention. The variation in reaction time is con-
sidered to be a useful index of attentive regulation, such as
the ability to alert, orient to new stimuli, and deal with dis-
tractive stimuli.

From a developmental perspective, it makes sense that
the form of self-regulation would vary from early child-
hood through young adulthood. For example, in the work by
Kochanska (1993, 2002; Kochanska, Murray, Jacques,
Koenig, & Vandegeest, 1996), inhibitory control is a key
component of self-regulation in early childhood. However,
as children adapt to new contexts such as the public school
setting, other facets of self-regulation are likely to become
critical. For example, as the demands increase for children
to complete tasks with multiple steps, such as chores and
homework, it is critical that behavior activation becomes a
key component of self-regulation. In adolescence, with the
introduction of free time and autonomy, it becomes critical
for young people to resist temptation and stay the course on
long-term objectives related to academic achievement
and/or skill development. Finally, in young adulthood, a
key component of self-regulation is the selection and iden-
tification of social and economic contexts that fit well with
one’s social, motor, and intellectual abilities.

The work on self-regulation and problem behavior is
limited to understanding the development and course of
adolescent drug use. In this work, the construct of self-
control has been invoked as an individual characteristic
that reduces the likelihood of developing a drug and alcohol
problem once exposed (Miller & Brown, 1991; Wills &
Dishion, 2004). In understanding substance use, self-
regulation is seen as a moderator variable, explaining those
youth who do not develop serious drug and alcohol prob-
lems given exposure by peers and spouses.

As discussed earlier, a process model for the develop-
ment of antisocial behavior should describe the mechanism
accounting for the normative decreases in overt antisocial
behavior, the age-crime curve, desistence from antisocial

behavior in late adolescence, and the fact that many youth
exposed to deviant peer influences (i.e., growing up in the
same neighborhoods and schools) are unaffected. In fact, if
one looks at the data in even the highest risk settings, it is
clear that 40% to 50% do not develop any signs of problem
behavior; they are the zeros in our skewed distributions of
problem behavior. Statistical innovations that allow for the
formation of developmental trajectories (e.g., Muthén &
Shedden, 1999; Nagin & Tremblay, 1999) always yield a
large low-risk group (e.g., Connell et al., in press).

If self-regulation is a construct of empirical utility for ex-
plaining the development of antisocial behavior, then it
should account for unique (nonredundant) variance, or at
least function as a moderator variable. That is, self-regulation
may explain why some children do not become antisocial
given exposure to the right environmental conditions.

The literature establishing interaction effects on any
dimension of child self-regulation and problematic envi-
ronments is underdeveloped at this stage. If one focuses on
the genetic underpinnings of self-regulation, there is some
evidence supporting complex interaction between perva-
sive environmental experience and biological predisposi-
tion (see Caspi et al., 2002; Cloninger & Gottesman, 1987;
Deater-Deckard, in press; Leve et al., 1998; Maccoby,
2000; Neiderhiser, Reiss, & Hetherington, 1996; Rhee &
Waldman, 2002; Taylor, Iacono, & McGue, 2000). Perhaps
most noteworthy in these studies is work reported by Caspi
et al. showing an interaction among genetic vulnerability,
abusive parenting environments in childhood, and propen-
sity to violence in adulthood. However, the amount of vari-
ation accounted for by the interaction term is limited. This
elaborate and innovative study requires further replication
and extension.

Moderation Hypothesis

In our recent research on understanding and preventing
adolescent problem behavior, we assessed self-regulation
among adolescents at ages 15 to 17 years. We used two
strategies for the assessment of self-regulation. The first
was the Rothbart (Rothbart et al., 2004) measure of tem-
perament extended into adolescence. This measure includes
two scales assessing effortful attention control, otherwise
referred to as attention control. The items on these scales
are not simply the reverse of antisocial behavior, including
behaviors specific to the ability to attend, persist in tasks,
and regulate oneself in the context of competing demands.
In addition, we assessed the youth’s ability to alert, orient,
and exercise executive control in the context of a computer-
ized attention task referred to as the ANT. To consider the
role of self-regulation in the development of problem be-
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Figure 13.10 Toward a single model for the development of
antisocial behavior.

havior, we formulated three developmental groups based on
longitudinal data from six yearly assessments. Both male
and female adolescents following early- (n = 39) and late-
starting (n = 38) and successful (n = 37) pathways were se-
lected for the study.

The assessment of temperament included youth and par-
ent report. The effortful attention control factor comprises
the following subfactors: activation control, attention, and
inhibitory control. The ANT assessment involves a flanker
conflict paradigm that includes a central target arrow
flanked on either side by arrows pointing in either the same
(congruent) or the opposite (incongruent) direction of the
target arrow. Incongruent trials generally produce longer
reaction times than congruent trials, because the presence
of incongruent flanker arrows causes a degree of attention
conflict. The task allows calculation of individual differ-
ence scores in attention control. The score is computed via
subtraction of congruent flanker trial reaction times from
incongruent flanker reaction trials.

Unexpectedly, we found no covariation between the
youth’s performance on the ANT conflict task with either
child or parent report of self-regulation. However, self-
regulation was correlated moderately between parent and
child report (r = .34). Therefore, we included only parent
and child report of attention control as a measure of the
youth’s ability to self-regulate.

Figure 13.10 provides an overview of the findings. As
can be seen, there is an orderly progression from less to
more self-regulation when considering early starters, late
starters, and successful students, respectively. Also of in-
terest is the normality of the distribution across the two
samples. The child report shows less variation than the par-
ent report; however, both show increasing self-regulation
associated with the developmental onset of antisocial be-
havior and the probable prognosis (Moffitt, 1993; Patterson
& Yoerger, 1993).

If self-regulation is a resiliency factor, then youth who
are highly self-regulated are likely to be less influenced by
deviant peers. A general construct for the youth’s anti-
social behavior was formulated on self-reported delin-
quency and antisocial behavior and substance use. As
revealed in a hierarchical linear regression, both self-
regulation and deviant peer involvement significantly pre-
dicted antisocial behavior in middle adolescence. It is
relevant that self-regulation added to the prediction ac-
counting for 43% of the variation in antisocial behavior
(total R2 = .43 with both predictors). In a second step, the
interaction between self-regulation and deviant peer in-
volvement was entered into the equation. A significant in-
teraction was found between self-regulation and deviant

peer involvement. Plotting of the interaction term revealed
a tendency for youth who were high in self-regulation to be
less affected by the influence of deviant peers on antisocial
behavior. In contrast, for youth low in self-regulation, the
level of antisocial behavior varied quite dramatically as a
function of their deviant peer involvement (T. Gardner &
Dishion, 2005).

These data show some support for the construct of
self-regulation as a resiliency factor in the development of
antisocial behavior. Significant methodological problems
require attention, however, before the research can be
considered conclusive. First, the lack of correlation be-
tween the attention measure of self-regulation and both
parent and adolescent reports of attention control requires
some explanation. One likely explanation is that early in
development, children’s ability to control attention in a
laboratory setting may, in fact, predict parent ratings of
self-regulation. By adolescence, self-regulation may be-
come more domain-specific. For example, the ability to
regulate oneself in detailed, tedious tasks may be highly in-
fluenced by the content and practice with similar tasks
(e.g., videogames, writing, math). Second, we used the
ANT measure of attention control in the home and the re-
search center, using a variety of computers. The context of
the task may require more control to accurately assess indi-
vidual differences in attention control. Third, a more
rigorous test of the resiliency hypothesis is to show longitu-
dinal, interaction effects. That is, youth with higher levels
of self-regulation who were also exposed to pathogenic
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Figure 13.11 Self regulation by timing of the development of
antisocial behavior in Project Alliance sample.

peer and parenting environments do not escalate in anti-
social behavior.

Despite these barriers, we propose a hypothesis linking
self-regulation to antisocial behavior, which is summarized
in Figure 13.11. We hypothesize that self-regulation mod-
erates the relationship between relationship dynamics, such
as coercive family interaction or peer deviancy training,
and the timing and severity of child and adolescent anti-
social behavior. Because the parenting environment of the
early-starting group is disrupted, these youngsters are less
able to navigate their own future. Late starters, however,
benefit from early family management and therefore have
higher levels of self-regulation. Consistent with recent
work in neuroscience, we see self-regulation as linked to
growth of attention networks that empower behavior inhi-
bition and that early childhood is an important time for the
development of this ability (Rothbart & Posner, Chapter
11, this Handbook, Volume 2).

Particularly important for further investigation are the
family management underpinnings of self-regulation in
children. One can see that setting limits and behavior man-
agement of children require the child’s exercise of behavior
inhibition and therefore growth in self-regulation. This hy-
pothesis requires more attention, in particular, in the con-
text of intervention trials that address family management.
Do improvements in family management in early child-
hood, a time critical for the development of self-regulation,
have long-term effects on adolescent problem behavior?
The work by Olds and colleagues (1997) suggests it does.
More to the point, do interventions that specifically target
self-regulation in children have independent effects on
the prevention of antisocial behavior, as suggested by the
work of Lochman and Kazdin (e.g., Kazdin et al., 1992;
Lochman & Wells, 1996)?

If these research hurdles are surpassed, the mechanisms
linking socialization processes and the acquisition of rule-

governed behavior need explication. In the learning theory
literature, Hayes and colleagues (Hayes, Gifford, & Ruck-
stuhl, 1996; Hayes & Hayes, 1992; Hayes, Hayes, Sato, &
Ono, 1994) provide the most comprehensive account of the
role of language in human learning. The ability to follow
rules is built on the acquisition of a linguistic frame that
presumes “it’s worth it to be prosocial.” The framework is
theoretically rich but has yet to be linked to observations of
family living and individual differences in child and adoles-
cent self-regulation and engagement in antisocial behavior.

SUMMARY AND IMPLICATIONS

Over the past 10 years, enormous progress has been made
in understanding the development of antisocial behavior.
Figure 13.12 is a summary of empirical linkages that have
been established, as well as those that, at this writing, are
tentative and require further testing. Four points are em-
phasized in this summary:

1. Although antisocial behavior is a robust, psychometrically
sound construct, it is useful to understand developmental
process and gender differences to consider specific forms
of antisocial behavior, including distinctions between
overt (physical and verbal aggression, reactive aggression)
and covert (proactive aggression, relational aggression,
stealing, etc.).

2. Parent-child interaction and management dynamics play
a significant role in establishing the child’s trajectory
into antisocial behavior in early and middle childhood as
well as adolescence, and intervention research reveals
that targeting parenting practices produces reductions in
child and adolescent risk.

Figure 13.12 Empirical summary for the development and
ecology of antisocial behavior.
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3. Peer influences are now a dominant theme in the etiology
of antisocial behavior, beginning in early childhood and
increasing during adolescence. Intervention research, in-
advertently, underscores the power of peer contagion in
amplifying adolescent problem behavior.

4. Neuroscience and developmental research are converging
at understanding the basic brain-behavior linkages that
explain the emergence and growth of executive control
and, ultimately, self-regulation. Future research in this
area might lead to a theory of normative socialization, re-
silience, and differential prognosis associated with age of
onset of antisocial behavior and, perhaps, other forms of
psychopathology.

In Figure 13.12, the solid arrows represent hypotheses
that are supported by previous longitudinal and interven-
tion research, and the dotted lines are hypotheses that re-
quire further testing and development. In contrast to 10
years ago, the field has extended research to children of
different cultural and racial groups. At some point, isolat-
ing the mechanisms that explain contextual differences in
child and adolescent problem behavior remains a scientific
need. Similarly, process-oriented research that considers
the interplay between biology and family and peer dynam-
ics, especially around developmental transitions such as
adolescence, is still needed.

At this stage, we assert that enough is known to fill in a
rough sketch of the antisocial developmental process, espe-
cially for understanding boys who exhibit a persistent life
course pattern. The development of more serious and
chronic antisocial behavior seems to follow a stage-like
progression, consistent with notions of hierarchical inte-
gration. In the coercion model, the practice of aversive
pain control in the family undermines relationships and en-
trains response patterns that facilitate the emergence of
antisocial behavior in other settings, such as schools (with
teachers and peers). Eventually, the antisocial behavior is
less reactive, and children develop peer groups that encour-
age problem behavior and even plan and collude to commit
antisocial acts. As shown in the classic analyses by Jones,
Reid, and Patterson (1975), deviant children are, indeed,
less responsive to setting differences. They react coer-
cively over time and across settings.

This style of interacting with peers becomes automatic
and highly stable across adolescence, providing a basis for
ongoing shopping for relationships and settings that sup-
port previously established behaviors and patterns. If
unabated, parents eventually give up and peers take over,
accounting for the persistence of adolescent problem
behaviors into adulthood. Those who start early, then, ac-

tively construct social experiences that minimize their pain
and maximize their gain. In the short run, such social opti-
mization functions well. Unfortunately, in the long run, the
antisocial pattern undermines the maturation into adult
roles and the formation of new families. Selection of an
antisocial spouse could permanently cement the developing
adult in a life of maladaptation through criminal behavior,
incarceration, and ever more coercive family relationships
(Quinton, Pickles, Maughan, & Rutter, 1993; Woodward,
Fergusson, & Horwood, 2002).

One of the barriers the present authors continually con-
front is how to integrate positive aspects of development
with our understanding of the biological and environmental
influences in antisocial development. We project that the
next 10 years will be marked by progress on this issue. In
particular, we consider a convergence of findings on under-
standing young children’s development of emotional regu-
lation, attentional control, tendency to comply with adult
requests, and prosocial behavior. Eisenberg and Fabes
(1998) provide a comprehensive review of this rapidly
growing literature.

The promise of the developmental psychopathology per-
spective is to continue to focus on the intervention implica-
tions of etiologic research (Cicchetti & Toth, 1992). An
explicit strategy for the programmatic integration of etio-
logic research and intervention trials has been proposed
(Patterson, Reid, et al., 1992). We can suggest alternative
intervention strategies to reduce or prevent antisocial be-
havior (Dishion & Stormshak, in press). The key idea, how-
ever, is not only to get intervention effects (i.e., reductions
in antisocial behavior), but to document how the interven-
tion effects are achieved—that is, to understand the pro-
cess of change (Dodge, 1993). Such an approach makes
developmental psychopathology a dynamic science and, as
applied to the understanding and prevention of child and
adolescent antisocial behavior, worthy of further pursuit.
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Schizophrenia is a severe mental illness afflicting about
1% of the population (T. D. Cannon, 1996). Its characteris-
tic symptoms include hallucinations, delusions, disorgan-
ized speech and thought, and abnormalities in emotional
expression and motivation (American Psychiatric Associa-
tion, 1994). Throughout most of the twentieth century,
our understanding of the origins and developmental course
of this disorder was substantially influenced by Emil
Kraepelin (1918), who proposed that Schizophrenia is a de-
teriorating brain disorder similar in natural history to
Alzheimer’s disease, but with onset in early adult life. Al-
though Kraepelin himself speculated that some cases were
likely due to early insults that caused cerebral maldevelop-
ment, this view of Schizophrenia as a neurodegenerative
disorder persisted.

Over the past 25 years, there has been a major shift to-
ward a neurodevelopmental model of Schizophrenia which
posits that the neural underpinnings of the disorder arise
primarily during early central nervous system development
(see left section of Figure 14.1; T. D. Cannon, 1997; Wein-

berger, 1987). Support for this theoretical viewpoint comes
from several lines of evidence. Numerous prospective stud-
ies have revealed associations between prenatal and perina-
tal complications and elevated risk for Schizophrenia, thus
implicating adverse events during early life as contributing
to the development of the disorder. Additionally, a large
body of evidence documents the presence of subtle deficits
in cognition and behavior during childhood among individ-
uals who ultimately develop Schizophrenia as adults, sug-
gesting that signs of brain compromise are present long
before illness onset (Bearden et al., 2000; T. D. Cannon,
Rosso, et al., 2000; Rosso, Bearden, et al., 2000). More-
over, postmortem neuropathology studies have in general
failed to detect evidence of a dementia-like degenerative
process in Schizophrenia (Arnold & Trojanowski, 1996);
rather, the reductions in cortical gray matter volume in
these patients appear to be accounted for largely by reduc-
tions in the degree of dendritic arborization and density of
synaptic contacts on pyramidal neurons (i.e., reductions
in neuropil volume; Glantz & Lewis, 2000; Selemon &



Figure 14.1 Theoretical framework illustrating early and late
neurodevelopmental inf luences in the etiology and pathogenesis
of Schizophrenia.
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Goldman-Rakic, 1999), findings that suggest involvement
of cellular plasticity mechanisms rather than neuronal de-
generation per se.

Nevertheless, the notion that the risk factors for Schizo-
phrenia emerge exclusively during prenatal and perinatal
brain development begs the question of why formal diag-
nostic symptoms and signs of the disorder do not typically
manifest until late adolescence and early adulthood. In-
deed, there is a remarkable consistency in age-at-onset
distributions for Schizophrenia from around the world, im-
plicating the late adolescent /early adult period as the peak
period of risk for onset (Jablensky et al., 1992). Adoles-
cence also represents a period of active brain development,
during which increases in neuronal efficiency are accom-
panied by a reduction (i.e., pruning) of excess synapses and
by myelination of axonal connections in regions critical for
higher-order cognition, particularly the prefrontal cortex
(Huttenlocher, 1979). Together, these considerations have
led several theorists to suggest that processes associated
with adolescent brain development may play a role in the
pathogenesis of Schizophrenia (see right section of Figure
14.1; Feinberg, 1990; Hoffman & McGlashan, 1997). In-
terestingly, some structural magnetic resonance imaging
(MRI) studies have observed progressive gray matter re-
ductions in first-episode patients with Schizophrenia, with
a leveling off after the first few years of active illness (Gur
et al., 1998; Thompson et al., 2001). Although the sources
of this progression remain controversial, given that most of
the first-episode patients who have been scanned in these
studies are in the adolescent to early adult period, it is pos-
sible that this progression reflects a process associated
with the mechanisms underlying synaptic pruning. Such

processes may be overly aggressive in individuals predis-
posed to developing Schizophrenia (e.g., due to a Schizo-
phrenia-related defect in synaptic plasticity mechanisms),
or these processes may be normal but interact with previ-
ously existing compromises of brain structure in winnow-
ing neuronal connectivity to below some hypothetically
critical threshold. To evaluate these theoretical notions in
samples in which adolescent brain developmental processes
can be disambiguated from the influences of medication
and active psychosis, a new research paradigm has recently
been developed, ascertaining individuals who are initially
showing symptoms consistent with a high risk for imminent
onset of psychosis (i.e., prodromal patients) and following
them over time to characterize the course of neurobiologi-
cal change among those who develop full-blown psychosis
and to elucidate predictors of this outcome (T. D. Cannon
et al., 2003; Yung & McGorry, 1996).

This chapter reviews and evaluates evidence bearing on
the questions of whether and how both early (i.e., pre- and
perinatal) and late (i.e., adolescent) neurodevelopmental
influences may be involved in the etiology and pathogene-
sis of Schizophrenia. We first describe briefly the various
neural disturbances that have been detected in Schizophre-
nia, followed by an analysis of studies investigating the
roles of genetic and nongenetic factors in these brain abnor-
malities. These studies provide a useful framework for
hypothesis generation concerning the timing of onset and
course of brain abnormalities in Schizophrenia, as certain
of these brain abnormalities appear to be reflective of
an inherited vulnerability state and are thus likely to
emerge prior to illness onset and to be fairly stable after
their initial appearance, whereas other abnormalities are
unique to (or more severe in) individuals who manifest the
illness phenotype and may thus first appear or significantly
worsen as one moves beyond an inherited vulnerability
state to a fully symptomatic psychotic state. We then turn
to a review and analysis of the various literatures bearing
more directly on the question of the timing of onset and
course of brain abnormalities in Schizophrenia. The princi-
pal conclusions that can be reached from this review are
that (1) the case for involvement of early neurodevelopmen-
tal influences in the etiology and pathogenesis of Schizo-
phrenia is consistent and compelling, including evidence
from human epidemiological studies, prospective studies of
birth cohorts and samples at risk, postmortem neuropathol-
ogy studies, and experimental studies using animal models;
and (2) the case for involvement of later neurodevelopmen-
tal processes is still largely circumstantial, but at minimum
such processes appear likely to influence the timing of
onset of diagnostic symptoms and signs. We conclude this
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chapter with an updated version of the neurodevelopmental
hypothesis of Schizophrenia, specifying a number of ways
in which particular sets of early and late influences might
interact in determining the timing of onset and course of
the disorder.

NATURE AND SOURCES OF BRAIN
ABNORMALITIES IN SCHIZOPHRENIA

In the past 21⁄2 decades, significant progress has been made
in the characterization of brain abnormalities in Schizo-
phrenia and in elucidating the contributions of genetic
and nongenetic influences to these abnormalities. Distur-
bances in prefrontal and temporolimbic systems and
their interconnections are particularly prominent in this
disorder (J. D. Cohen & Servan-Schreiber, 1992; Grace,
Moore, & O’Donnell, 1998; Gray, Feldon, Rawlins, &
Hemsley, 1991). In neuropsychological studies, where pa-
tients with Schizophrenia have been found to show perfor-
mance deficits on nearly all measures of functioning,
working memory, attention, abstraction, episodic learning
and memory, and language functions appear to be more se-
verely affected (T. D. Cannon, Huttunen, et al., 2000;
Saykin, Shtasel, Gur, & Kester, 1994). These findings have
been corroborated by evidence of abnormal physiologic ac-
tivity (i.e., altered blood flow) in prefrontal and temporal
lobe regions in patients with Schizophrenia during perfor-
mance of tests assessing these domains of functioning
(e.g., Berman, Torrey, Daniel, & Weinberger, 1992; Calli-
cott et al., 1998; Yurgelun-Todd et al., 1996). At the struc-
tural-anatomical level, patients with Schizophrenia show a
variety of volumetric changes throughout the brain, includ-
ing reduced cortical, hippocampal, and thalamic volumes
and increased sulcal and ventricular volumes (Pfefferbaum
& Marsh, 1995). Some neuroimaging work indicates a rela-
tively greater degree of reduction in frontal and temporal
cortical volumes compared with posterior cortical volumes
(T. D. Cannon, van Erp, et al., 1998).

Based on postmortem evidence of decreased thickness
of the prefrontal cortex without a reduction in the number
of cell bodies (Selemon, Rajkowska, & Goldman-Rakic,
1995; Selemon, Rajkowska, & Goldman-Rakic, 1998), it
has been suggested that a reduction of interneuronal neu-
ropil underlies in vivo MRI findings of cortical gray matter
reduction in Schizophrenia (Selemon & Goldman-Rakic,
1999), a prediction that has been confirmed by observa-
tions of reduced dendritic spine density on prefrontal corti-
cal pyramidal neurons (Glantz & Lewis, 2000). This
pattern implies a disruption in cellular plasticity mecha-

nisms rather than neuronal degeneration per se, an inter-
pretation that is also supported by lack of gliosis, or the
scarring associated with degeneration of cortical neurons,
in the brains of patients with Schizophrenia, a pattern that
would be expected to result from an active neurodegenera-
tive process (Bogerts et al., 1993; Casanova & Kleinman,
1990). This interpretation is also supported by findings
of cellular positioning abnormalities that are consistent
with disturbances of neuronal migration during gestation
(Akbarian, Bunney, et al., 1993; Akbarian, Vinuela, et al.,
1993; Arnold, Hyman, Van Hoesen, & Damasio, 1991;
T. D. Cannon & Mednick, 1993; Jakob & Beckmann, 1986;
Kovelman & Scheibel, 1984; Weintraub, 1987). Although
these latter findings clearly imply that risk factors for
Schizophrenia are operative in utero, it is not yet known
whether the cellular positioning abnormalities play a role
in the pathophysiology of Schizophrenia or whether they
are related to the gross morphological findings such as gray
matter reduction.

Liability-Related versus Disease-Specific
Brain Abnormalities

A question of major importance is whether some of the brain
abnormalities associated with Schizophrenia are shared by
the nonpsychotic first-degree relatives of these patients.
Such a pattern could occur given the complexity of the in-
heritance of the disorder, in which multiple genes of small
effect and a nontrivial environmental component aggregate
to increase risk for phenotypic expression (T. D. Cannon,
Kaprio, Lonnqvist, Huttunen, & Koskenvuo, 1998). That is,
many first-degree relatives of Schizophrenia patients would
be expected to carry one or more genes in a predisposing
configuration but remain clinically unaffected.

There are now several studies demonstrating that
unaffected biological relatives of patients with Schizo-
phrenia display qualitatively similar, but quantitatively
milder, neuropsychological impairments when compared
with normal controls, even after accounting for substance
abuse and other psychiatric diagnoses (T. D. Cannon,
Huttunen, et al., 2000; Faraone et al., 1999; Park, Holz-
man, & Goldman-Rakic, 1995). Such findings support the
view that these deficits are reflective of a diathesis for
Schizophrenia, rather than resulting from the disease pro-
cess or pharmacological intervention. T. D. Cannon et al.
(1994) found that patients with Schizophrenia and their
unaffected siblings showed similar patterns of deficit
with regard to verbal memory, abstraction, attention, and
language functions. Similarly, Toulopoulo, Rabe-Hesketh,
King, Murray, and Morris (2003) showed that healthy rel-
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atives of patients with Schizophrenia exhibited deficits on
verbal memory tasks, and Staal et al. (2000) reported
frontal lobe impairment among unaffected siblings of pa-
tients with Schizophrenia. Other studies have reported at-
tentional impairments among parents of patients with
Schizophrenia (Michie et al., 2000).

Widespread neuropsychological deficits appear to be
more severe among patients and relatives in multiply
affected families. In the UCLA Family Study, normal
control participants from the community with a family his-
tory of Schizophrenia had significantly poorer general in-
telligence, expressive and receptive vocabulary abilities,
poorer visual-motor coordination, and slower motor speed
than community controls without such a family loading
(Asarnow et al., 2002). Additionally, Faraone et al. (2000)
found that relatives from multiplex families (as defined by
two or more first-degree relatives with Schizophrenia) had
significantly lower scores on measures of estimated intelli-
gence and verbal and visual recall than relatives from sim-
plex families. Such findings support the hypothesis that
impaired information processing aggregates among family
members of patients with Schizophrenia and may serve as
an indicator of genetic vulnerability to the disorder.

Findings of neuroanatomic abnormalities among unaf-
fected relatives of patients with Schizophrenia may also be
reflective of underlying genetic influences. Evidence from
structural MRI studies of healthy relatives of patients with
Schizophrenia have revealed global volumetric deficits
(T. D. Cannon, van Erp, et al., 1998) and ventricular en-
largement (Reveley, Reveley, Clifford, & Murray, 1982), as
well as more specific structural anomalies. In a study in-
volving a Helsinki birth cohort, significant reductions in
frontal and temporal gray matter volumes and significant
increases in the corresponding cerebrospinal f luid (CSF)
regions were observed in both patients and their full sib-
lings. In contrast, ventricular CSF volume increases and
white matter reduction were apparent only among probands
as compared to their siblings and unrelated controls (T. D.
Cannon, Kaprio, et al., 1998). Reduced gray matter volume
has been found among unaffected relatives outside the pe-
riod of risk (Seidman et al., 1997, 1999; Suddath, Christi-
son, Torrey, Casanova, & Weinberger, 1990), indicating
that these gray matter reductions may be a stable vulnera-
bility factor in relatives of Schizophrenia patients. Addi-
tionally, Seidman et al. (2002) found that relatives of
patients with Schizophrenia, particularly those from multi-
plex families, had significantly smaller left hippocampal
volumes as compared to matched controls. In these fami-
lies, hippocampal volumes did not differ between patients
with Schizophrenia and their nonpsychotic relatives.

In a recent functional MRI (fMRI) study, an N-back
working memory task was employed to assess working
memory-related cortical physiology in unaffected siblings
of patients with Schizophrenia (Callicott et al., 2003). In
this study, siblings showed an exaggerated physiological re-
sponse in the right dorsolateral prefrontal cortex that ap-
peared qualitatively similar to that seen in earlier fMRI
studies of patients with Schizophrenia, indicating a pri-
mary physiological abnormality in prefrontal circuitry in
individuals at elevated genetic risk for Schizophrenia with-
out manifest cognitive abnormality. In addition, abnormal
activation patterns in prefrontal and parietal regions dur-
ing spatial working memory task performance have been
reported in children of Schizophrenia patients (Keshavan
et al., 2002).

Neurocognitive and neuroimaging studies of twins
discordant for Schizophrenia allow for the separation of
genetic and nongenetic contributions to the brain abnor-
malities associated with the illness. Because healthy
monozygotic (MZ) and dizygotic (DZ) cotwins of patients
with Schizophrenia differ by a ratio of 2�1 with regard
to genetic liability for the disease, it is possible to test
whether degree of cognitive or neuroanatomical deficit in-
creases with genetic proximity to a proband. Further, be-
cause discordant MZ cotwins are 100% genetically
identical, any abnormalities that are unique to or more se-
vere in the affected compared with unaffected cotwins
must be nongenetic in origin (M. Cannon, Jones, & Murray,
2002). A study of an epidemiologically ascertained sample
of Finnish twins revealed that impaired performance on
tests of spatial working memory and structural abnormali-
ties in prefrontal brain regions varied in a dose-dependent
fashion with degree of genetic loading for Schizophrenia.
Specifically, MZ unaffected cotwins were significantly
more impaired than DZ unaffected cotwins, who in turn
were significantly impaired compared to control subjects
(M. Cannon et al., 2002; T. D. Cannon, Huttunen, et al.,
2000; Glahn et al., 2002). In contrast, deficits in long-term
memory and anatomical changes in the hippocampus and
adjacent temporal cortex were specifically more pro-
nounced in patients compared with their own healthy MZ
cotwins, indicating that nongenetic, disease-related factors
must be involved in these abnormalities (T. D. Cannon,
Huttunen, et al., 2000).

Given the substantial body of evidence indicating im-
pairments in brain structure and function in relatives of pa-
tients with Schizophrenia, it should be possible to identify
specific genes that underlie these disturbances. As one ex-
ample, T. D. Cannon et al. (in press) examined a series of
haplotype blocks of single nucleotide polymorphic (SNP)
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markers from a segment of chromosome 1q42 spanning the
Disrupted-In-Schizophrenia-1 (DISC1) and Translin-Asso-
ciated Factor-X (TRAX) genes, using samples of Finnish
twin pairs concordant and discordant for Schizophrenia and
healthy control twins. Recessive transmission of a common
3-SNP haplotype incorporating markers near a transloca-
tion breakpoint of DISC1 and dominant transmission of a
rare 4-SNP haplotype incorporating markers from both the
DISC1 and TRAX genes were significantly more common
among individuals with Schizophrenia. These haplotypes
were also associated with several quantitative endopheno-
typic traits previously observed to covary with Schizophre-
nia and genetic liability to Schizophrenia, including
impairments in short- and long-term memory functioning
and reduced gray matter density in the prefrontal cortex, as
demonstrated using a population-based brain atlas method-
ology. Thus, specific alleles of the DISC1 and TRAX genes
on 1q42 appear to contribute to genetic risk for Schizophre-
nia through disruptive effects on the structure and function
of the prefrontal cortex and other brain regions, effects that
are consistent with their production of proteins that play
roles in neurite outgrowth, neuronal migration, synaptogen-
esis, and glutamatergic neurotransmission.

In the remaining sections, we evaluate the various lines
of evidence bearing on the question of the sources, timing
of onset, and course of brain abnormalities in Schizophre-
nia, dividing our consideration of these studies into those
that implicate early developmental processes and those that
suggest involvement of later developmental processes.
Based on the foregoing, in general, one would expect that
deficits associated with an inherited diathesis to Schizo-
phrenia, such as structural and functional abnormalities of
the prefrontal cortex, would be present before onset of ill-
ness and thus may be related to causal risk factors arising
from early in life, whereas deficits that are more severe in
the affected compared with unaffected MZ cotwins, such
as structural and functional abnormalities of the medial
temporal lobe, may be influenced by both early risk factors
and those occurring more proximally to onset of formal di-
agnostic symptoms and signs.

THE CASE FOR INVOLVEMENT OF
EARLY NEURODEVELOPMENTAL
PROCESSES IN SCHIZOPHRENIA

There is now an accumulation of evidence that subtle indi-
cators of disturbance are present long before illness onset
in individuals who ultimately develop Schizophrenia. Here

we review these various lines of evidence; specifically, we
examine the role of prenatal and perinatal complications in
Schizophrenia, and evidence from high-risk studies exam-
ining early neurodevelopmental deviance in genetically
vulnerable individuals.

The Role of Prenatal and Perinatal Complications
in the Development of Schizophrenia

Of all early environmental factors proposed to play a role
in the etiology of Schizophrenia, prenatal and perinatal
complications, particularly those associated with fetal
hypoxia, appear to be most robustly associated with in-
creased risk for the disorder. Fetal hypoxia appears as a
risk factor in a larger proportion of the cases (30% to 40%)
than all forms of pregnancy complications (including viral
exposure) and signs of fetal maldevelopment (T. D. Can-
non, 1997). Complications associated with fetal hypoxia
are also of interest because fetal oxygen deprivation repre-
sents a plausible mechanism for explaining much of the
structural pathology of the brain detected in neuroimaging
studies of adult patients with Schizophrenia (T. D. Cannon,
1997). For example, in an MRI study of a Helsinki birth co-
hort, we found that a history of fetal hypoxia was associ-
ated with significant decreases in gray matter density in
both prefrontal and temporal lobe regions among patients
with Schizophrenia and their healthy siblings, but not in
controls at low genetic risk for the disorder, and more so in
the patients than in their siblings (T. D. Cannon, van Erp, &
Glahn, 2002). This pattern appears to be consistent with a
genotype-environment interaction, in which hypoxia-re-
lated obstetric complications represent random environ-
mental events, which may add to or multiply the risk for
phenotypic expression of Schizophrenia when they occur in
a genetically vulnerable individual.

The hippocampus in particular is acutely vulnerable to
hypoxic-ischemic damage (Vargha-Khadem et al., 1997;
Zola & Squire, 2001). One twin study showed that, among
MZ twins discordant for Schizophrenia, relatively small
hippocampi in the ill twin were significantly related to
labor-delivery complications and to prolonged labor, both
risk factors associated with fetal oxygen deprivation (Mc-
Neil, Cantor-Graae, & Weinberger, 2000). Van Erp et al.
(2002) found that Schizophrenia probands who experienced
fetal hypoxia have smaller hippocampal volumes than those
who did not, a difference not noted among unaffected
siblings and healthy comparison subjects. Moreover, hip-
pocampal volume differences occurred in a stepwise fash-
ion with each increase in genetic load for Schizophrenia,
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suggesting that, in patients with Schizophrenia spectrum
disorders, hippocampal volume is influenced in part by
Schizophrenia susceptibility genes, as well as an interaction
of these genes with fetal hypoxia.

At the cellular level, the neural sequelae of hypoxia vary
in severity from alterations in neurite outgrowth to neu-
ronal cell death (Nyakas, Buwalda, & Luiten, 1996). In the
former case, immature neurons may survive the hypoxic in-
sult but still have a compromised elaboration of synaptic
interconnections (Nyakas et al., 1996). More recent evi-
dence from animal studies indicates that sublethal hypoxia
results in global dysynchrony in brain maturation programs
due to profound loss of coordinate regulation of neuronal
gene transcription (Curristin et al., 2002). In a mouse
model, chronic sublethal hypoxia resulted in alteration of
38% of genes subserving synaptic function, maturation,
and neural transmission. Genes involved in myelination,
glial maturation, and cytoskeletal organization were also
affected, leading to retardation of synapse formation and
reduction of cytoskeletal systems needed to form neuritic
processes and synaptic structures. In addition, fetal hy-
poxia leads to up-regulation of stress and hypoxia response
pathways, which may further retard neuronal maturation.
Intriguing findings come from a rat model of Schizophre-
nia, in which direct lesions of the hippocampus early in life
were found to produce deficits in prepulse inhibition, en-
hanced sensitivity to stress, and differential response to
amphetamine, all of which do not become apparent until the
postpubertal period (Lipska & Weinberger, 2002). Further,
these investigators found that even transient inactivation of
the ventral hippocampus during a critical period of devel-
opment may be sufficient to disrupt normal maturation of
the prefrontal cortex and trigger behavioral changes com-
parable to those observed in animals with permanent exci-
totoxic hippocampal lesions (Lipska & Weinberger, 2002).

Evidence for Cognitive, Motor, and Behavioral
Impairment in Infancy and Childhood

Central to the neurodevelopmental hypothesis of Schizo-
phrenia (Weinberger, 1987) is the identification of develop-
mental anomalies preceding overt clinical symptoms of the
disorder (M. Cannon et al., 2002; Weinberger, 1987). Retro-
spective studies, as well as high-risk studies of the offspring
of parents with Schizophrenia, have consistently demon-
strated the existence of cognitive impairment and behavioral
and neurobiologic abnormalities long before the onset of
Schizophrenia. Such studies offer substantial evidence that
such early events may be less quiescent and more function-

ally apparent than was previously believed. Although the
majority of patients with Schizophrenia show no signs of
outright psychotic symptomatology until adolescence or
early adulthood, there is substantial evidence that the patho-
logic processes that predispose to the disorder are evident
earlier in life in more subtle forms.

In the domain of cognitive development, one meta-
analysis of the high-risk literature (Aylward, Walker, &
Bettes, 1984) revealed that preschizophrenic children
showed deficits on standard IQ tests in comparison with
matched groups of peers or siblings who did not develop
psychiatric illness. Moreover, such deficits were shown to
predict an early-onset form of Schizophrenia with poor
prognostic features. Similarly, longitudinal high-risk stud-
ies have consistently found children of parents with Schizo-
phrenia to perform more poorly on neuropsychological
tests than children of parents with no history of psychiatric
illness (Asarnow & MacCrimmon, 1978; Bergman &
Walker, 1995; Fish, 1987; Goodman, 1987; Hallett, Quinn,
& Hewitt, 1986; Landau, Harth, Othnay, & Sharfhertz,
1972; Lifshitz, Kugelmass, & Karov, 1985; Marcus, Hans,
Auerbach, & Auerbach, 1993; Mednick & Schulsinger,
1964; Sameroff, Seifer, Zax, & Barocas, 1987; Schreiber,
Stolz-Born, Kornhuber, & Born, 1992; Sohlberg, 1985;
Weintraub, 1987). Such studies have shown that children
with an elevated risk for Schizophrenia exhibit deficits in
attention (Erlenmeyer-Kimling & Cornblatt, 1978; Wein-
traub, 1987), language (Gruzelier, Mednick, & Schulsinger,
1979; Hallett et al., 1986; Harvey, Winters, Weintraub, &
Neale, 1981), learning and memory (Driscoll, 1984; Klein
& Salzman, 1984; Rutschmann, Cornblatt, & Erlenmeyer-
Kimling, 1980), and other information-processing domains
(Erlenmeyer-Kimling & Cornblatt, 1987).

Early receptive (M. Cannon et al., 2002) and expressive
(Bearden et al., 2000) language abnormalities are a robust
finding among retrospective studies of individuals with
Schizophrenia. Premorbid impairments of language produc-
tion and comprehension are particularly striking in child-
hood-onset Schizophrenia (Hollis, 1995; Nicolson et al.,
2000), suggesting that there may be a specific link between
very early onset cases and impairment in the processes un-
derlying language development. This notion is supported by
a follow-back study of patients with childhood-onset
Schizophrenia (Asarnow, 1999) showing that nearly 80% of
the sample exhibited gross deficits in early language devel-
opment. However, at follow-up during late childhood, these
children performed within the expected range on multiple
tests of language function, indicating that these skills are
delayed but are not static neuropsychological deficits.
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In contrast, attentional deficits may represent a trait
marker of vulnerability to Schizophrenia. The New York
High Risk Project has followed children at risk for Schizo-
phrenia and affective disorder (by virtue of having an af-
fected parent) for over 30 years with neurocognitive,
behavioral, and clinical measures. In this study, impair-
ments in attention and short-term memory were detectable
by a mean age of 9 in children at high risk for Schizophre-
nia, a time when subjects were free of any overt behavioral
signs of illness (e.g., Cornblatt, Lenzenweger, Dworkin, &
Erlenmeyer-Kimling, 1992; Erlenmeyer-Kimling & Corn-
blatt, 1978, 1987). Subjects who later developed a Schizo-
phrenia spectrum disorder consistently displayed a lower
performance level on the continuous performance test
(CPT), a measure of sustained and selective attention, rela-
tive to subjects in all comparison groups (unaffected chil-
dren of parents with Schizophrenia, children of parents
with affective disorder, and normal comparison subjects),
and the magnitude of this deficit remained constant across
development. Further, a measure of cognitive performance
deviance at age 9 (composed largely of CPT performance
measures) had high specificity and moderate sensitivity
for predicting relatively serious behavioral disturbances
(including social impairment and problems at school and at
home) emerging in high-risk subjects during mid-adoles-
cence (Cornblatt & Erlenmeyer-Kimling, 1985). These
findings suggest that these early attentional deficits are as-
sociated with later emerging social difficulties in geneti-
cally at-risk individuals (Cornblatt et al., 1992).

Although high-risk studies have been instrumental in re-
vealing a relationship between genetic liability to Schizo-
phrenia and early forms of impairment, such findings may
not be generalizable, given that only 5% to 10% of patients
with Schizophrenia have a parent with Schizophrenia. Fur-
ther, because offspring in most high-risk samples have not
passed through the period of elevated risk for onset of
Schizophrenia, and those that have include only a small
number of participants who ultimately develop the disor-
der, there are limited data on the degree to which early
deficits predict adult Schizophrenia in such samples. Thus,
population-based cohorts are necessary to determine
which precursors, or combination thereof, represent true
risk factors for Schizophrenia. Using data from the 1946
British birth cohort, Jones, Rodgers, Murray, and Marmot
(1994) found that individuals who were later diagnosed
with Schizophrenia had lower educational test scores at
ages 8, 11, and 15 than nonpsychiatric controls from the
same cohort. Additionally, there was a linear trend of in-
creased risk for Schizophrenia across decreasing levels of
cognitive performance, which became stronger with age. In

a study of male conscripts from the 1969 to 1970 Swedish
army cohort, David, Malmberg, Brandt, Allebeck, and
Lewis (1997) demonstrated a similar linear relationship
between IQ at age 18 and subsequent development of
Schizophrenia, such that the risk for Schizophrenia in-
creased as IQ decreased across the range of cognitive abil-
ity. In a Philadelphia birth cohort of approximately 10,000
subjects, T. D. Cannon, Huttunen, et al. (2000) found sig-
nificant cognitive impairment in school-age individuals
who later developed Schizophrenia. Moreover, there were
significant linear trends in the distribution of IQ scores, in-
dicating that preschizophrenic individuals were signifi-
cantly over-represented in the lowest quintile of cognitive
performance and increasingly under-represented among
the upper quintiles.

There remains some question as to the developmental
course of such early cognitive impairments in preschizo-
phrenic individuals. Russell, Munro, Jones, Hemsley, and
Murray (1997) examined change in IQ among individuals
who presented to Maudsley Hospital as children and subse-
quently developed Schizophrenia as adults. Although the
mean Full-Scale IQ (FSIQ) in this group was over 1 stan-
dard deviation below the scores of the general population,
there was no evidence of a decline from child to adult IQ.
The authors concluded that the deficit in intellectual func-
tion observed in Schizophrenia may be present in childhood
and remain stable throughout this developmental period. In
contrast to the findings of Russell et al., a study of Israeli
military draftees found that draftees who eventually devel-
oped Schizophrenia showed a measurable decline in cogni-
tive performance that began about 2 years prior to illness
onset, concomitant with impaired social functioning that
became progressively worse during the course of late ado-
lescence (Davidson et al., 1999). Consistent with this find-
ing, adolescent and young adult participants in the
Edinburgh High Risk Study exhibited significantly lower
premorbid IQ, as assessed by the National Adult Reading
Test, and lower FSIQ on the Weschler Adult Intelligence
Scale at baseline when compared to controls (Byrne,
Hodges, Grant, Owens, & Johnstone, 1999). At 2-year fol-
low-up, those high-risk participants who had experienced
an increase in psychotic symptoms exhibited an apparent
decline in IQ and memory (Cosway et al., 2000), suggesting
that onset of psychosis may coincide with a decline in cog-
nitive function.

There is considerable variation in the kind of early be-
havioral problems displayed by individuals who ultimately
develop Schizophrenia. Retrospective and prospective co-
hort studies have consistently documented the existence of
abnormalities in premorbid social development in preschiz-
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ophrenic individuals, ranging from solitary play preference
at age 4 to social anxiety, withdrawal, and acting-out be-
havior in adolescence (Jones et al., 1994). Preschizophrenic
children are more likely than comparison children to be
described by their teachers as “introverted,” “disagree-
able” and “emotionally unstable” (Watt, 1978). Studies of
childhood films have additionally revealed affective abnor-
malities in preschizophrenic children, with increases in
negative facial expression as early as age 1 (Walker,
Grimes, Davis, & Smith, 1993), suggesting that vulnerabil-
ity to Schizophrenia may be associated more generally
with “difficult” infant temperament (Walker, Lewine, &
Neumann, 1996). In a prospective longitudinal study of a
Philadelphia birth cohort, social maladjustment at age 7
was a significant predictor of adult Schizophrenia (Bearden
et al., 2000). Rates of deviant behaviors (e.g., echolalia,
meaningless laughter, and stereotyped behaviors) at ages 4
and 7 were significantly elevated in both preschizophrenic
children and their unaffected siblings, suggesting that such
problems may indicate genotypic susceptibility to the dis-
order and/or shared early environmental influences.

Interestingly, there is some evidence that childhood be-
havior problems among patients with Schizophrenia may
provide clues regarding their ultimate illness presentation.
For example, in the Copenhagen High-Risk Study, Cannon,
Mednick, Parnas, et al. (1993) found different patterns of
premorbid behavior among patients with predominantly
negative or predominantly positive symptom Schizophre-
nia. Specifically, positive symptoms (i.e., hallucinations,
delusions, thought disorder) were correlated with premor-
bid conduct disorder and acting-out behavior, and those pa-
tients with predominantly negative symptoms (i.e., apathy,
anhedonia, social withdrawal) had more severe premorbid
social maladjustment than those without such symptoms.
Other studies have similarly documented poorer premorbid
functioning and insidious onset with a predominantly nega-
tive symptom picture, providing support for the positive-
negative symptom distinction in terms of natural history
(McGlashan & Fenton, 1992; Pogue-Geile & Harrow,
1984).

Neurologic and motor abnormalities have also been
identified in children vulnerable to Schizophrenia (Mar-
cus, Auerbach, Wilkinson, & Burack, 1981; Mednick &
Schulsinger, 1964). Fish (1977) found evidence of early
neurological disturbance and delays in gross motor skills
and visual-motor development in infant children of moth-
ers with Schizophrenia. These infants tended to show un-
usually quiet behavior, including hypotonia, absence of
crying, and underactivity. In a follow-up study, significant
correlations were reported between the severity of neu-

rointegrative deficit and adult psychiatric status (Fish,
1987). Similarly, longitudinal follow-up of infants studied
as part of the Jerusalem Infant Development Study re-
vealed that the neurobehavioral deficits displayed in in-
fancy by offspring of schizophrenic parents persisted over
time, and the children who had developed Schizophrenia
spectrum diagnoses by adolescence demonstrated poor
neurobehavioral functioning across the developmental pe-
riods studied (Hans et al., 1999). A study of home movies
obtained from families in which one child later developed
Schizophrenia indicated that preschizophrenic children
had significantly more neuromotor abnormalities and less
developed motor skills than both their healthy siblings and
individuals who later developed affective disorder
(Walker, Savoie, & Davis, 1994). These findings have
been confirmed in general population studies. In a Finnish
birth cohort, early achievement of developmental mile-
stones reduced the risk for psychotic disorder, whereas de-
layed milestones were predictive of psychosis (Isohanni
et al., 2001). Additionally, two British cohort studies
found that preschizophrenic children were retarded in
their attainment of gross motor milestones during the first
2 years of life and were impaired on tests of motor coordi-
nation at 7 years of age (Crow, Done, & Sacker, 1995;
Jones et al., 1994). Further, delayed motor development
during infancy and impaired motor coordination during
childhood have consistently discriminated between indi-
viduals at high and low genetic risk for Schizophrenia, in-
dicating that early motor deviance may be a marker of
genetic liability (Egan et al., 2001). Consistent with this
interpretation, in the Philadelphia cohort of the National
Collaborative Perinatal Project (NCPP), Rosso, Bearden,
et al. (2000) found that deviance on motor coordination
measures at age 7 was associated with both adult Schizo-
phrenia and unaffected sibling status, suggesting that a
cofamilial (and perhaps genetic) factor underlies motor
coordination deficits in Schizophrenia. In addition, ado-
lescents with schizotypal personality disorder have been
reported to have elevated rates of involuntary movements
of the head, trunk, and upper limbs as compared to nonill
comparison subjects and adolescents with other personal-
ity disorders, further supporting the notion that certain
motor abnormalities may reflect a genetic vulnerability to
the disorder (Walker, Diforio, & Baum, 1999).

Several high-risk studies have found that the presence of
multiple premorbid indicators, across domains of function-
ing, are associated with an elevated risk for Schizophrenia
over and above single risk factors (Fish, 1987; Goodman,
1987; Marcus, Hans, Mednick, Schulsinger, & Michelsen,
1985). Consistent with this literature, findings from the
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Philadelphia cohort of the NCPP showed that preschizo-
phrenic children were more likely to exhibit multiple signs
of impairment. This finding became increasingly pro-
nounced over the course of development (T. D. Cannon,
Rosso, Bearden, Sanchez, & Hadley, 1999). Evidence from
the Dunedin, New Zealand, Health and Development Study
further supports these findings, showing that persistent,
multidimensional impairment in early childhood predicts
psychotic symptoms in childhood and adulthood (M. Can-
non et al., 2002). Whereas emotional problems and inter-
personal difficulties were present in children who later
developed psychotic, mood, or anxiety disorders, signifi-
cant impairments in neuromotor, receptive language, and
cognitive development were present only among children
later diagnosed with schizophreniform disorder. This study
also provides some of the first evidence of continuity of
psychotic symptoms over the life span: Self-reported delu-
sional beliefs and hallucinatory experiences at age 11 pre-
dicted a 16-fold increase in risk for schizophreniform
disorder (but not mood disorder) at age 26 (Poulton et al.,
2000). Such investigations are critical for the delineation of
compelling risk factors that may increase positive predic-
tive value in the identification of young people at risk for
Schizophrenia.

Interestingly, there is emerging evidence suggesting that
functional impairment during adolescence may have more
predictive value in the identification of young people at
high risk for Schizophrenia than that attained in studies of
childhood functioning (Davidson et al., 1999). Because of
this, epidemiologic studies of Schizophrenia risk have
begun to move forward in the ontology of the illness, pro-
gressing from stages that clearly precede clinical signs of
the disorder to those more proximal to the onset of psy-
chosis (Cornblatt, Lencz, & Obuchowski, 2002).

THE CASE FOR INVOLVEMENT OF LATER
NEURODEVELOPMENTAL PROCESSES
IN SCHIZOPHRENIA

By definition, a substantial decline in role functioning and a
severe disruption in integrated cognitive and emotional pro-
cessing occurs around the time of onset of Schizophrenia
during late adolescence and early adulthood. In view of this
pattern, it is tempting to postulate that there are brain
changes in addition to those instantiated through early
neurodevelopmental influences that occur proximally to the
onset of psychosis, thus acting as triggers for this functional

decline and psychotic symptom expression (see right sec-
tion of Figure 14.1). As noted previously, the most
well-established disease-related deficits in Schizophrenia
involve frontal and temporal lobe structures, abnormalities
of which have been linked to the occurrence of hypoxia-
associated birth complications among individuals with
Schizophrenia. Nevertheless, as we shall see, the hippocam-
pus and surrounding temporal cortex are also among the re-
gions that have been shown in some studies to deteriorate in
the early course of Schizophrenia (Giedd et al., 1999). The
question then becomes, if these disease-related deficits are
present to some degree from early in life, what mechanisms
cause them to further deteriorate in adolescence/early
adulthood, and are these mechanisms primary or secondary
to the emergence of psychosis?

Anatomical Changes in
First-Episode Schizophrenia

Longitudinal prospective studies of patients during their
first episode of psychosis can deepen our understanding of
late processes underlying onset of Schizophrenia, as these
patients have had minimal exposure to potential confound-
ing factors, such as pharmacological agents and chronicity
(Bagary et al., 2003). Moreover, there is evidence that
structural brain changes associated with Schizophrenia are
at their peak intensity during the initial stage of illness
(Gur et al., 1998; Kasai et al., 2003). Several lines of evi-
dence suggest that developmental anomalies associated
with Schizophrenia may vary depending on the develop-
mental stage of the individual at illness onset (Brewer
et al., 2003; Mathalon, Rapoport, Davis, & Krystal, 2003;
Mehler & Warnke, 2002). The National Institute of Mental
Health (NIMH) study of childhood-onset Schizophrenia
has been instrumental in shedding light on the ways in
which age of onset may interact with normative develop-
mental processes during early disease progression. Thomp-
son et al. (2001) analyzed repeated high-resolution MRI
brain scans of adolescent patients with childhood-onset
Schizophrenia. The authors discovered a dynamic pattern
of gray matter loss that began in the parietal region and
progressed forward to the temporal and frontal cortices.
The final pattern of loss was consistent with cross-sec-
tional studies of adults with Schizophrenia, showing a rela-
tively greater degree of reduction in frontal and temporal
cortical volumes. Further reports from the NIMH study
have revealed deviant patterns of development in the corpus
callosum and the cerebellum among patients with child-
hood-onset Schizophrenia (Keller, Castellanos, et al.,
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2003; Keller, Jeffries, et al., 2003). Notably, there appears
to be diagnostic specificity to this pattern of progressive
gray matter loss: For children and adolescents with tran-
sient psychotic symptoms that did not meet criteria for
Schizophrenia, gray matter reduction over time did not dif-
fer from that observed in healthy comparison subjects
(Gogtay et al., 2003). These patients provide a valuable
comparison group to the childhood-onset Schizophrenia
patients because they had a similar level of cognitive func-
tioning and had received a similar course of treatment with
antipsychotic medication, indicating that these brain
changes are intrinsic to the illness and do not result from
medication exposure. In addition, the unaffected siblings
of these childhood-onset Schizophrenia patients were
found to have smaller total brain volume and reduced total,
frontal, and parietal gray matter volume as compared to
healthy controls (Gogtay et al., 2003). When divided into
younger and older age groups, the younger siblings (under
18 years old) had smaller parietal gray matter volumes than
matched controls, and older siblings showed trends toward
smaller total cerebral volume and smaller frontal gray mat-
ter volume. Although a longitudinal study is required to
confirm the significance of this finding, it suggests that
healthy siblings of childhood-onset Schizophrenia patients
share neuroanatomic abnormalities that may follow a simi-
lar pattern of developmental progression.

Findings from longitudinal prospective studies of adult
first-episode patients have been mixed. Some studies have
revealed broad changes in whole-brain volume but no de-
tectable progression in specific regions, such as the tempo-
ral or frontal lobe structures (Cahn et al., 2002; DeLisi
et al., 1997; Pantelis, Yucel, Wood, McGorry, & Velakoulis,
2003). Other studies of adults have revealed patterns of
change similar to those seen in patients with childhood-
onset Schizophrenia but of a much smaller magnitude (Gur
et al., 1998). One study of adolescents and adults with re-
cent-onset Schizophrenia, which utilized high-resolution
scanning and differentiated gray and white matter, showed
progressive decreases in gray matter volume in the left su-
perior temporal gyrus during the 1st year and a half follow-
ing initial hospitalization, followed by a leveling off of
cortical deterioration (Kasai et al., 2003). To better under-
stand age-related differences in brain development, future
studies should differentiate between patterns of change in
adolescents and adults. The only longitudinal imaging study
that has specifically focused on patients with adolescent-
onset Schizophrenia failed to show a pattern of progressive
reduction in gray matter volume (James, Javaloyes, James,
& Smith, 2002), except in the posterior inferior vermis

among male participants (James, James, Smith, & Javal-
oyes, 2004). The authors speculated that their negative
findings may have reflected a leveling off of gray matter
loss in late adolescence, as was found in the NIMH study
(Sporn et al., 2003). However, it is notable that this study in-
cluded a very small patient sample (n = 16). Thus, replica-
tion is warranted to determine if the degree of progressive
gray matter loss found in the NIMH study is specific to
childhood-onset Schizophrenia, or if similar patterns will
be seen among adolescent-onset patients as they go through
the same period of development.

Several studies have begun to explore the association be-
tween structural brain changes and clinical presentation
during the first 2 years of illness. Gur et al. (1998) found
that reductions in frontal and temporal lobe volume were
associated with less improvement in negative symptoms
and hallucinations in first-episode adult patients, as well as
greater improvement with regard to delusions, when con-
trolling for medication dose and compliance. Similar re-
sults have been reported by Sporn and colleagues (2003)
and DeLisi, Sakuma, Ge, and Kushner (1998). In dis-
cussing these findings, investigators have proposed that
this inverse relationship may be reflective of a process by
which diseased tissue is removed through “compensatory
pruning” (Gur et al., 1998; Sporn et al., 2003). In other
words, it may be that the brain’s normative process of
synaptic elimination results in the removal of deviant neu-
ral connections, thus leading to clinical improvement.

Recently, there has been a debate in the literature re-
garding the value of longitudinal MRI studies for under-
standing the developmental neurobiology of Schizophrenia
(Mathalon et al., 2003; Weinberger & McClure, 2002).
Weinberger and McClure have challenged the validity of
such studies for several reasons. First, they argue that the
rates of neurodegeneration that have been reported in the
literature seem unreasonably high, such that “by the time a
patient with Schizophrenia reached age 60, there would be
little brain left” (p. 556). Mathalon et al. counter this ar-
gument by citing evidence that rates of decline in gray mat-
ter level off with age, thus preserving significant brain
tissue. Weinberger and McClure also note that variation in
measurement and analysis techniques within and across
studies makes it difficult to interpret findings. In response,
Mathalon et al. point out that “ the general convergence of
recent findings despite these myriad sources of variance
supports the likelihood that progressive morphometric
changes in Schizophrenia do occur” (p. 846). These au-
thors concede that longitudinal MRI studies cannot illumi-
nate the mechanisms underlying progressive structural
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change, but they emphasize the importance of these find-
ings in moving the field beyond a strict “early influences”
neurodevelopmental model.

Neuropsychological Changes in
First-Episode Schizophrenia

Neuropsychological studies have similarly revealed that
age of onset is a source of heterogeneity among patients
with first-episode psychosis. Specifically, findings gener-
ally suggest that earlier onset yields more significant
impairment across domains of cognitive functioning
(Basso, Nasrallah, Olson, & Bornstein, 1997; Collinson
et al., 2003). For example, Basso et al. compared adoles-
cent-onset and adult-onset patients with chronic Schizo-
phrenia and showed that patients with adolescent onset
performed significantly less well than did patients with
adult-onset Schizophrenia, particularly on memory and
executive function tasks. Pantelis and colleagues (Pantelis,
Velakoulis, et al., 2003) hypothesized that brain functions
that typically develop during the peak period of risk will
be most impaired among patients with Schizophrenia. For
example, this group of investigators showed that working
memory, a skill that develops throughout adolescence and
peaks at age 20 (Pantelis, Velakoulis, et al., 2003), was
more compromised among individuals in their sample of
adolescents and young adults with Schizophrenia than was
set shifting, a cognitive function that purportedly emerges
earlier in development.

Studies exploring the longitudinal course of cognitive
functioning during the initial stages of Schizophrenia may
provide clues to the pathophysiology of the disorder. Such
investigations have revealed that, in general, adults with
first-episode Schizophrenia are impaired across broad do-
mains of cognitive functioning but do not exhibit signifi-
cant deterioration in abilities during the initial stages of
illness. On the other hand, some cognitive abilities appear
to show moderate improvement during this same period
(DeLisi et al., 1995; Gold, Arndt, Nopoulos, O’Leary, &
Andreasen, 1999; Heydebrand et al., 2003; Hoff et al.,
1999), possibly as a result of treatment with antipsychotic
medication and/or acute symptom remission. The one lon-
gitudinal study of cognitive function in first-episode ado-
lescent patients used a cross-sectional design comparing
recent-onset and chronic adolescent patients (Kravariti,
Morris, Rabe-Hesketh, Murray, & Frangou, 2003). Results
showed that patients at all stages of illness exhibited
deficits in broad domains of cognitive functioning, but
there was no evidence that chronic patients were more im-
paired than those with recent onset. These findings suggest

a lack of progressive deterioration in cognitive function
over the course of illness.

Investigations of the relation between cognitive func-
tioning and clinical features during the initial stage of
Schizophrenia have shown that improvement with regard to
negative symptoms is associated with enhanced perfor-
mance on tests of memory, verbal f luency, psychomotor
speed, and executive function (Heydebrand et al., 2003), as
well as Performance IQ (PIQ) and FSIQ (Gold et al., 1999).

Magnetic Resonance Spectroscopy Studies

Although direct measures of abnormal neuronal growth
and degeneration processes are difficult to quantify in
vivo, nuclear magnetic resonance spectroscopy (MRS) of-
fers a method of assessing brain phospholipid and energy
metabolism that corresponds to developmental neuronal
changes. This methodology allows a noninvasive investiga-
tion of human brain development and is well suited to iden-
tifying abnormalities in synaptic pruning that may occur in
adolescence (Pettegrew, Klunk, Panchalingam, McClure, &
Stanley, 2000). Two MRS techniques that are currently uti-
lized in Schizophrenia research are phosphorus magnetic
resonance spectroscopy (31P-MRS) and proton magnetic
resonance spectroscopy (1H-MRS). In vivo 31P-MRS exam-
ines indirect indicators of cell membrane synthesis and
degradation in addition to measures of energy metabolism
(Ross & Michaelis, 1994). 31P-MRS studies have identified
alterations of membrane phospholipid metabolites in the
frontal cortex of first-episode, neuroleptic-naïve Schizo-
phrenia subjects, as compared to matched controls (Kesha-
van, Pettegrew, Panchalingam, & Kaplan, 1991; Pettegrew,
Keshavan, Panchalingam, & Strychor, 1991; Williamson,
Pelz, Merskey, & Morrison, 1991), suggesting decreased
synthesis and increased breakdown of membrane phospho-
lipids in recent-onset Schizophrenia patients. This pattern
resembles an exaggerated form of the changes observed in
normal aging (Pettegrew & Minshew, 1992). Such findings
may reflect an increase in membrane phospholipid
turnover, perhaps because of an accelerated synaptic prun-
ing process during late childhood and early adolescence
(Keshavan et al., 2003). Keshavan et al. (1991) also found
this pattern in one case prior to onset, suggesting that this
process may be causally related to the onset of the disorder.

To further address this neurodevelopmental perspective,
Stanley et al. (1995) used 31P-MRS to examine the dorsolat-
eral prefrontal cortex (DLPFC) in 11 drug-naïve, 8 newly
diagnosed and medicated, and 10 medicated and chronic
patients with Schizophrenia. Results showed decreased
phospholipid synthesis in all three groups, which implies
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lower levels of cell membrane synthesis at all stages of the
disorder. Additionally, there was an increased level of
phospholipid breakdown in the drug-naïve group, suggest-
ing that earlier stages of Schizophrenia may be character-
ized by increased breakdown of cell membranes. At the
level of structural neuroanatomy, these metabolic changes
may correspond to increased gray matter volume loss in the
early stages of illness. Abnormalities in phospholipid me-
tabolism have also been observed in the DLPFC of high-
risk adolescents (Keshavan, Stanley, Montrose, Minshew,
& Pettegrew, 2003; Klemm et al., 2001; Rzanny et al.,
2003). Such findings of aberrant phospholipid metabolism
suggest a pattern of increased membrane turnover at illness
onset with a continued pattern of membrane abnormalities
throughout the course of the disorder (Berger et al., 2002).

1H-MRS also provides indirect measures of metabolites
related to neuronal and glial energy metabolism as well as
phopholipid metabolism (Ross & Michaelis, 1994). Of
the metabolites examined in 1H-MRS, N-Acetylaspartate
(NAA) is primarily seen as a marker of neuronal integrity
(Keshavan, Stanley, & Pettegrew, 2000) that can be used to
identify neurons and their dendritic and axonal extensions
and is mostly concentrated in pyramidal neurons. NAA in-
creases during the course of normal development until the
adolescent period, when there is a decrease associated with
pruning of superfluous neuronal connections. This is less
drastic than the sharp decrease in NAA that is seen in neu-
rodegenerative diseases (Moore, Slovis, & Chugani, 1998).
Choline includes metabolites that are involved in the syn-
thesis of myelin and cell membrane metabolism (Ross &
Michaelis, 1994), and creatine (Cr) is defined as a general
marker of energy metabolism (Passe, Charles, Rajagopalan,
& Krishnan, 1995). The observation of decreased levels of
NAA or a decreased NAA�Cr ratio is believed to indicate
some form of neuronal loss, such as synaptic pruning or
neuronal dysfunction, whereas increased levels of choline
or an increased choline�Cr ratio signals deafferentiation
(Ross & Michaelis, 1994). Glutamine is primarily found in
glial cells; decreased levels of this metabolite are thought
to represent neuronal loss, dysfunction, or deafferentiation
(Ross & Michaelis, 1994).

Studies of 1H-MRS in Schizophrenia have consistently
reported reduced NAA levels in the hippocampus, mesial
temporal lobe, and frontal lobe, including the DLPFC, in
both adult- (Bertolino & Weinberger, 1999; Steel et al.,
2001) and child-onset schizophrenic patients (Bertolino
et al., 1998). Significant reductions in NAA�Cr ratios have
been found in these regions in both chronic Schizophre-
nia patients (Bertolino et al., 1996; Yamasue et al., 2002;
Yurgelun-Todd et al., 1996) and neuroleptic-naïve first-

episode patients (Cecil et al., 1998), as well as children
with Schizophrenia spectrum disorders (Brooks et al.,
1998). Supporting the idea that NAA�Cr ratio may mark
genetic vulnerability to Schizophrenia , Callicott et al.
(1998) showed a decreased NAA�Cr ratio in the hip-
pocampi of both schizophrenic patients and their unaf-
fected siblings when compared to healthy controls.
Moreover, Keshavan and colleagues (1997) found that off-
spring of parents with Schizophrenia showed a reduced
NAA�choline ratio in the anterior cingulate region when
compared to healthy controls. Recent studies of neurolep-
tic-naïve patients with Schizophrenia (Bartha et al.,
1997; Theberge et al., 2002) and offspring of parents with
Schizophrenia (Tibbo, Hanstock, Valiakalayil, & Allen,
2004) have also revealed increased glutamate/glutamine
levels in the medial frontal cortex, anterior cingulate, and
thalamus, signaling possible dysfunction of glutamate in
the pathogenesis of Schizophrenia.

Thus, although these studies demonstrate that altered
NAA levels in frontal and temporal regions are associated
with risk for Schizophrenia, it is not yet clear how anom-
alies in brain metabolites highlighted by MRS techniques
correspond to brain volumetric changes and abnormalities
of cellular migration in Schizophrenia. Some researchers
have suggested that findings of decreased frontal NAA ra-
tios may be related to effects of long-term antipsychotic
treatment (Bustillo et al., 2001, 2002). Future refinements
in MRS methodology offer the promise of more detailed
exploration of neurogenesis and the processes of myelina-
tion, synaptic pruning, and gliosis.

The Schizophrenia Prodrome

With the shift in focus from a neurodevelopmental model
of Schizophrenia to increasing interest in more proximal
developmental risk factors, a new research strategy has
emerged. Building on traditional high-risk approaches, the
so-called ultra-high-risk (UHR) paradigm (Yung & Mc-
Gorry, 1996; Yung et al., 1998) goes beyond indicators of
genetic vulnerability to focus on clinical features that are
believed to reflect heightened vulnerability for psychosis.
A central goal in UHR research is to prospectively follow
a well-characterized group of putatively prodromal indi-
viduals through the period of conversion to gain a deeper
understanding of the progression of clinical, biological,
and neurocognitive changes that characterize the onset of
psychosis (T. D. Cannon et al., 2003; Meyer et al., 2005).
Such studies may enhance our understanding of the patho-
physiology of psychotic illness and allow for the discrimi-
nation of the Schizophrenia prodrome from that of other
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conditions (e.g., affective psychosis), thus informing
early treatment strategies (Phillips, Yung, Yuen, Pantelis,
& McGorry, 2002). Finally, results of UHR research may
aid in identifying late risk factors for the transition
into psychosis, as well as protective factors or interven-
tions that may alleviate, delay, or possibly prevent the
onset of psychotic illness (T. D. Cannon et al., 2003; Yung
et al., 2003).

Developmentally, the prodrome can be viewed as the
transition between the premorbid and psychotic stages of
illness (Cornblatt et al., 2002; Yung & McGorry, 1996).
The first signal of deterioration occurs within 3 to 5 years
of onset and consists of a constellation of gradually devel-
oping, low-grade psychiatric symptoms and signs, includ-
ing reduced concentration (attention), decreased drive and
motivation (anergia), depressed mood, sleep disturbance,
anxiety, social withdrawal, suspiciousness, deterioration in
role functioning, and irritability. Because these symptoms
and signs are nonspecific—they also appear in primary af-
fective and anxiety states—we refer to this initial period as
the “predifferentiation” phase. The predifferentiation
phase is typically followed, within about 1 year of onset, by
the emergence of subpsychotic disturbances of thought and
perception, including paranoid ideation, ideas of reference,
unusual beliefs/magical thinking, perceptual disturbances
(e.g., depersonalization, derealization), changes in thought
and speech patterns, and atypical behavior and/or appear-
ance. As these features represent attenuated forms of the
cardinal symptoms and signs of psychosis, we refer to this
period as the “differentiation” phase. The differentiation
phase is often followed, within a few months of onset, by
the emergence of transient psychotic symptoms, including
hallucinations, delusions, and/or disorganized speech,
which subside spontaneously within a period of a few hours
to several days. We refer to this period of brief intermittent
psychotic symptoms as the “micropsychotic” phase. The
micropsychotic phase is considered to have evolved into
full-blown Schizophrenia when prodromal behavioral fea-
tures have been present continuously for at least 6 months
and psychotic symptoms have persisted continuously for at
least 1 month (American Psychiatric Association, 1994).

Over the past decade, investigators have identified three
putatively prodromal syndromes that map onto the develop-
mental sequence described. Criteria for these syndromes
currently focus on three groups of individuals: (1) those who
are experiencing attenuated positive psychotic symptoms
that have emerged or worsened in the past year, (2) those
who describe brief and intermittent periods of frank psy-
chotic symptoms with recent onset, and (3) those with
familial risk for a psychotic disorder and who have experi-

enced a significant decline in functioning in the past year.
Operational definitions for these syndromes differ slightly
across research programs. Table 14.1 presents the most
widely used criteria for diagnosing the three prodromal
states: the Criteria of Prodromal Syndromes (COPS; T. J.
Miller et al., 2003) and the Comprehensive Assessment of
At-Risk Mental States (CAARMS; Yung et al., 2003).

Although attempts to define the prodrome prospec-
tively in clinical samples are relatively recent, initial evi-
dence indicates that 22% to 54% of treatment-seeking
individuals ascertained in a putatively prodromal state
will convert to full-blown psychotic disorder within 2
years (McGlashan, Miller, & Woods, 2001; McGorry,
Yung, & Phillips, 2003; Yung & McGorry, 1996; Yung
et al., 1998). Thus, these studies offer the unique opportu-
nity to identify behavioral and neurobiological markers
most predictive of Schizophrenia outcome and, by exten-
sion, to develop interventions that may be implemented
prior to onset of the full-blown disorder.

Results thus far have identified several baseline clinical
variables that appear to be predictive of conversion to psy-
chosis over and above prodromal criteria alone. Specifi-
cally, findings from the Melbourne Prodromal Study (Yung
et al., 2003) suggest that poor functioning, as indicated by
the following, was predictive of conversion to psychosis in
their prodromal sample: a global assessment of functioning
(GAF) score less than 51; prolonged duration of untreated
prodromal symptoms (>900 days); high overall level of
psychopathology, as measured by a total score on the Brief
Psychiatric Rating Scale (BPRS) greater than 15; sub-
threshold psychotic symptoms, as measured by a BPRS
psychotic subscale score greater than 2; depression, as mea-
sured by a Hamilton score greater than 18; and clinically
significant avolition and anxiety. Strikingly, 87% of those
participants who had four or more of these risk factors con-
verted to psychosis within 6 months after study entry.

Investigators have also begun to explore neuropsycho-
logical and structural brain changes associated with con-
version to psychosis. Early results from the Melbourne
UHR study suggest that none of the neuropsychological
variables that were assessed at baseline successfully dis-
tinguished between those UHR patients who converted to
psychosis and those who did not (Wood et al., 2003). In-
vestigators from this study examined tasks of spatial
working memory and delayed matching-to-sample in 38
young people at ultra high-risk of developing psychosis (of
whom nine later became psychotic), as compared to 49
healthy controls. Performance on both tasks was signifi-
cantly poorer in the UHR group overall. Those who later
became psychotic generally performed more poorly than
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Criteria of Prodromal Syndromes (COPS; 
T. Miller et al., 2003)

Comprehensive Assessment of At-Risk Mental States
(CAARMS; Yung et al., 2003)

Group 1 Attenuated Positive
Symptom Syndrome

At least one of the following five scales is scored
within the attenuated range:

1. Unusual thought content /delusional ideas.

2. Suspiciousness/persecutory ideas.

3. Grandiosity.

4. Perceptual abnormalities/hallucinations.

5. Disorganized communication.

Symptoms began within the past year or have
intensified within the past year.

Symptoms have occurred at least once per week
for the past month.

At least one of the following symptoms is scored
within the attenuated range and held with a reasonable
degree of conviction, as defined by a score of 2 on the
Comprehensive Assessment of Symptoms and History
(CASH; Andreasen et al., 1992):

1. Ideas of reference.

2. Odd beliefs or magical thinking.

3. Perceptual disturbance.

4. Paranoid ideation.

5. Off thinking and speech.

6. Odd behavior and appearance.

Symptoms have been present for at least 1 week and no
longer than 5 years.

Symptoms occur at least several times per week.

Group 2 Brief Intermittent
Psychotic Symptoms
Syndrome (SIPS)

OR

Brief Limited
Intermittent Psychotic
Symptoms (CAARMS)

One or more of the above five scales is scored
within the psychotic range.

Symptoms began in the past 3 months.

Symptoms presently occur for at least several
minutes per day at least once per month.

Transient positive psychotic symptoms last less than a
week.

Symptoms resolve spontaneously.

Onset is within the past year.

Group 3 Genetic Risk and
Deterioration Syndrome
(SIPS)

OR
Trait and State Risk
Factors (CAARMS)

Participant has a first-degree relative with a
history of any psychotic disorder.

OR

Participant meets criteria for Schizotypal
Personality Disorder.

Participant has experienced a 30% drop in global
assessment of functioning (GAF) from
premorbid level.

Change in GAF has lasted for at least a month.

Participant has a first-degree relative with a psychotic
disorder or Schizotypal Personality Disorder.

OR

Participant meets criteria for Schizotypal Personality
Disorder.

Participant has experienced a 30-point drop in GAF
from premorbid level.

Change in mental status or functioning has lasted for at
least a month.

Onset is within the past year.

those who did not, but this difference did not reach statis-
tical significance. A significant correlation between spa-
tial working memory errors and negative symptoms was
seen in the later-psychotic group only, suggesting that this
may be a useful predictive factor to examine in future
studies. Additionally, in a larger group of UHR partici-
pants, these investigators found significantly impaired ol-
factory identification ability in those who later developed
a Schizophrenia spectrum disorder, but not in any other
group, suggesting that impaired olfactory identification
may be a premorbid marker of transition to Schizophrenia
(Brewer et al., 2003). Replication is warranted to deter-
mine whether this finding may be generalizable to other
prodromal samples.

With regard to structural anatomic risk factors, Pan-
telis and colleagues (Pantelis, Velakoulis, et al., 2003) re-
ported striking baseline differences in regional gray

matter volume between those participants who subse-
quently developed a psychotic illness and those who did
not. Specifically, those who developed psychosis had less
gray matter in the right medial temporal, lateral temporal,
and inferior frontal cortex, and in the cingulate cortex bi-
laterally. Longitudinal follow-up indicated that individu-
als who developed psychosis showed a postmorbid
reduction in gray matter in the left parahippocampal,
fusiform, orbitofrontal and cerebellar cortices, and the
cingulate gyri, whereas longitudinal changes were re-
stricted to the cerebellum in those who did not become
psychotic. Interestingly, contrary to expectation, larger
left hippocampal volume at intake was associated with the
subsequent development of acute psychosis, rather than
smaller volumes (Phillips, Velakoulis, et al., 2002). These
results appear to be at odds with the genetic high-risk
studies described earlier and highlight the importance of

TABLE 14.1 Criteria for the Three Prodromal Syndromes as Defined by the Criteria of Prodromal Syndromes (COPS) and the
Comprehensive Assessment of At-Risk Mental States (CAARMS)
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different ascertainment strategies in terms of defining
risk, as well as the need for more longitudinal research on
prodromal subjects who are both genetically at risk for
psychosis and exhibiting early symptoms.

The Role of Stressful Life Events and Their
Neurobiological Effects

We have described the role of prenatal stress as an early
occurring factor and now turn our attention to the potential
moderating role of psychosocial stress as a late factor in
adolescence and adulthood (see right section of Figure
14.1). Diathesis-stress models of Schizophrenia suggest
that environmental stress may interact with genetic vulner-
ability in triggering the onset of psychotic symptoms and
exacerbating symptoms during the course of the disorder.
A 1985 review of the behavioral literature regarding the
role of psychosocial stress in Schizophrenia concluded that
evidence for a causal role was weak, though some findings
pointed to a potential role of stress in activating symptoms
in previously diagnosed psychotic patients (Tennant, 1985).
Additional research since that time has continued to sup-
port these conclusions, with the addition of a more complex
understanding of the neurobiological effects of stress on
the central nervous system.

Several studies have examined the temporal relationship
between stressful life events and symptom severity, point-
ing to a role for environmental stressors in psychotic
symptom exacerbation and relapse. In a landmark study,
retrospective assessments indicated that independent life
events (those life events judged not to be due to the mental
illness) were more likely to occur in the 3 weeks prior to
onset of a psychotic episode in Schizophrenia patients than
in a similar period of time for nonpsychiatric control partic-
ipants (Brown & Birley, 1968). This sample included first-
episode and more chronic patients, all of whom had a rapid
increase in symptoms prior to episode onset. The authors
calculated that onset was “brought forward” by 10 weeks,
on average, for these patients, thus providing the first evi-
dence for the “triggering hypothesis” (Birley & Brown,
1970; Brown & Birley, 1968). This theory proposes that an
underlying biological vulnerability causes psychosis, and
environmental stress may trigger the precise timing of
onset. In an early study by Leff, Hirsch, Gaind, Rohde, and
Stevens (1973), in the 5 weeks preceding psychotic relapse,
patients with Schizophrenia maintained on antipsychotic
medications were more likely to experience an independent
life event (89% of patients) than both well patients taking
antipsychotic medications (27%) and well or relapsed pa-

tients taking a placebo (38% and 31%, respectively). How-
ever, other studies failed to replicate the increase in inde-
pendent events prior to episode onset (Jacobs & Myers,
1976), and the theory cannot be said to generalize to pa-
tients with a gradual onset of psychotic symptoms.

In a review of the behavioral literature on stress and
Schizophrenia, Norman and Malla (1993) examined 23
studies that retrospectively assessed life events prior to
psychotic onset or relapse (only three assessed first-epi-
sode patients) and reported that 77% of the studies showed
significant evidence that higher stress levels were associ-
ated with more severe symptoms in schizophrenic samples.
Thirty-six percent of the comparisons between Schizophre-
nia patients and nonpsychiatric controls showed higher
rates of independent events in the lives of patients, and
none of the studies that compared Schizophrenia patients to
control subjects with other psychiatric disorders showed
higher rates of life events for the Schizophrenia patients
compared to patients with other psychiatric disorders
(Norman & Malla, 1993). Although the measurement of
independent events attempts to control for the effect of
illness in creating life stress, the direction of causality is
not yet clear: Life events could exacerbate symptoms, and
increased symptoms could increase the level of stressful
events in a patient’s life. Additionally, psychosocial
stress may not have a unique effect on psychotic symptoms,
as life events have also been linked to an increase in mood
symptoms in patients with Schizophrenia (Ventura,
Nuechterlein, Subotnik, Hardesty, & Mintz, 2000) and pa-
tients with purely affective disorders (Brown & Harris,
1978). Life stress is thought to exacerbate psychiatric
symptoms across a variety of mental disorders and may
also exacerbate immune system functioning and the symp-
toms of physical illness in diseases such as diabetes, car-
diovascular disease, and cancers (S. Cohen & Herbert,
1996; Spiegel & Kato, 1996; Strike & Steptoe, 2004).

High-risk paradigms are just beginning to examine the
link between stress and symptoms. Among genetically
high-risk participants who did not qualify for a psychotic
disorder diagnosis, the number of lifetime major life events
were related to psychotic symptom severity (P. Miller
et al., 2001). However, these subjects have not yet been fol-
lowed through the period of risk for conversion to psy-
chosis. No prospective studies of stressful life events prior
to illness onset have been completed, although they are the
best test of the stress-vulnerability hypothesis because
they reduce recall bias. Corcoran and colleagues (2003)
proposed a model for examining the effects of stress on
symptom onset for clinically at-risk (prodromal) groups, in
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Figure 14.2 The hypothalamic-pituitary-adrenal (HPA) axis.
The HPA axis activates in response to stress and is inhibited 
via a negative feedback loop. Reproduced with permission 
from Sinauer Associates. Rosenzweig et al., 1999, Biological
Psychology, 3rd ed.

which both life events and neurobiological assays can be
used to measure stress and patients’ stress response. This
design would allow researchers to directly examine poten-
tial candidate biological mechanisms that may link stress
to symptoms.

A hypothetical neurochemical mechanism linking the
stress system to symptoms of Schizophrenia is altered ac-
tivity of the hypothalamic-pituitary-adrenal (HPA) axis.
The cascade of hormones in response to stress proceeds
through the HPA pathway as cells in the periventricular nu-
cleus of the hypothalamus secrete corticotropin-releasing
hormone, which increases adrenocorticotropic hormone se-
cretion by the pituitary gland, which stimulates the adrenal
gland to release glucocorticoids, which then feed back via
glucocorticoid receptors in the hippocampus to dampen the
system once the stressor has passed (Figure 14.2).

Elevated levels of cortisol may exacerbate symptoms
through a neurotoxic effect on the hippocampus (McEwen
& Seeman, 1999) and by ultimately increasing dopaminer-
gic activity in the prefrontal cortex (Walker & Diforio,
1997). In animal models, prolonged stress has been
shown to result in a dysregulated negative feedback circuit,
whereby damaged hippocampi fail to correctly modulate
HPA axis activity (Sapolsky, Uno, Rebert, & Finch, 1990).
On the basis of animal models, some have argued that
stress also increases glutamate in both the prefrontal cor-
tex (PFC) and the hippocampus, which can result in altered
dopamine levels (Moghaddam, 2002). The increase in PFC
glutamate, as opposed to the hippocampus, does not appear
to be dependent on glucocorticoids, and therefore may rep-
resent a second pathway that is activated as part of the
brain’s “fast response” to stress, which occurs prior to and
during the stress response via the HPA axis (Lowy, Gault,
& Yamamoto, 1993; Moghaddam, Bolinao, Stein-Behrens,
& Sapolsky, 1994). Although a review of basic research on
stress in animal models as related to Schizophrenia is out-
side the scope of this chapter (see Corcoran et al., 2003, for
a review), this type of research has vastly increased our un-
derstanding of the body’s complex stress response and its
effects on the mind and brain.

Studies of patients with Schizophrenia have primarily
utilized cortisol assays to assess HPA axis integrity. Walder,
Walker, and Lewine (2000) reported that salivary cortisol
levels were related to symptom severity in a sample of pa-
tients with Schizophrenia, as well as performance on neu-
ropsychological tasks in a combined sample of patients with
Schizophrenia, affective disorder, or no history of psychi-
atric illness. Kaneda, Fujii, and Ohmori (2002) found that
patients with Schizophrenia showed heightened baseline
plasma corticotropin (ACTH) levels, in addition to elevated
cortisol levels in response to physical stressors in a research
setting (Jansen, Gispen-de Wied, & Kahn, 2000). In con-
trast, other studies have shown that patients with Schizo-
phrenia show a dampened cortisol response to psychosocial
stress such as public speaking (Jansen et al., 1998, 2000).
Differences in findings across studies may reflect variation
in research procedures such as the collection of assays
(plasma versus salivary cortisol) and the timing of tests, as
circadian rhythms greatly affect stress hormone levels
(Kirschbaum & Hellhammer, 1989).

Although no studies of HPA axis functioning in the pre-
morbid or prodromal periods of Schizophrenia have been
published to date, one study has focused on adolescents
with schizotypal personality disorder (SPD). Individuals
diagnosed with SPD are at higher risk for developing Axis I
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psychotic disorders and may possess a similar genetic vul-
nerability to Schizophrenia (Fenton & McGlashan, 1989;
Siever, Kalus, & Keefe, 1993). Adolescents with SPD were
found to have higher levels of salivary cortisol than adoles-
cents with other personality disorders and normal controls,
especially at the first sample of the day (Weinstein, Di-
forio, Schiffman, Walker, & Bonsall, 1999). In a longitudi-
nal follow-up, cortisol levels at baseline and follow-up
assessments were correlated with schizotypal symptoms at
the second assessment, pointing to a potential relationship
between HPA axis functioning and the development of psy-
chiatric symptoms in psychosis, although this study has not
yet followed the participants through the complete period
of risk for onset of psychotic disorders (Walker, Walder, &
Reynolds, 2001). Longitudinal studies can also help to de-
termine the long-term effects of chronic stress on HPA
axis functioning in Schizophrenia.

Genetic and Hormonal Regulation of
Synaptic Pruning

In addition to the role of hormones in mediating stress re-
sponse, hormones are likely to play a key role in adolescent
brain maturation (Walker & Bollini, 2002). Gonadal and
adrenal hormones have been shown to affect structural de-
velopment, as well as immediate functional properties, of
the brain. Some of the behavioral influences exerted by
these hormones are short-term “nongenomic” effects, me-
diated by receptors on the surface of neurons; steroid hor-
mones also affect later gene expression via intracellular
hormonal receptors in neurons (McEwen, 1994; Watson &
Gametchu, 1999). Animal research has demonstrated that
hormones can trigger gene expression relevant to postpu-
bertal neuromaturational processes (Ojeda & Ma, 1999).
For example, estrogen-induced cyclic synaptogenesis has
been observed in the adult rat hippocampus (McEwen,
1994). These genomic effects of hormones involve changes
in the expression of messenger RNA that codes for specific
proteins that, in turn, play a role in receptor density, reup-
take, and neurotransmitter synthesis. These proteins
can also trigger the expression of genes that impact neu-
ronal survival (govern maturational processes such as pro-
liferation and elimination of neurons). Thus, structural
plasticity is an important aspect of steroid hormone action
in the developing nervous system (McEwen, 1994). The
role of genomic hormonal effects in triggering onset
of Schizophrenia is purely speculative, but some investiga-
tors have hypothesized that hormonal changes during ado-
lescence, especially of the reproductive steroids, may
trigger the expression of faulty genes, possibly affecting

synaptic pruning and/or myelination (Amateau & Mc-
Carthy, 2002). This is supported by observations that age-
related gray matter volume reductions during adolescence
in healthy males might be steeper than those of healthy fe-
males (DeBellis et al., 2001). One mechanism by which
rising hormone levels in adolescence may trigger expres-
sion of a latent genetic predisposition to Schizophrenia is
through dysregulation of the HPA axis. It is also possible
that early hippocampal insult (i.e., due to prenatal compli-
cations) may increase the likelihood that a latent genetic
predisposition to Schizophrenia will be expressed in ado-
lescence (Walker & Bollini, 2002). Thus, early environ-
mental insult may alter gonadal hormone expression;
alternatively, effects of hormones may alter the nature of
the early insult (Andersen, 2003).

Interactions between Early and Late Risk Factors

Theories regarding the development of psychotic symptoma-
tology in the adolescent period must also account for find-
ings of early childhood abnormalities in patients with
Schizophrenia (Walker & Bollini, 2002). Keshavan and col-
leagues (Keshavan, 1999; Keshavan & Hogarty, 1999) have
proposed that Schizophrenia arises from both an early brain
abnormality and late maturational processes of brain devel-
opment interacting with adverse biochemical and psychoso-
cial factors during adolescence and early adulthood. That is,
prenatal and/or early postnatal factors (genetic or environ-
mental) produce anomalous neural connectivity, resulting in
premorbid impairment. Subsequently, during adolescence,
the onset of prodromal or fully psychotic symptoms may
result from excessive elimination of synapses and, secondar-
ily, phasic dopaminergic overactivity. Because normal in-
growth of dopamine fibers occurs during the late adolescent
period (Benes, 1997), other investigators have hypothesized
that developmental changes in dopamine levels may drive
the onset of positive symptoms of Schizophrenia at that
time, thereby moderating the expression of congenital neu-
ropathology in vulnerable individuals (Walker et al., 1994;
Weinberger, 1995).

Such a progressive developmental pathophysiology of
the illness during adolescence (Woods, Grafton, Holmes,
Cherry, & Mazziotta, 1998) may result from several fac-
tors working singly or in combination. First, genetic fac-
tors may predispose to an excess synaptic elimination,
increased neuronal apoptosis (i.e., programmed cell
death), decreased cell somal size, or a combination of
these processes during adolescence. Such changes might
result from altered expression of genes that are critical for
neurodevelopmental processes (Nawa, Takahashi, & Pat-
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terson, 2000; Olney & Farber, 1995) or altered dynamics
of dopaminergic and GABAergic neurotransmitter sys-
tems (Costa et al., 2001). Second, hormonal changes, es-
pecially of the reproductive steroids, could modulate brain
maturational processes such as synaptic pruning and/or
myelination (Amateau & McCarthy, 2002). Third, psy-
chosocial environmental factors might play a significant
role. It is known that environmental enrichment leads to in-
creased spine density and dendritic arborization (Globus,
Rosenzweig, Bennett, & Diamond, 1973). Likewise, envi-
ronmental impoverishment or stress could conceivably
lead to the opposite, that is, an increased fall-out of
synapses and/or neurons (Teicher, Andersen, Polcari, An-
derson, & Navalta, 2002) and decreased neuronal viability
(DeBellis et al., 2001).

Findings linking gray matter reductions and other gross
morphological changes in Schizophrenia to fetal hypoxia
(T. D. Cannon, van Erp, Rosso, et al., 2002) suggest a spe-
cific mechanism by which such early influences interact
with later maturational changes in influencing the timing
of onset of the disorder. Of particular importance, fetal hy-
poxia is consistently associated with earlier onset forms of
the disorder (Bearden et al., 2000; Rosso, Cannon, et al.,
2000; Verdoux et al., 1997), suggesting that the presence of
this risk factor may in some manner predispose to an ear-
lier age at onset. The neural sequelae of hypoxia vary in
severity from alterations in neurite outgrowth to neuronal
cell death (Nyakas et al., 1996). In the former case, imma-
ture neurons may survive the hypoxic insult but still have
a compromised elaboration of synaptic interconnections
(Nyakas et al., 1996). Studies in fetal sheep have shown
that hypoxia secondary to chronic placental insufficiency
is associated with reduced cortical thickness and increased
cortical neuronal density, without any observable neuronal
loss (Rees et al., 1998). The pattern of morphologic
changes associated with hypoxia in studies of Schizophre-
nia is thus compatible with an animal model of chronic
fetal hypoxia and with the observed cellular pathology in
schizophrenic patients. In this context, processes associ-
ated with cortical synaptic pruning during late adolescence
and early adulthood (Feinberg, 1982; Keshavan, Anderson,
& Pettegrew, 1994) might interact with the earlier hypoxia-
related effects in lowering interneuronal connectivity to
below a threshold critical for integrated cognitive activity,
leading to further behavioral deterioration at that time.

Thus, current models offer promising hypotheses re-
garding mechanisms by which processes associated with
postpubertal brain development might interact with earlier
compromises of the brain in predisposing to Schizophrenia.
Nevertheless, theories as to why adolescence represents a

time of increased risk for Schizophrenia onset remain spec-
ulative. It may be that heterogeneity in the course and out-
come of Schizophrenia is a function of the interaction of
early brain pathology with normal or abnormal develop-
mental factors occurring throughout life, up until the time
when the illness commences (Pantelis, Yucel, et al., 2003).
The role of later environmental stressors, and how they may
impact an already vulnerable individual, warrants further
investigation in naturalistic human studies and via experi-
mental animal models.

SUMMARY AND CONCLUSIONS

According to the original neurodevelopmental hypothesis
of Schizophrenia, the disorder results from a set of basic
biological errors that occur early in life and lead to a com-
bination of structural, functional, and/or biochemical
anomalies in the developing brain (T. D. Cannon & Med-
nick, 1993). This model of Schizophrenia has been highly
influential and has moved the field substantially forward
by focusing attention on early developmental deviation in
individuals who develop the illness in adulthood. Specifi-
cally, in the area of epidemiology, this model has led to the
investigation of early signs of functional compromise in in-
dividuals destined to develop Schizophrenia in adulthood,
and the interaction of specific obstetric complications with
genetic factors in the etiology of psychotic illness. Conver-
gent evidence from neuropathological investigations indi-
cates patterns of neuronal displacement consistent with a
neurodevelopmental origin.

However, a major limitation of this model is that it does
not account for the delay in onset of the disorder. Why does
full-blown Schizophrenia typically manifest during the late
adolescent /early adult period? Taken together with recent
evidence of neuroanatomic change during the early phase
of illness, it seems likely that additional factors active dur-
ing this period play a role in the disease process.

Recent advances in our understanding of processes that
occur proximal to illness onset call for an update to the
neurodevelopmental model. It is important to keep in mind
that progressive anatomic changes do not preclude the exis-
tence of a neurodevelopmental insult in Schizophrenia, as
an inherited neurodevelopmental abnormality may also
have progressive features (Mathalon et al., 2003). Here we
have outlined a model in which some neurocognitive and
neuroanatomic abnormalities reflect genetic trait markers,
others are environmentally mediated, and the development
of frank psychosis may involve a third, partially overlap-
ping series of structural and functional changes. Theorists
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have focused on two sources of influence that might ac-
count for neuronal disruption proximal to the time of onset
of illness: pruning-related plasticity processes that occur as
a normative aspect of brain development during adoles-
cence, and stress-related and other hormonal changes that
may have neurotoxic effects in pathways implicated in the
pathophysiology of Schizophrenia. In regard to the former,
certain Schizophrenia-related factors may disrupt the regu-
lation of regressive brain maturational events at this time.
Such a model is supported by evidence of a Schizophrenia-
promoting variant in a plasticity-related gene (DISC1) as-
sociated with prefrontal cortical gray matter reduction.
However, it is also possible that there is nothing intrinsi-
cally wrong with these later maturational brain processes
in individuals predisposed to Schizophrenia, but these
processes nevertheless participate in determining the tim-
ing of onset of functional deterioration and psychotic
symptom formation by reducing the reserve of interneu-
ronal connectivity to below some hypothetically critical
threshold (Hoffman & McGlashan, 1997).

Clearly, the question of whether brain abnormalities in
Schizophrenia are static or dynamic is one that is critical
for future research to resolve. If the primary pathologic
condition in Schizophrenia indeed reflects anomalous
processes that occur early in development (e.g., Murray &
Lewis, 1987; Weinberger, 1987), it has yet to be resolved
whether such an abnormality signifies a failure of normal
development due to a fixed early insult, a failure in an on-
going maturational process such as synaptic pruning, a de-
generative process from a stage achieved through normal
development, or some combination of these factors (T. D.
Cannon et al., 2003). A deeper understanding of normal
neurodevelopmental events is clearly critical for elucidat-
ing the potentially abnormal pathophysiological processes
at work in Schizophrenia.

Increasingly sophisticated methodologies such as high-
resolution MRI and MRS currently offer researchers the
possibility of investigating these neurobiological processes.
However, it is not yet known whether such brain metabolic
alterations are causally relevant to onset or merely epiphe-
nomena of other neurodevelopmental processes at work. In
this regard, the functional significance of volumetric re-
duction noted in longitudinal MRI studies is a paramount
question. As such changes do not appear to be accompanied
by neurodegenerative processes at the cellular level, it is
possible they may reflect short-term physiological variabil-
ity or plasticity that does not signify ongoing deterioration.

A second, related issue is the differentiation of risk fac-
tors that are causal and could thus represent potentially im-

portant therapeutic targets, as compared to markers of vul-
nerability that may identify those at greatest risk but do not
necessarily or directly impact the later course of illness.
The identification of causal risk factors, such as particular
neurocognitive deficits or brain abnormalities, has obvious
implications both for research and for the development of
new treatments that may improve the quality of life for in-
dividuals suffering from the disorder and is thus a primary
goal of current clinical high-risk research.

From a developmental perspective, the unfolding of the
clinical disorder is a long-term process, involving multiple
developmental phases, different types of risk factors, and
the understanding that psychosis is in no way an inevitable
outcome (Cornblatt et al., 2002). A better understanding of
the developmental trajectory of neurobiological processes
in Schizophrenia will inform early intervention strategies
as to the most vulnerable brain functions and/or structures,
as well as the stages of the illness most amenable to treat-
ment (Pantelis, Yucel, et al., 2003). Such intervention
strategies offer promise that the functional deterioration
related to onset of the clinical disorder may be delayed, at-
tenuated, or ultimately prevented altogether.

FUTURE DIRECTIONS

There are several critical avenues for future research, which
are currently in the early stages, but show great promise for
both advancing our understanding of the pathophysiology
of Schizophrenia, and improving outcomes for individuals
who suffer from the illness. These include: (1) advances in
early identification and intervention for at-risk individuals,
(2) identification of neural endophenotypes, which are
likely to be closer to the underlying genetic etiology of the
disease, and (3) utilizing these more discrete, quantifiable
definitions of pathological phenotypes in order to improve
treatment and interventions for Schizophrenia.

Advances in Early Intervention

It is clear from the literature summarized here that the first
few years of psychosis represent a critical period in that
many patients show substantial cognitive and social deteri-
oration, which has extremely detrimental effects on long-
term success in functioning independently (Hafner &
Nowotny, 1995; Yung & McGorry, 1996). Nevertheless, be-
cause current mental health care practices are largely reac-
tive rather than proactive in nature, and because the public
is poorly educated about the nature and early signs of men-
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tal illness, there is often a substantial delay before young
people with onset of psychotic symptoms are evaluated and
treated psychiatrically (Johnstone, Crow, Johnson, &
MacMillan, 1986; Loebel et al., 1992). Antipsychotic drug
therapy is effective in producing partial symptom relief in
many patients, but it is not curative (Glick, Suppes,
DeBattista, Hu, & Marder, 2001; Marder, 1996). Findings
indicating poorer treatment response and functional im-
pairment given longer duration of untreated psychosis (e.g.,
Crow, MacMillan, Johnson, & Johnstone, 1986; Loebel
et al., 1992) argue for a new approach to ascertain at-risk
individuals before the onset of Schizophrenia and to pro-
vide interventions designed to stave off illness progression
and to improve functioning and long-term outcome.

A better understanding of the neurodevelopmental tra-
jectory in high-risk individuals who develop Schizophre-
nia, as compared to those who do not, will advance our
knowledge regarding aspects of brain structure and func-
tion that may improve the prediction of onset of Schizo-
phrenia over and above that associated with behavioral
prodromal features and family history. Such studies will
also elucidate the temporal and spatial pattern of neural
and behavioral changes associated with the emergence of
prodromal and psychotic symptoms. This information, in
turn, will provide important evidence validating the early
prodromal phases as critical periods for testing the effec-
tiveness of primary preventive intervention programs and
may suggest strategies for the development of novel preven-
tive treatments that can correct or compensate for the spe-
cific neurodevelopmental and psychological changes
associated with the formation of psychotic symptoms dur-
ing late adolescence and early adulthood.

A major impediment that has particularly hindered the
success of many such investigations to date is that of sam-
ple ascertainment. The low incidence of Schizophrenia and
the lack of early, specific signs of vulnerability renders the
identification of those who are most at risk extraordinarily
difficult. As such, it is a significant challenge to amass
samples that are sufficiently powered to address questions
of interest with regard to neurobiological, genetic, and psy-
chosocial risk factors that distinguish individuals who
develop Schizophrenia from those who develop other psy-
chotic disorders from those whose symptoms remain stable
or improve (e.g., Heinssen, Cuthbert, Breiling, Colpe, &
Dolan-Sewell, 2003). Such difficulties have led to the de-
velopment of large-scale collaborative efforts in which data
are pooled across multiple sites to allow researchers to bet-
ter delineate risk factors for psychosis, as such efforts will
substantially increase the power for hypothesis testing

available to any one site alone. Pooling of databases across
international sites will allow investigators to answer ques-
tions of fundamental importance regarding early detection,
prediction, and prevention, which could not otherwise be
resolved within a reasonable time frame.

Identification of Neural Endophenotypes

Given recent dramatic advances in molecular genetics,
there has been a major shift in the focus of psychiatric
genetic investigations from investigating patterns of famil-
ial transmission to localizing genes underlying mental dis-
orders using genetic linkage and association strategies
(Merikangas & Risch, 2003). Although early successes of
linkage studies of Mendelian diseases (see Risch, 2000, for
a review) engendered optimism that this approach would
also be successful for complex psychiatric disorders such
as Schizophrenia, efforts to date have proved largely un-
successful (Glazier, Nadeau, & Aitman, 2002). Progress on
this front has been hindered by complex patterns of inheri-
tance, as well as diagnostic heterogeneity and imprecision
(Freimer & Sabatti, 2003). Conventional diagnostic pheno-
types are marked by such heterogeneity and overlap that
genomic analyses using current syndrome definitions are
questionable. As discussed in this chapter, the development
of endophenotypes—phenotypic traits or markers proposed
to represent more direct expressions of underlying genes—
may yield far more informative results than studies of ag-
gregate psychiatric phenotypes (Gottesman & Gould,
2003). As such, an endophenotype-based approach is likely
to aid in unraveling the complexity of transmission of com-
plex mental disorders such as Schizophrenia.

With revisions to our current diagnostic classification
system (Diagnostic and Statistical Manual of Mental Disor-
ders, fifth edition; American Psychiatric Association,
2000) under way, it is critical that scientific evidence be
better utilized in its development (Kupfer, First, & Regier,
2002). Several investigators in the field have highlighted
the need to increasingly strive for classification that more
closely represents expression of underlying biologic sys-
tems (Merikangas & Risch, 2003). For example, although
Schizophrenia and bipolar disorder have traditionally been
viewed as distinct disorders, recent work has revealed sub-
stantial familial coaggregation and overlap in the genomic
regions showing linkage and association with these two
disorders (Badner & Gershon, 2002; Berrettini, 2003;
Murray et al., 2004). Elucidating the specific genetic and
neural mechanisms influencing susceptibility to and ex-
pression of these illnesses, and explaining the nature of the
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overlap between them, is critical to understanding the nec-
essary and sufficient conditions for overt psychosis and to
the identification of underlying genes. As the accumulation
of genomic and gene expression knowledge accelerates, the
ability to use more refined neural endophenotypes will be
crucial to the success of these investigations.

Improving Treatment and Interventions for
Schizophrenia: Using a Phenomics Approach

The generation of more discrete, quantifiable definitions of
pathological phenotypes not only will inform investigations
of genetic etiology, but is also likely to aid in the develop-
ment of rational pharmacotherapies for Schizophrenia. De-
spite major advances in neuroscience, drug discovery, and
pharmacogenomics, the treatments currently available for
Schizophrenia have only limited effectiveness. Existing di-
agnoses rely on symptoms far removed from drug targets,
such that the discovery of new treatments is almost always
serendipitous. Defining new phenotypes of the disorder at a
neural-systems level, with links to drug mechanisms-of-ac-
tion and patterns of gene expression, could yield dramatic
advances in neuropsychiatric therapeutics, such as those
that have resulted from the identification of neuropatholog-
ical and neurochemical targets in Parkinson’s disease
(DeKosky & Marek, 2003; Samii, Nutt, & Ransom, 2004).

A variety of approaches, ranging from interview-based
assessments and neurocognitive testing to functional neu-
roimaging and even measurements of gene expression have
generated a diversity of candidate phenotypes for research.
A focus on endophenotypes examined through a multidisci-
plinary approach that capitalizes on convergent technolo-
gies, from molecular to behavioral, is likely to accelerate
the discovery of new treatments.

In particular, cognitive abnormalities, known to be a
core feature of Schizophrenia, offer quantitative pheno-
types for genomic studies and clinical trials and provide
clear bridges to connect to informative neural systems
models. Cognitive constructs are highly quantitative, en-
abling phenotypic assessments to be conducted with the
high throughput necessary for adequately powered genomic
association studies and multicenter clinical trials.

Phenomics is an innovative new direction in the field, in
which a multidisciplinary approach is utilized to examine
candidate disease phenotypes that can be measured not
only across syndromes but across species, and may be used
in validity testing at multiple physiological levels, includ-
ing the neural systems and cellular and molecular levels.
This approach may open innovative prospects for both
pathophysiological modeling and drug discovery. Combin-

ing information across multiple levels of phenotypic ex-
pression, with modeling of the neural systems that support
these functions, can advance definitions of phenotypes that
can prompt various new research threads and raises the
promise of novel and even genomically targeted therapeutic
approaches. This is a time in which the field may very well
be on the verge of multiple breakthroughs with regard to
our understanding of Schizophrenia; further focus on en-
hancing methods for the study of new phenotypes is likely
to be vital for accelerating the pace of discovery.
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This chapter reviews 10 years of research into a developmen-
tal taxonomy of antisocial behavior that proposed two pri-
mary hypothetical prototypes: life-course-persistent versus
adolescence-limited offenders. The taxonomic theory was
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fully articulated for the first time in a chapter written
for the first edition of Developmental Psychopathology
(Caspi & Moffitt, 1995). Therefore, it is particularly appro-
priate to review for the second edition the research pub-
lished since then. According to the taxonomic theory,
life-course-persistent offenders’ antisocial behavior has its
origins in neurodevelopmental processes; it begins in child-
hood and continues persistently thereafter. In contrast, ado-
lescence-limited offenders’ antisocial behavior has its
origins in social processes; it begins in adolescence and
desists in young adulthood. According to the theory, life-
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course-persistent antisocial individuals are few, persistent,
and pathological. Adolescence-limited antisocial individuals
are common, relatively transient, and near normative (Mof-
fitt, 1990, 1993, 1994, 1997, 2003).

Discussions in the literature have pointed out that if the
taxonomic theory is proven accurate, it could usefully im-
prove classification of subject groups for research (Nagin,
Farrington, & Moffitt, 1995; Silverthorn & Frick, 1999;
Zucker, Ellis, Fitzgerald, Bingham, & Sanford, 1996), focus
research into antisocial personality and violence toward the
most promising causal variables (Brezina, 2000; Lahey,
Waldman, & McBurnett, 1999; Laucht, 2001; Osgood,
1998), and guide the timing and strategies of interventions
for delinquent types (Howell & Hawkins, 1998; Scott &
Grisso, 1997; Vermeiren, 2002). Several writers have ex-
tracted implications for intervention from the taxonomy.
Howell and Hawkins observed that preventing life-course-
persistent versus adolescence-limited antisocial behavior re-
quires interventions that differ in both timing and target.
Preventing life-course-persistent lifestyles requires early
childhood interventions in the family. In contrast, adoles-
cence-limited offending ought to be prevented by treating
adolescents individually to counteract peer influence (in-
stead of in groups that facilitate deviant peer influence;
Dishion, McCord, & Poulin, 1999). Scott and Grisso argued
compellingly that the juvenile justice system should identify
adolescence-limited delinquents and give them room to re-
form. Surveys of juvenile court judges and forensic psycholo-
gists reveal that the offender characteristics they rely on to
recommend a juvenile for transfer to adult court match the
characteristics that distinguish life-course-persistent delin-
quents (Slaekin, Yff, Neumann, Leistico, & Zalot, 2002). In
contrast, Scott and Grisso argue that sending life-course-per-
sistent delinquents to adult court is inappropriate because the
cognitive deficits typical of these delinquents render them
unlikely to meet legal criteria for competency to stand trial.

The taxonomy of childhood- versus adolescent-onset anti-
social behavior has been codified in the fourth edition of
the Diagnostic and Statistical Manual of Mental Disorders
(American Psychiatric Association, 1994), presented in
many abnormal psychology and criminology textbooks, and
invoked in the National Institute of Mental Health (2000)
fact sheet Child and Adolescent Violence Research, the U.S.
Surgeon General’s (2001) report Youth Violence, the World
Health Organization’s (2002) World Report on Violence and
Health, and the National Institutes of Health’s (2004) State-
of-the-Science Consensus Statement on Preventing Violence.
But is it valid?

The reader is referred to two prior publications that ar-
ticulate the main hypotheses derived from this taxonomic

theory. The first article published that proposed the two
prototypes and their different etiologies ended with a sec-
tion headed “Strategies for Research,” which described
predictions about epidemiology, age, social class, risk cor-
relates, offense types, desistance from crime, abstainers
from crime, and the longitudinal stability of antisocial be-
havior (Moffitt, 1993, pp. 694–696). The article specified
which findings would disconfirm the theory. A version
published elsewhere specified disconfirmable hypotheses
about sex and race (Moffitt, 1994). When these hypotheses
from the taxonomy were put forward 10 years ago, none of
them had been tested, but since then several have been
tested by us and by others. This chapter reviews the results
of that research, as of summer 2004, and points out where
more research is needed.

A BRIEF INTRODUCTION TO THE
TWO PROTOTYPES

In a nutshell, we suggested that life-course-persistent anti-
social behavior originates early in life, when the difficult
behavior of a high-risk young child is exacerbated by a
high-risk social environment. According to the theory, the
child’s risk emerges from inherited or acquired neuropsy-
chological variation, initially manifested as subtle cogni-
tive deficits, difficult temperament, or hyperactivity. The
environment’s risk comprises factors such as inadequate
parenting, disrupted family bonds, and poverty. The envi-
ronmental risk domain expands beyond the family as the
child ages, to include poor relations with people such as
peers and teachers. Opportunities to learn prosocial skills
are lost. Over the first 2 decades of development, transac-
tions between the individual and the environment gradually
construct a disordered personality with hallmark features
of physical aggression and antisocial behavior persisting
to midlife. The theory predicts that antisocial behavior will
infiltrate multiple adult life domains: illegal activities,
problems with employment, and victimization of intimate
partners and children. This infiltration diminishes the pos-
sibility of reform.

In contrast, we suggested that adolescence-limited anti-
social behavior emerges alongside puberty, when otherwise
ordinary healthy youngsters experience psychological dis-
comfort during the relatively role-less years between their
biological maturation and their access to mature privileges
and responsibilities, a period we called the “maturity gap.”
They experience dissatisfaction with their dependent sta-
tus as a child and impatience for what they anticipate are
the privileges and rights of adulthood. While young people
are in this gap, it is virtually normative for them to find
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the delinquent style appealing and to mimic it as a way to
demonstrate autonomy from parents, win affiliation with
peers, and hasten social maturation. However, because
their predelinquent development was normal, most adoles-
cence-limited delinquents are able to desist from crime
when they age into real adult roles, returning gradually to a
more conventional lifestyle. This recovery may be delayed
if the antisocial activities of adolescence-limited delin-
quents attract factors we called “snares,” such as a criminal
record, incarceration, addiction, or truncated education
without credentials. Such snares can compromise the abil-
ity to make a successful transition to adulthood.

The literature contains other theoretical statements
about early- versus late-onset antisocial behavior, but our
theory differed in three ways. First, it offered not only an
account of onset processes but also included an explanation
of the developmental processes leading to the maintenance
of and desistance from antisocial behavior. Second,
whereas other theories emphasize inept parenting as the
primary cause initiating life-course-persistent antisocial
behavior, this theory argued that children’s own character-
istics are a primary force in the transactions between child
and environment. Third, whereas other theories emphasize
poor parental supervision and monitoring as the primary
cause of adolescence-limited delinquent behavior, this the-
ory argued that adolescent-limited delinquency emerges
from the age-appropriate developmental process of building
autonomy, in which young people move away from child-
hood parent-child relationships and toward mature peer-to-
peer relationships.

THE HYPOTHESIS THAT LIFE-COURSE-
PERSISTENT ANTISOCIAL DEVELOPMENT
EMERGES FROM EARLY
NEURODEVELOPMENTAL AND FAMILY
ADVERSITY RISK FACTORS

The original hypothesis about childhood risk specified
that predictors of life-course-persistent antisocial be-
havior should include “health, gender, temperament, cog-
nitive abilities, school achievement, personality traits,
mental disorders (e.g., hyperactivity), family attachment
bonds, child-rearing practices, parent and sibling de-
viance, and socioeconomic status, but not age” (Moffitt,
1993, p. 695).

Our own tests of this hypothesis have been carried out in
the Dunedin Multidisciplinary Health and Development
Study, a 32-year longitudinal study of a birth cohort of
1,000 New Zealanders. A full description of the Dunedin
Study and the New Zealand research setting can be found in

Moffitt, Caspi, Rutter, and Silva (2001). These tests have
examined childhood predictors measured between ages 3
and 13, operationalizing the two prototypes of antisocial
behavior using both categorical and continuous statistical
approaches. These studies showed that the life-course-
persistent path was differentially predicted by individual
risk characteristics, including undercontrolled temperament
measured by observers at age 3, neurological abnormalities
and delayed motor development at age 3, low intellectual
ability, reading difficulties, poor scores on neuropsycholog-
ical tests of memory, hyperactivity, and slow heart rate
(Jeglum-Bartusch, Lynam, Moffitt, & Silva, 1997; Moffitt,
1990; Moffitt & Caspi, 2001; Moffitt, Lynam, & Silva,
1994). The life-course-persistent path was also differen-
tially predicted by parenting risk factors, including teenage
single parent, mother with poor mental health, and mother
who was observed to be harsh or neglectful, as well as by
experiences of harsh and inconsistent discipline, much fam-
ily conflict, many changes of primary caretaker, low family
socioeconomic status (SES), and rejection by peers in
school. In contrast, study members on the adolescence-
limited path, despite being involved in teen delinquency to
the same extent as their counterparts on the life-course-per-
sistent path, tended to have backgrounds that were norma-
tive, or sometimes even better than the average Dunedin
child’s (Moffitt & Caspi, 2001). A replication of this pat-
tern of differential findings was reported by a study of 800
children followed from birth to age 15 years (Brennan, Hall,
Bor, Najman, & Williams, 2003). An early-onset persistent
antisocial group, an adolescent-onset antisocial group, and
a nonantisocial group were identified. Measured biological
risks (e.g., neuropsychological test deficits at age 15) and
childhood social risks (e.g., harsh discipline, maternal
hostility), and an interaction between these two risks pre-
dicted membership in the early-onset persistent group, but
membership in the adolescent-onset group was unrelated to
childhood social risks or biological risks.

The Dunedin findings about differential neurodevelop-
mental and family risk correlates for childhood-onset ver-
sus adolescent-onset offenders are generally in keeping
with findings reported from other samples in Australia,
Canada, England, Mauritius, New Zealand, Norway, Rus-
sia, Sweden, and several states in the United States. These
studies operationalized the types using a variety of con-
ceptual approaches, many different measures of antisocial
behaviors, and very different statistical methods (Aguilar,
Sroufe, Egeland, & Carlson, 2000; Arseneault, Tremblay,
Boulerice, & Saucier, 2002; Brennan et al., 2003; Chung,
Hill, Hawkins, Gilchrist, & Nagin, 2002; Dean, Brame, &
Piquero, 1996; Donnellan, Ge, & Wenk, 2000; Fergusson,
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Horwood, & Nagin, 2000; Kjelsberg, 1999; Kratzer &
Hodgins, 1999; Lahey et al., 1998; Magnusson, af Klint-
berg, & Stattin, 1994; Maughan, Pickles, Rowe, Costello,
& Angold, 2001; Mazerolle, Brame, Paternoster, Piquero,
& Dean, 2000; McCabe, Hough, Wood, & Yeh, 2001;
Nagin et al., 1995; Nagin & Tremblay, 1999, 2001b; Pat-
terson, Forgatch, Yoerger, & Stoolmiller, 1998; Piquero,
2001; Piquero & Brezina, 2001; Raine et al., 2005; Raine,
Yaralian, Reynolds, Venables, & Mednick, 2002; Roeder,
Lynch, & Nagin, 1999; Ruchkin, Koposov, Vermeiren, &
Schwab-Stone, 2003; Tibbetts & Piquero, 1999; Tolan &
Thomas, 1995; Wiesner & Capaldi, 2003). Each of these
studies added support for the taxonomy’s construct
validity by reporting differential correlates for early-
onset /persistent antisocial behavior versus later-onset /
temporary antisocial behavior. However, at least one
research team found mixed evidence for the taxonomy (cf.
Brame, Bushway, & Paternoster, 1999, versus Paternoster
& Brame, 1997).

Other studies, although not necessarily presented as a
formal test of the two types, have reported findings con-
sonant with our predictions about the types’ differential
childhood risks. For example, children’s hyperactivity in-
teracts with poor parenting skills to predict antisocial be-
havior that has an early onset and escalates to delinquency
(Patterson, DeGarmo, & Knutson, 2000), an interaction
that fits the hypothesized origins of the life-course-
persistent path. Other studies have reported that measures
reflecting infant nervous system maldevelopment interact
with poor parenting and social adversity to predict
aggression that is chronic from childhood to adolescence
(Arseneault et al., 2002). Measures indexing infant
nervous system maldevelopment and social adversity also
interact to predict early-onset violent crime (Raine, Bren-
nan, & Mednick, 1994; Raine, Brennan, Mednick, &
Mednick, 1996) but do not predict nonviolent crime (Ar-
seneault, Tremblay, Boulerice, Seguin, & Saucier, 2000;
Raine, Brennan, & Mednick, 1997). Two additional find-
ings are consistent with our prediction that infant nervous
system maldevelopment contributes to long-term life-
course-persistent antisocial outcomes. First, prenatal mal-
nutrition has been found to predict adult Antisocial
Personality Disorder (Neugebauer, Hoek, & Susser,
1999). Second, adults with Antisocial Personality Disor-
der exhibit two nervous system abnormalities attributable
to disruption of brain development in early life: enlarge-
ment of the corpus callosum, assessed by structural mag-
netic resonance imaging, and abnormal corpus callosum
connective function, assessed by divided visual field tests
(Raine et al., 2003).

Our differential risk prediction encountered a particu-
lar challenge from a longitudinal study of a low-SES Min-
neapolis sample (Aguilar et al., 2000). This research team
observed that differences between their childhood-onset
and adolescent-onset groups were not significant for neu-
rocognitive and temperament measures taken prior to age
3, although they found that significant differences did
emerge later in childhood. The authors inferred that child-
hood psychosocial adversity is sufficient to account for
the origins of life-course-persistent antisocial behavior,
which is similar to Patterson and Yoerger’s (1997) thesis
that unskilled parenting is sufficient to account for the
early-onset antisocial type. Such exclusive socialization
hypotheses are probably not defensible in view of emerg-
ing evidence that the life-course-persistent pattern of
antisocial behavior appears to have substantial heritable
liability (DiLalla & Gottesman, 1989; Eley, Lichtenstein,
& Moffitt, 2003; Taylor, Iacono, & McGue, 2000), a find-
ing we revisit later in this chapter. The lack of significant
early childhood differences in the Minneapolis study may
have arisen from methodological features of the study, in-
cluding the unrepresentative and homogeneous nature of
the sample (all high-risk, low-SES families) and irregular
sex composition of the groups (more females than males
were antisocial), or weak psychometric qualities of the in-
fant measures (unknown predictive validity). Infant mea-
sures are known for their poor predictive validity (McCall
& Carriger, 1993), and thus it is possible that the failure
of the infant measures to predict the life-course-persistent
path is part of such measures’ more general failure to pre-
dict outcomes.

One study has reported that difficult temperament as-
sessed at age 5 months distinguished a group of children
who showed a trajectory of high rates of physical aggres-
sion, as compared to cohort peers, across ages 17, 30, and
42 months (Tremblay et al., 2004). However, until this co-
hort of 572 infants is followed beyond age 3.5 years into
adolescence, we cannot be confident that they represent
youngsters on the life-course-persistent pathway. Other
studies have reported a significant relation between life-
course-persistent-type offending and problems known to
be associated with neurocognitive and temperamental dif-
ficulties in infancy: perinatal complications, minor physi-
cal anomalies, and low birthweight (Arseneault et al., 2000,
2002; Kratzer & Hodgins, 1999; Raine et al., 1994; Tib-
betts & Piquero, 1999). These studies illustrate desirable
features for testing neurodevelopmental risks from the be-
ginning of infancy for persistent antisocial behavior: large
samples, representative samples, infant measures with
proven predictive validity, and attention to interactions
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between neurodevelopmental and social adversity (Cic-
chetti & Walker, 2003).

What Research Is Needed?

Research already documents that life-course-persistent
antisocial behavior has the predicted neurodevelopmental
correlates in the perinatal and middle childhood periods,
but the Aguilar et al. (2000) study remains the only one that
has reported objective measures of infants’ temperament
and neurocognitive status prior to age 3 years, and it did not
find the associations predicted by the theory. This study
constitutes an important challenge that must be taken seri-
ously, particularly as Brennan et al. (2003) also found no
significant connection between temperament or vocabulary
assessed in early life and early-onset persistent aggression.
Clearly, more research is needed to fill in the critical gap
between birth and age 3 years. This might be accomplished
by following up the antisocial outcomes of infants tested
with newer neurocognitive measures having documented
predictive validity, such as the infant attention-habituation
paradigm (Sigman, Cohen, & Beckwith, 1997).

Another feature of life-course-persistent theory that
needs testing is the argument that antisocial behavior be-
comes persistent because a child’s early difficult behavior
provokes harsh treatment or rejection from parents, teach-
ers, and peers, which in turn promotes more difficult child
behavior. Adoption and twin studies have documented an
initial “child effect”; that is, children carrying a genetic li-
ability to antisocial behavior provoke harsh responses from
their parents (Ge et al., 1996; Jaffee, Caspi, Moffitt, Polo-
Tomas, et al., 2004; O’Connor, Deater-Deckard, Fulker,
Rutter, & Plomin, 1998; Riggins-Caspers, Cadoret, Knut-
son, & Langbehn, 2003). Such genetically informative
studies should be followed up to ascertain whether this pro-
cess, beginning with a child effect, ultimately leads to anti-
social behavior that persists long term.

THE HYPOTHESIS THAT GENETIC
ETIOLOGICAL PROCESSES CONTRIBUTE
MORE TO LIFE-COURSE-PERSISTENT
THAN ADOLESCENCE-LIMITED
ANTISOCIAL DEVELOPMENT

Journalists have drawn the public’s attention to families
that appear to contain far more than their share of criminal
family members for several generations (Butterfield, 1996,
2002). This concentration of crime in families has been
confirmed by studies of large populations of families. In

general, fewer than 10% of the families in any community
account for more than half of criminal offenses (Farring-
ton, Barnes, & Lambert, 1996; Farrington, Jolliffe,
Loeber, Stouthamer-Loeber, & Kalb, 2001; Rowe & Far-
rington, 1997). Moreover, research has shown that parental
crime and parental psychopathology are more strongly as-
sociated with early-onset antisocial behavior than late-
onset antisocial behavior among offspring (Moffitt &
Caspi, 2001; Raine et al., 2005; Taylor et al., 2000). These
findings seem to implicate a genetic influence on life-
course-persistent antisocial behavior, but they could also
be explained by social transmission of antisocial behavior
within families. Therefore, we next review studies using
genetically sensitive research designs to glean insights
about life-course-persistent antisocial behavior. If genetic
etiological processes contribute more to life-course-persis-
tent than to adolescence-limited antisocial development,
we would expect to find that estimates of genetic influence
are larger for antisocial behaviors committed by young
children and adults than for antisocial behaviors commit-
ted by adolescents.

DiLalla and Gottesman (1989) first observed that adult
crime seemed to be more heritable than adolescent juvenile
delinquency. Our 1993 paper (Moffitt, 1993, p. 694)
agreed with these authors that if the life-course-persistent
type’s causal factors are partly inherited, and if most anti-
social adults are life-course-persistent but most antisocial
adolescents are not, then this could account for the ob-
served greater genetic influence on individual differences
in adult than adolescent samples. As it turns out, the lack of
heritability among juveniles in the DiLalla and Gottesman
review probably resulted from low power and insensitive
measurement; in 1989, the entire literature of behavior ge-
netic studies of juvenile delinquency consisted of fewer
than 200 twin pairs, and the measure of antisocial behavior
was conviction, a rare outcome for juveniles. Since then, a
large number of better-designed behavioral genetic studies
have proven that juvenile antisocial behavior is at least
somewhat heritable. However, among these, four groups of
studies provide circumstantial evidence that life-course-
persistent antisocial behavior does have stronger heritable
origins than adolescence-limited antisocial behavior.

The first group comprises four studies of large represen-
tative samples of very young twins. Because life-course-
persistent antisocial behavior begins early in life, if it is
genetically influenced we would expect high heritability
coefficients from studies of very young children. Dionne,
Tremblay, Boivin, Laplante, and Perusse (2003) report 58%
heritability for aggression among Canadian 19-month-olds.
Van den Oord, Verhulst, and Boomsma (1996) report 69%
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heritability for aggression among Dutch 3-year-olds. In a
different Dutch cohort, van der Valk, Verhulst, Stroet, and
Boomsma (1998) report 50% heritability for externalizing
behaviors among 2- to 3-year-old boys and 75% for girls.
Arseneault et al. (2003) report heritabilities of 61%, 69%,
and 76% among British 5-year-olds for ratings of antisocial
behaviors made by observers, mothers, and teachers, re-
spectively. These high estimates for very young twins are
in contrast to the lower estimate of 41% heritability from a
meta-analysis of older samples (Rhee & Waldman, 2002).

A second group of studies has identified the two sub-
types on the basis of the heterogeneity in the phenotype,
often using the Aggression and Delinquency narrow-band
scales from the Child Behavior Checklist (CBCL; Achen-
bach, 1985). The Aggression scale is thought to be associ-
ated with the life-course-persistent prototype because it
measures antisocial personality and physical violence
and its scores are stable across development, whereas the
Delinquency scale is associated with the adolescence-lim-
ited prototype because it measures rule breaking and its
mean scores rise steeply during adolescence (Stanger,
Achenbach, & Verhulst, 1997). In fact, both life-course-
persistent and adolescence-limited young people engage
in the behaviors on the Delinquency scale, but adoles-
cence-limited young people are relatively more numerous,
and if they have less genetic risk, then we would expect
the Delinquency scale to yield lower heritability estimates
than the Aggression scale. Twin and adoption studies of
these scales report higher heritability for Aggression
(around 60%) than Delinquency (around 30% to 40%), but
the shared environment is significant only for the Delin-
quency scale (also around 30% to 40%; e.g., Deater-
Deckard & Plomin, 1999; Edelbrock, Rende, Plomin, &
Thompson, 1995; Eley, Lichtenstein, & Stevenson, 1999;
but see Schmitz, Fulker, & Mrazek, 1995). The approach
of contrasting two phenotypes within antisocial behavior
was also taken by Viding and colleagues (Viding, Blair,
Moffitt, & Plomin, 2005), who reported that genes influ-
enced 81% of the variation in antisocial behavior among
callous-unemotional children, but only 30% of variation
among the other study children, who engaged in ordinary
antisocial behaviors. A different approach to contrasting
two heterogeneous phenotypes was followed by Arse-
neault et al. (2003), who found that antisocial behavior
that was pervasive across settings was more heritable than
antisocial behavior that was situational; heritability was
82% if a child’s antisocial behavior was agreed on by four
different reporters across settings at home and at school,
but lower (28% to 51%) for antisocial behavior limited to
one setting or one reporter.

A third group of studies has defined life-course-persis-
tent antisocial behavior in terms of preadolescent onset,
contrasting it against antisocial behavior that begins during
the adolescent period. One study found early onset to be
strongly familial and substantially heritable, in contrast to
adolescent onset which was less familial and largely influ-
enced by environment (Taylor et al., 2000). In a Swedish
twin study, 5-year continuity from childhood to adoles-
cence in the CBCL Aggression scale was largely mediated
by genetic influences, whereas continuity in the Delin-
quency scale was mediated both by the shared environment
and genetic influences (Eley et al., 2003).

A fourth group of studies has taken a developmental ap-
proach to the other end of the life span, defining life-
course-persistent antisocial behavior in terms of presence
in adolescence combined with subsequent persistence to
adulthood Antisocial Personality Disorder. Two studies
demonstrated that such persistent antisocial behavior was
significantly more heritable than that limited to adoles-
cence (Jacobson, Neale, Prescott, & Kendler, 2003; Lyons
et al., 1995). These longitudinal studies are supported by a
meta-analysis containing adolescent and adult samples as-
sessed with similar measures of aggression, in which adult
samples generated significantly higher heritability esti-
mates, on average, than adolescent samples (Miles &
Carey, 1997). Rhee and Waldman’s (2002) meta-analysis
did not find higher heritability for adults than adolescents,
because in the pool of studies they examined, age was
wholly confounded with reporting source; adolescent
studies used rating scales, and adult studies used official
crime records.

Taken together, the four groups of existing studies sug-
gest that the pattern of antisocial behavior that (1) begins
early in life, (2) is pervasive across settings, (3) is charac-
terized by aggressive personality traits, (4) includes physi-
cal aggression, and (5) persists into adulthood is associated
with relatively more genetic influence than is the pattern
of later-onset, situational, transient delinquency. What
does this high heritability estimate mean? It does not mean
that environmental experiences have a negligible effect on
life-course-persistent antisocial development. To the con-
trary, a heritability estimate, as calculated, reflects the ad-
ditive effects of specific genes on a phenotype, but it also
includes two types of interplay between genes and environ-
ments. Correlations between genes and environments (GrE)
increase the heritability estimate if genes lead study mem-
bers to encounter environments that in turn exacerbate the
phenotype. Interactions between genes and environments
(GxE) increase the heritability estimate when genes condi-
tion the effects of environments on the phenotype by
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influencing study members’ vulnerability or resistance to
risky environments. When estimates of heritability are
very large, this encourages researchers to look for GxE and
GrE effects on that phenotype. Following from our taxo-
nomic theory of life-course-persistent antisocial behavior,
the genetic component of variation in antisocial behavior
measured in early childhood ought to comprise not only the
direct effects of genes, but also the effects of correlations
between vulnerability genes and risky environments, and
interactions between them as well.

Studies have documented the existence of correlations
between children’s genetic predisposition toward anti-
social behavior and their rearing environments, or GrE.
Specifically, three adoption studies and one twin study
have now shown that children with a genetic liability for
antisocial behavior tend to evoke harsher discipline from
their parents than do children lacking this liability (Ge
et al., 1996; Jaffee, Caspi, Moffitt, Polo-Tomas, et al.,
2004; O’Connor et al., 1998; Riggins-Caspers et al., 2003).
However, to our knowledge, no research has examined
whether this evocative child effect in turn exacerbates lev-
els of the children’s antisocial behavior when they are fol-
lowed over time. Evidence of exacerbation is necessary to
answer whether gene-environment correlations increase es-
timates of heritability for antisocial behavior over and
above any direct effects of genes.

There is somewhat better evidence that interactions be-
tween genetic and environmental risk, or GxE, contribute
to the heritability of life-course-persistent antisocial be-
havior. We tested GxE in two studies of one of the strongest
risk factors for persistent antisocial behavior: child mal-
treatment. The first study used data from our Environmen-
tal-risk Longitudinal Twin Study (called E-risk) to test
whether the effect of maltreatment on risk for antisocial
behavior was strongest among 5-year-olds who were at high
genetic risk for it. The E-risk Study follows a representa-
tive 1994 to 1995 cohort of 1,116 British twin pairs and
their families (Moffitt & the E-Risk Study Team, 2002).
Each child’s genetic risk for conduct problems was esti-
mated as a function of his or her cotwin’s Conduct Disor-
der status and the pair’s zygosity. For example, a child
whose monozygotic (MZ) twin already had Conduct Disor-
der was deemed at highest genetic risk, whereas a child
whose dizygotic (DZ) twin had Conduct Disorder was at
lower genetic risk, and a child whose MZ twin was free
from conduct problems was at the lowest genetic risk of all.
Results showed that the effects of maltreatment were most
detrimental for the children at high genetic risk. The expe-
rience of maltreatment was associated with an increase of

2% in the probability of a Conduct Disorder diagnosis
among young children at low genetic risk for Conduct Dis-
order but an increase of 24% among children at high ge-
netic risk (Jaffee et al., 2005).

Our second study used data from the male members of
the Dunedin cohort to test whether this general GxE effect
could be specified for a particular candidate gene. We used
Dunedin men’s DNA to genotype a polymorphism in the
gene encoding the neurotransmitter-metabolizing enzyme
monoamine oxidase A (MAOA). We selected this gene be-
cause it was known to be functional in the brain and it had
earlier been related to aggression in mice and in a human
family pedigree. MAOA genotype moderated the effect of
maltreatment (Caspi et al., 2002). Of the severely mal-
treated children with a genotype conferring low levels of
MAOA expression, 85% developed one or more antisocial
outcomes, as measured at different stages in the life course
(e.g., a childhood diagnosis of Conduct Disorder up to age
15, conviction for violent crimes between ages 17 and 26,
antisocial personality traits at age 26, and diagnosed Anti-
social Personality Disorder at age 26). In contrast, despite
being maltreated, children with a genotype conferring high
levels of MAOA expression were less likely to develop anti-
social problems. Although individuals having the combina-
tion of low-activity MAOA genotype and maltreatment were
only 12% of the birth cohort, they accounted for 44% of the
cohort’s convictions for violent crimes. This finding has
been replicated and extended in the Virginia Study of Ado-
lescent Twin Development. This study was able to control for
the parents’ antisocial histories to rule out the possibility
that a family liability toward aggression jointly influenced
parents’ maltreating behavior and children’s antisocial out-
come (Foley et al., 2004). Together, the E-risk, Dunedin, and
Virginia studies of GxE illustrate how the high heritability
of the life-course-persistent form of antisocial behavior is
played out in the transactions between a genetically vulner-
able child and high-risk environment that were specified in
the theory of life-course-persistent antisocial development.

What Research Is Needed?

It would be useful to ascertain the genetic and environmen-
tal architecture of individual differences in trajectories of
antisocial behavior over time. Such trajectories could be
derived in longitudinal studies of twins by applying semi-
parametric mixture modeling tools to repeated measures of
antisocial behavior (for explanations of these models, see
Nagin et al., 1995; Nagin & Tremblay, 2001a; Roeder et al.,
1999). The theory would predict stronger monozygotic
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twin similarity for membership in a childhood-onset, life-
course-persistent trajectory, but less twin similarity for
membership in an adolescent-onset trajectory. Because no
twin studies to our knowledge have yet followed a sample
of twins from childhood to adulthood while measuring
antisocial behavior, a study of twin similarity in develop-
mental trajectories of antisocial behavior is yet in the
future. However, genetically informative studies could
examine as proxies the elements of crime careers that
characterize the life-course-persistent type: early onset of
antisocial acts, recidivistic physical aggression, and psy-
chopathic personality traits. One study has attempted this
approach and reported that genetic influence is very strong
among children who exhibit a callous, unemotional person-
ality style by age 7 years (Viding et al., 2005).

IS A THIRD GROUP NEEDED? CHILDHOOD-
LIMITED AGGRESSIVE CHILDREN MAY
BECOME LOW-LEVEL CHRONIC CRIMINAL
OFFENDERS WITH PERSONALITY DISORDERS

The original theoretical taxonomy asserted that two proto-
types, life-course-persistent and adolescence-limited of-
fenders, account for the preponderance of the population’s
antisocial behavior and thus warrant the lion’s share of at-
tention by theory and research. However, our analyses re-
vealed a small group of Dunedin study males who had
exhibited extreme, pervasive, and persistent antisocial be-
havior problems during childhood, but who surprisingly
engaged in only low to moderate delinquency during ado-
lescence from age 15 to 18, not extreme enough to meet
criteria for membership in the life-course-persistent group
(Moffitt, Caspi, Dickson, Silva, & Stanton, 1996). Like
the life-course-persistent offenders, they had extremely
undercontrolled temperaments as 3-year-olds (Moffitt
et al., 1996), and in childhood they, too, suffered family
adversity and parental psychopathology and had low intel-
ligence (unpublished analyses). The existence of a small
group of boys who exhibit serious aggression in childhood
but are not notably delinquent in adolescence has been
replicated in the Pittsburgh Youth Survey, where they were
called “childhood-limited” antisocial children (Raine
et al., 2005). In the Pittsburgh cohort, too, these boys had
many risk factors, including family adversity, parental
psychopathology, and severe neuropsychological deficits.

This group was a surprise to the theory, because the
theory argued that an early-onset chain of cumulative in-

teractions between aggressive children and high-risk envi-
ronments will perpetuate disordered behavior. On that
basis, we had predicted that “false positive subjects, who
meet criteria for a stable and pervasive antisocial child-
hood history and yet recover (eschew delinquency) after
puberty, should be extremely rare” (Moffitt, 1993, p. 694).
When we discovered this group, we optimistically labeled
it the “recovery group” (Moffitt et al., 1996). Many re-
searchers, we among them, hoped that this group would
allow us to identify protective factors that can be harnessed
to prevent childhood aggression from persisting and be-
coming more severe. However, our study of this group has
revealed no protective factors.

Researchers testing for the presence of the life-course-
persistent and adolescence-limited types have since uncov-
ered a third type that replicates across longitudinal studies,
first identified in trajectory analyses of a British cohort
(Nagin et al., 1995). This third group of offenders have
been labeled “low-level chronics” because they have been
found to offend persistently but at a low rate from child-
hood to adolescence (Fergusson et al., 2000) or from ado-
lescence to adulthood (D’Unger, Land, McCall, & Nagin,
1998; Nagin et al., 1995). Persuaded by these findings, we
followed up the so-called recovery group in the Dunedin
cohort at age 26 to see if they might fit the low-level
chronic pattern as adults. We found that recovery was
clearly a misnomer, as their modal offending pattern over
time fit a pattern referred to by criminologists as “inter-
mittency,” in which some offenders are not convicted for a
period but then reappear in the courts (Laub & Sampson,
2001). This Dunedin group’s long-term offending pattern
closely resembles that of the low-level chronic offender.

Anticipating true recoveries from serious childhood
Conduct Disorder to be extremely rare, the taxonomic the-
ory had argued that teens who engage in less delinquency
than predicted on the basis of their childhood conduct prob-
lems might have off-putting personal characteristics that
excluded them from the social peer groups in which most
delinquency happens. Consistent with this prediction, a
group in the Oregon Youth Study, who showed high levels
of antisocial behavior at age 12 that decreased thereafter,
scored low as adolescents on a measure of involvement with
pro-delinquency peers (Wiesner & Capaldi, 2003). In the
Dunedin cohort followed up to age 26, the members of this
low-level chronic group, unlike other cohort men, were
often social isolates; their informants reported that
they had difficulty making friends, none had married, few
held jobs, and many had diagnoses of Agoraphobia and/or
Social Phobia. Almost all social phobics meet criteria for
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Avoidant, Dependent, and/or Schizotypal Personality Dis-
order (Alnaes & Torgersen, 1988), and we speculate that
men in this group may suffer from these isolating personal-
ity disorders. As many as one-third of this group had diag-
nosable depression, their personality profile showed
elevated neuroticism, and their informants rated them as
the most depressed, anxious men in the cohort. This pat-
tern, in which formerly antisocial boys develop into de-
pressed, anxious, socially isolated men, resembles closely a
finding from a British longitudinal study of males followed
from ages 8 to 32. In that study, too, at-risk antisocial
boys who became adult “ false positives” (committing fewer
crimes than predicted) had few or no friends, held low-paid
jobs, lived in dirty home conditions, and had been de-
scribed in case records as withdrawn, highly strung, obses-
sional, nervous, or timid (Farrington, Gallagher, Morley,
St. Ledger, & West, 1988).

Robins (1966) is often quoted as having said that half of
conduct problem boys do not grow up to have antisocial
personalities. Such quotations are intended to imply that
early conduct problems are fully malleable and need not
be a cause for pessimism. However, less often quoted is
Robins’s observation that conduct problem boys who do not
develop antisocial personalities generally suffer other
forms of maladjustment as adults. This is an assertion of
“multifinality” in the poor outcomes of at-risk children
(Cicchetti & Cohen, 1995). In the Dunedin birth cohort, 87
boys had childhood conduct problems (i.e., 47 in the life-
course-persistent group and 40 in the so-called recovery
group). Of these 87 males, only 15% (n = 13) seemed to
have truly recovered as adults, escaping all adjustment
problems measured in the study at age 26. Taken together,
findings from Dunedin and the studies by Farrington and
Robins are consistent with our taxonomic theory’s original
assertion that childhood-onset antisocial behavior is virtu-
ally always a prognosticator of poor adult adjustment.

What Research Is Needed?

Several studies have detected an unexpected group, vari-
ously labeled “recoveries,” “childhood-limited,” or “low-
level chronic offenders,” depending on how long the cohort
was followed. However, few studies have been able to shed
any light on their personal characteristics. The characteris-
tics revealed so far are suggestive of Avoidant, Dependent,
Schizotypal Personality Disorders and/or low intelligence,
but these outcomes have not been directly measured in
adulthood. It is important to know if this group has adult
psychopathology to test the theory’s assertion that serious

childhood-onset antisocial behavior reliably predicts long-
term maladjustment.

IS A FOURTH GROUP NEEDED? ADULT-
ONSET ANTISOCIAL BEHAVIOR

On the basis of examining official data sources, some in-
vestigators have suggested that significant numbers of of-
fenders first begin to offend as adults (Eggleston & Laub,
2002; Farrington, Ohlin, & Wilson, 1986). This would ap-
pear to challenge our developmental taxonomy’s assertion
that two groups, life-course-persistent and adolescence-
limited, suffice to account for the majority of antisocial
participation across the life course. However, the observa-
tion that many antisocial individuals are adult-onset
offenders appears to be largely an artifact of official mea-
surement. Estimates of the age at which antisocial behavior
begins depend on the source of the data. For example, in the
Dunedin study, only 4% of boys had been convicted in
court by age 15 years, but 15% had been arrested by police
by age 15, and 80% had self-reported the onset of illegal
behaviors by age 15 (Moffitt et al., 2001, chap. 7). This
suggests that official data lag behind the true age of onset
by a few years. Similar findings have emerged from other
studies in other countries. For example, a Canadian survey
showed that self-reported onset antedated conviction by
about 3.5 years (Loeber & LeBlanc, 1990), and a U.S. sur-
vey showed that self-reported onset of “serious” delin-
quency antedated the first court contact by 2.5 years and
onset of “moderate” delinquency antedated the first court
contact by 5 years (U.S. Office of Juvenile Justice and
Delinquency Prevention, 1998). In the Seattle Social De-
velopment cohort, the self-reported onset of crime ante-
dated the first court referral by 2.4 years, and the study
estimated that the average offender committed 26 crimes
before his official crime record began (Farrington et al.,
2003). These comparisons of data sources suggest that in-
vestigations relying on official data will ascertain age of
onset approximately 3 to 5 years after it has happened. A 3-
to 5-year lag is relevant because most studies have defined
adult-onset offenders as those whose official crime record
began at or after age 18 years (Eggleston & Laub, 2002).

It also is useful to note that whereas the 18th birthday
may have marked adulthood for young people born before
1960, the 18th birthday falls only midway between puberty
and adulthood for contemporary generations. This shift
emerged because contemporary generations are experienc-
ing a more protracted adolescence, lasting until the mid-
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Figure 15.1 Twenty-year trajectories of conduct disorder
symptoms among 525 Kunedin males.

20s (Arnett, 2000) or even into the early 30s for the cohort
born after 1970 (Ferri, Bynner, & Wadsworth, 2003;
Furstenberg, Cook, Sampson, & Slap, 2002). Although
adult-onset crime begins at age 18 in legal terms, in devel-
opmental terms for contemporary cohort samples, it begins
sometime after age 25.

In contrast to studies using official crime records, self-
report cohort studies show that fewer than 4% of males
commit their first criminal offense after age 17 (Elliott,
Huizinga, & Menard, 1989). Self-report studies of Ameri-
can and European cohorts agree (Junger-Tas, Terlouw, &
Klein, 1994). By age 18, virtually all of the Dunedin study
members had already engaged in some form of illegal be-
havior at some time, according to their self-reports (Mof-
fitt et al., 2001). Only 9% of Dunedin males and 14% of
females remained naïve to all delinquency by age 18, and
only 3% of males and 5% of females first offended as an
adult, between ages 18 and 21. These findings carry an im-
portant lesson for methodology in developmental research
into antisocial behavior. “Adult-onset” offenders cannot be
defined for study with any certainty unless self-reported
data are available to rule out juvenile onset prior to partici-
pants’ first official contact with the judicial system. When
self-report data are consulted, they reveal that onset of
antisocial behavior after adolescence is extremely rare.
This conclusion extends to serious and violent offending
(Elliott, 1994).

One way to ascertain whether adult-onset offenders
constitute a significant group for study is to apply semi-
parametric modeling techniques (Nagin, 1999; Nagin &
Tremblay, 2001a; Roeder et al., 1999) to identify trajecto-
ries within a population-representative cohort of individu-
als whose behavior has been followed into adulthood. Three
studies have done so. The Dunedin study identified no
adult-onset trajectory in self-reports of delinquency from
ages 7 to 26 years (see Figure 15.1). The Oregon Youth
Study identified no adult-onset trajectory in self-reports of
offending from ages 12 to 24 years (Wiesner & Capaldi,
2003). The Cambridge Longitudinal Study identified no
adult-onset trajectory in official crime records followed to
age 32 for a cohort born in the 1950s (Nagin et al., 1995).

The original theoretical taxonomy asserted that two pro-
totypes, life-course-persistent and adolescence-limited
offenders, can account for the preponderance of the popu-
lation’s antisocial behavior. After more than 10 years of re-
search, this assertion appears to be correct. Some studies
of the taxonomy have reported an adult-onset group (e.g.,
Kratzer & Hodgins, 1999). However, these studies used of-
ficial crime data, and thus most of their adult-onset offend-

ers would probably be revealed as adolescent-onset if
self-report data were available. These so-called adult-onset
offenders can probably be accommodated by the adoles-
cence-limited theory because when studied, the alleged
adult-onset group has not differed from ordinary adoles-
cent offenders (Eggleston & Laub, 2002). Moreover, like
adolescence-limited offenders, adult-onset offenders’
crime careers tend to be brief and not serious (Farrington
et al., 1986). In our view, the existence of individuals
whose official crime record begins after age 18 does not
constitute a threat to the taxonomy.

THE HYPOTHESIS THAT ADOLESCENCE-
LIMITED ANTISOCIAL BEHAVIOR IS
INFLUENCED BY THE MATURITY GAP AND BY
SOCIAL MIMICRY OF ANTISOCIAL MODELS

The original theory asserted that

individual differences should play little or no role in the pre-
diction of short-term adolescent offending careers. Instead,
the strongest predictors of adolescence-limited offending
should be peer delinquency, attitudes toward adolescence and
adulthood ref lecting the maturity gap [such as a desire for
autonomy], cultural and historical contexts inf luencing ado-
lescence, and age. (Moffitt , 1993, p. 695)

Most research on the taxonomy to date has focused on
testing hypotheses about the etiology of life-course-persis-
tent offenders. Unfortunately, adolescence-limited offend-
ers have been relegated to the status of a contrast group,
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and the original hypotheses about the distinct etiology of
adolescent-onset offending have not captured the research
imagination. This is unfortunate because adolescent-onset
offenders are quite common (one quarter of both males and
females as defined in the Dunedin cohort) and their anti-
social activities are not benign. They are found among ad-
judicated delinquents as well as in the general population
(Scholte, 1999). Moreover, even if adolescence-limited in-
dividuals commit fewer violent offenses than life-course-
persistent individuals, the size of the adolescence-limited
group is much larger than the size of the life-course-persis-
tent group, and as a result the adolescence-limited group
can be expected to account for an important share of a soci-
ety’s serious and violent offenses. In Dunedin, life-course-
persistent men (10% of the cohort) accounted for 53%
of the cohort’s 554 self-reported violent offenses at age
26, but adolescence-limited men (26% of the cohort)
accounted for 29% of the cohort’s violent offenses, a non-
trivial amount of violence (Moffitt, Caspi, Harrington, &
Milne, 2002).

Do adolescents find the maturity gap psychologically
aversive, and does this motivate their newfound interest in
delinquency? Aguilar et al. (2000) discovered that adoles-
cent-onset delinquents experienced elevated internalizing
symptoms and perceptions of stress at age 16, which may
be consistent with the taxonomy’s assertion that these ado-
lescents experience psychological discomfort during the
maturity gap. The theory suggested that this discomfort
motivated adolescents to engage in antisocial behavior to
seem older. In a study of the Gluecks’ sample, adolescents’
concerns about appearing immature increased their likeli-
hood of delinquency (Zebrowitz, Andreoletti, Collins, Lee,
& Blumenthal, 1998). One interesting ethnographic study
has made use of the maturity gap to explain kortteliralli, the
street-racing alcohol youth culture of Finland (Vaaranen,
2001). The Victoria Adolescence Project studied 452 ado-
lescents and their parents to examine how young people
negotiate the maturity gap (Galambos, Barker, & Tilton-
Weaver, 2003). This study identified a group of 25% of
adolescents who exhibited a cluster of characteristics they
called “pseudo-maturity.” These adolescents, relative to
their age cohort, were characterized by more advanced bio-
logical pubertal status, older subjective age (“I feel a lot
older than my age”), elevated perceptions of self-reliance,
more wishes to emulate older brothers (but not sisters),
more older friends, a greater desire to be older (“I would
like to look a lot older than my age”), more involvement in
pop culture, and less involvement in school but more in-
volvement with peers. This cluster was not associated with
SES level. The study concluded that for a large proportion

of teens, pubertal maturation brings about a poor fit be-
tween their developmental stage and their social environ-
ment: “They are caught in the maturity gap” (Galambos
et al., 2003, p. 262). Parent and self-reports confirmed that
this pseudo-mature group of teenagers engaged in elevated
rates of problem behaviors, as expected by the theory of
adolescence-limited delinquency.

Do adolescence-limited teenagers want to be more like
life-course-persistent offenders? The theory of adoles-
cence-limited delinquency borrowed the concept of “social
mimicry” from the field of ethology to explain how adoles-
cents might mimic the antisocial behavior of life-course-
persistent antisocial boys in their midst in an effort to
attain the mature status embodied in the antisocial
lifestyle. New developmental research has shown that when
ordinary young people age into adolescence, they begin to
admire good students less and to admire aggressive, anti-
social peers more (Bukowski, Sippola, & Newcomb, 2000;
Luthar & McMahon, 1996; Rodkin, Farmer, Pearl, & Van
Acker, 2000). One sociometric study that followed 905
children from age 10 to 14 reported that the association be-
tween physical aggression and being disliked by peers dis-
solved during this age period; as they grew older, the
teenagers came to perceive their aggressive age-mates as
having higher social status and more influence (Cillessen
& Mayeux, 2004). Moreover, during adolescence, young
people who place a high value on conforming to adults’
rules become unpopular with their peers (Allen, Weiss-
berg, & Hawkins, 1989).

Our Dunedin studies documented that an increase in
young teens’ awareness of peers’ delinquency antedates
and predicts onset of their own later delinquency (Caspi,
Lynam, Moffitt, & Silva, 1993). We also showed that the
adolescence-limited path is more strongly associated with
delinquent peers, as compared to the life-course-persistent
path (Jeglum-Bartusch et al., 1997; Moffitt & Caspi,
2001). However, one study that traced peer affiliation tra-
jectories concluded that peers were as influential for child-
hood-onset persistent offenders as for adolescent-onset
offenders (LaCourse, Nagin, Tremblay, Vitaro, & Claes,
2003). In contrast, others have shown that delinquent peer
influences directly promote increases in delinquency,
specifically among young males whose antisocial behavior
begins in adolescence (Simons, Wu, Conger, & Lorenz,
1994; Vitaro, Tremblay, Kerr, Pagani, & Bukowski, 1997).
In contrast, these same studies suggest that among males
whose antisocial behavior begins in childhood, the direc-
tion of influence runs the other way; the child’s own early
antisocial behavior promotes increases at adolescence in
the number of delinquent peers who selectively affiliate
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with him. This is consistent with our life-course-persistent
theory’s assertion that during adolescence, life-course-
persistent antisocial boys become “magnets” for peers who
wish to learn delinquency.

The most direct test of the adolescence-limited etiologi-
cal hypothesis was carried out in the Youth in Transition
Survey of 2,000 males (Piquero & Brezina, 2001). This
study was introduced to the literature with lyrics from a
song entitled “Eighteen” by rocker Alice Cooper that ex-
press the ennui of the maturity gap: “I’m in the middle
without any plans, I’m a boy and I’m a man.” The study
tested the hypothesis that desires for autonomy promoted
adolescent-onset offending. It found that, as predicted, the
offenses committed by adolescence-limited delinquents
were primarily rebellious (not physically aggressive) and
that this rebellious offending was accounted for by the in-
teraction between maturational timing and aspects of peer
activities that were related to personal autonomy. However,
one measure of youth autonomy in this study did not pre-
dict offending.

It is important to acknowledge that alternative accounts
of late-onset delinquency have been put forward. In
particular, Patterson and Yoerger (1997) outlined a learn-
ing model in which decreases in parents’ monitoring
and supervision when their children enter adolescence
cause adolescents to begin offending. We had argued that
although parents’ monitoring and supervision were cer-
tainly negatively correlated with adolescent-onset delin-
quency, the direction of cause and effect was unclear, and
our adolescence-limited theory would say that this corre-
lation arises because teens’ desires to gain autonomy via
delinquency motivate them to evade their parents’ super-
vision (Moffitt, 1993, p. 693). A longitudinal study of
1,000 Swedish 14-year-olds and their parents suggested
that our interpretation is correct (Kerr & Stattin, 2000).
Adolescents actively controlled their parents’ access to
information about their activities, and teens who took
part in deviant behavior limited their parents’ capacity to
monitor them. The study showed that parents’ efforts to
supervise and monitor were not very effective in control-
ling their teenagers’ activities, and could even backfire if
teens felt controlled.

What Research Is Needed?

Clearly, there is not very much research testing whether
measures of the maturity gap and social mimicry can ac-
count for adolescence-limited delinquency, so any new stud-
ies with this aim would add to our understanding. Agnew
(2003) offers a cogent breakdown of maturity gap elements

that can be tested. Short-term longitudinal studies of young
teens might ask if a developmental increase in attitudes re-
jecting childhood and favoring autonomy is correlated with
a growing interest in and approval of illicit activities. More-
over, there is the curious fact that life-course-persistent
antisocial individuals are rejected by peers in childhood but
later become more popular with peers in adolescence. The
theory of social mimicry predicted this shift in popularity,
but more longitudinal research following individuals’
changes in social standing is needed to understand it fully.
Finally, we should consult historical and anthropological
work to ascertain if historical periods and cultures charac-
terized by a clearly demarcated transition from childhood
dependency to adulthood rights and responsibilities are also
characterized by relatively low levels of delinquency and
adolescent rebelliousness.

THE HYPOTHESIS THAT ABSTAINERS FROM
DELINQUENCY ARE RARE INDIVIDUALS
WHO ARE EXCLUDED FROM NORMATIVE
PEER GROUP ACTIVITIES IN ADOLESCENCE

If, as the theory says, adolescence-limited delinquency is
normative adaptational social behavior, then the existence
of teens who abstain from delinquency requires an explana-
tion. In other words, if ordinary teens take up delinquent
behavior, then teens who eschew delinquency must be ex-
traordinary in some way. The original theory speculated
that teens committing no antisocial behavior would be rare
and that they must have either structural barriers that pre-
vent them from learning about delinquency, no maturity
gap because of early access to adult roles, or personal char-
acteristics unappealing to other teens that cause them to be
excluded from teen social group activities (Moffitt, 1993,
pp. 689, 695). As noted earlier, research has shown that
during adolescence, young people who place a high value
on conforming to adults’ rules become unpopular with their
peers (Allen et al., 1989).

We have studied male abstainers in the Dunedin cohort.
Consistent with the rarity prediction, the Dunedin cohort
contained only a very small group of males who avoided
virtually any antisocial behavior during childhood and ado-
lescence; abstainers were fewer than 10% of the cohort
(Moffitt et al., 1996). The very small size of this group has
been confirmed in other samples. Only 13% of 17-year-
olds in the National Longitudinal Survey of Youth replied
that they had never done any of the survey’s 13 offense
items (Piquero, Brezina, & Turner, in press). Two longitu-
dinal cohort studies used a theory-free method to charac-
terize heterogeneous trajectories within repeated measures
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of aggressive behavior: Nagin and Tremblay (1999) de-
tected an abstainer trajectory from childhood to adoles-
cence containing very few males, and Wiesner and Capaldi
(2003) detected an abstainer trajectory from adolescence
to adulthood containing even fewer males (5%).

The small group of Dunedin abstainers described them-
selves at age 18 on personality measures as extremely over-
controlled, fearful, interpersonally timid, and socially
inept, and they were latecomers to sexual relationships
(i.e., virgins at age 18). Dunedin abstainers fit the profile
that Shedler and Block (1990) reported for youth who ab-
stained from drug experimentation in a historical period
when it was normative: overcontrolled, not curious, not ac-
tive, not open to experience, socially isolated, and lacking
social skills. Dunedin abstainers were unusually good stu-
dents, fitting the profile of the compliant good student
who, during adolescence, can become unpopular with
peers (Allen et al., 1989; Bukowski et al., 2000). Other
studies have suggested that abstention from delinquency
and substance use during adolescence is associated with
feeling socially isolated from peers (Dunford & Elliott,
1984), having few friends (Farrington & West, 1993), or
being a loner (Tolone & Tieman, 1990). Such findings
prompted Shedler and Block (1990, p. 627) to comment
that abstention is “less the result of moral fiber or success-
ful prevention programs than the result of relative alien-
ation from peers and a characterological overcontrol of
needs and impulses.”

Dunedin’s age-26 follow-up data confirmed that the
teenage abstainers did not become so-called adult-onset
offenders (Moffitt, Caspi, et al., 2002). Although their
teenage years had been socially awkward for them, their
style became more successful in adulthood. As adults they
retained their self-constrained personality, had virtually no
crime or mental disorder, were likely to have settled into
marriage, were delaying children (a desirable strategy for a
generation needing prolonged education to succeed), were
likely to be college-educated, held high-status jobs, and ex-
pressed optimism about their own future.

Another study of abstainers from delinquency was con-
ducted using 1,600 17-year-olds from the 1997 National
Longitudinal Survey of Youth (Piquero, Brezina, et al., in
press). Consistent with theoretical prediction, relative to
participants in delinquency the abstainers were few in
number, more closely monitored by their parents, more at-
tached to teachers, and less physically mature, reported
less autonomy, dated less, and were less involved with
friends who drank, smoked, tried drugs, and cut classes.
However, an unexpected new finding was that abstainers
were not wholly friendless; rather, they reported that they

had prosocial peers who “go to church regularly,” “plan to
go to college,” and “participate in volunteer work.” This
study also attempted to test the theory’s prediction that ab-
stainers have personalities that make them unattractive to
peers, using an item called “sadness/depression” intended
to assess a morose, uncheerful style unlikely to appeal to
peers. However, the study found that sadness/depression
was correlated with delinquent participation, not absten-
tion. This test was ambiguous because the depression item
probably did not measure the overcontrolled, incurious,
timid, socially inept personality style thought to preclude
delinquency. Thus, this study provided some modest sup-
port for the taxonomy’s view of abstainers as a minority
that exists outside the social scene that creates opportuni-
ties for delinquency among the teen majority. Moreover,
the study suggested the provocative new finding that ab-
stainers do have friends, who are prosocial like themselves.

What Research Is Needed?

To our knowledge, our finding that abstainers are social in-
troverts as teens remains to be confirmed or discounted by
another study directly designed to test this hypothesis.
Adolescent sociometric studies might ask if delinquent ab-
stention is indeed correlated with unpopularity and social
isolation. Further study of abstainers is critical for testing
the hypothesis that adolescence-limited offenders’ delin-
quency is normative adaptational behavior by ordinary
young people.

THE HYPOTHESIS THAT LIFE-COURSE-
PERSISTENT AND ADOLESCENCE-LIMITED
DELINQUENTS DEVELOP DIFFERENT
PERSONALITY STRUCTURES

The original theory hypothesized the following about the
development of life-course-persistent offenders:

Over the years, an antisocial personality is slowly and insidi-
ously constructed, and accumulating consequences of the
youngster’s personality problems prune away options for
change. . . . A person-environment interaction process is
needed to account for emerging antisocial behavior, but after
some age, will the “person” main effect alone predict adult
outcome? (Moffitt , 1993, p. 684)

Our Dunedin studies of adolescents’ personality charac-
teristics measured at age 18 showed that the life-course-
persistent path was differentially associated with weak
bonds to family and with the psychopathic personality
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traits of alienation, callousness, and impulsivity. In con-
trast, the adolescence-limited path at age 18 was differen-
tially associated with a tendency to endorse unconventional
values and with a personality trait called “social potency”
(Moffitt et al., 1996). We assessed personality traits 10
years later at age 26, this time using not only self-reports
but reports from informants who knew the Dunedin study
members well (Moffitt, Caspi, et al., 2002). The self- and
informant-reports concurred that the life-course-persistent
men had more negative emotionality (were more stress
-reactive, alienated, and aggressive) and they were less
agreeable (had less social closeness, were more callous)
compared to adolescence-limited men. Life-course-persis-
tent men were no longer particularly impulsive at age 26,
but the adolescence-limited men were still somewhat ele-
vated on this scale at age 26. It appears from these repeated
Dunedin assessments that the life-course-persistent path-
way leads to a disordered antisocial personality structure
resembling the psychopath: aggressive, alienated, and cal-
lous. Adolescence-limited men, in contrast, are unconven-
tional, valuing spontaneity and excitement.

In another study, 4,000 California Youth Authority
(CYA) inmates were given the California Personality In-
ventory (Gough, 1987) in the 1960s and then followed up
into the 1980s (Donnellan, Ge, & Wenk, 2002). Taxonomy
comparison groups were defined as early starters versus
later starters, and as chronic adult arrestees versus those
arrested less often. The early-starter, chronic arrestees
could be discriminated by extreme personality scale scores,
in particular low communality, little concern with impres-
sion, irresponsibility, low control of emotions, low achieve-
ment motivation, low socialization, low tolerance (hostile,
distrustful), and low well-being. Early starters also scored
higher than late starters on the Schizophrenia and Hypo-
mania scales of the Minnesota Multiphasic Personality In-
ventory (Dahlstrom, Welsh, & Dahlstrom, 1972), two
scales that measure a tendency to think in a confused and
suspicious way (Ge, Donnellan, & Wenk, 2003). Using dif-
ferent instruments and different informants, these CYS
findings echo our Dunedin findings, in which life-course-
persistent offenders were disagreeable and high on nega-
tive emotionality.

What Research Is Needed?

To our knowledge, the personality correlates of the taxon-
omy have been examined in only two samples (Dunedin and
CYA), so the finding of differential personality structures
remains to be verified by wider replication. Moreover, the
unanticipated Dunedin finding that many adolescence-

limited offenders are unconventional excitement-seekers
raises the question of whether this approach-oriented per-
sonality style is present prospectively before they take up
delinquency and is an individual-difference risk factor for
adolescent onset. If so, that was not anticipated by the the-
ory. Childhood temperament studies that have measured
the approach style might follow up their participants to ask
if approach predicts adolescent-onset delinquency. Longi-
tudinal research is also needed to determine if and when
the antisocial personality style becomes set, that is, able to
predict adult antisocial outcomes alone, without any fur-
ther environmental input.

THE HYPOTHESIS THAT LIFE-COURSE-
PERSISTENT DEVELOPMENT IS
DIFFERENTIALLY ASSOCIATED IN
ADULTHOOD WITH SERIOUS OFFENDING
AND VIOLENCE

The original theory predicted that life-course-persistent
offenders, as compared to adolescence-limited offenders,
would engage in a wider variety of offense types, including
“more of the victim-oriented offenses, such as violence
and fraud” (Moffitt, 1993, p. 695).

By the time the Dunedin cohort reached age 18, we re-
ported that the life-course-persistent pathway was differ-
entially associated with conviction for violent crimes
(Jeglum-Bartusch et al., 1997; Moffitt et al., 1996), and the
adolescence-limited pathway was differentially associated
with nonviolent delinquent offenses (Jeglum-Bartusch
et al., 1997). These Dunedin findings are buttressed by re-
ports from other samples that physical aggression usually
begins in childhood and seldom begins in adolescence (e.g.,
Brame, Nagin, & Tremblay, 2001). Moreover, we had
shown that preadolescent antisocial behavior that was ac-
companied by neuropsychological deficits predicted
greater persistence of crime and more violence up to age 18
(Moffitt et al., 1994).

Our follow-up at age 26 confirmed that life-course-per-
sistent men as a group particularly differed from adoles-
cence-limited men in the realm of violence, including
violence against the women and children in their homes.
This finding was corroborated with large effect sizes
by data from multiple independent sources, including 
self-reports, informant reports, and official court convic-
tion records (Moffitt, Caspi, et al., 2002). In a compari-
son of specific offenses, life-course-persistent men
tended to specialize in serious offenses (carrying a hidden
weapon, assault, robbery, violating court orders), whereas
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adolescence-limited men specialized in nonserious of-
fenses (theft less than $5, public drunkenness, giving false
information on application forms, pirating computer soft-
ware). Life-course-persistent men accounted for 5 times
their share of the cohort’s violent convictions. Thus, al-
though they were a small group (10% of males), they ac-
counted for 43% of the cohort’s officially sanctioned
violent crime.

Domestic violence against women and children at home
was specifically predicted to be an outcome of the life-
course-persistent group (Moffitt, 1993). At the age-26
Dunedin follow-up, this group’s scores were elevated on
self-reported and official conviction measures of abuse to-
ward women, both physical abuse (e.g., beating her up,
throwing her bodily) and controlling abuse (e.g., stalking
her, restricting her access to her friends and family). Be-
cause the Dunedin cohort has been interviewed repeatedly
about illicit behaviors for many years, study members now
trust the study’s guarantee of confidentiality and can be
asked questions about hitting children, with the expecta-
tion of valid responses. Life-course-persistent men were
the most likely to report that they had hit a child out of
anger, not in the course of normal discipline. Our finding
that life-course-persistent offenders perpetrated more do-
mestic violence was supported by the Christchurch study’s
finding that young adults with childhood-onset antisocial
behavior engaged in significantly more violence against
partners than did those with adolescent-onset antisocial be-
havior (Woodward, Fergusson, & Horwood, 2002). Simi-
larly, a study of New York parolees reported that those
defined as life-course-persistent based on a childhood-
onset offense record engaged in twice as much domestic vi-
olence as parolees with an adolescent-onset offense record
(Mazerolle & Maahs, 2002).

In general, a large empirical literature shows that the
strongest long-term predictors of violence are the same
predictors implicated by our theory of life-course-persis-
tent offending: early-onset antisocial behavior, neurodevel-
opmental risk factors, and family risk factors (for a review,
see Farrington, 1998). Moreover, research comparing vio-
lent crime versus general nonviolent delinquency has
shown that violence is differentially predicted by birth
complications (Raine et al., 1997), minor physical anom-
alies (Arseneault et al., 2000), difficult temperament
(Henry, Caspi, Moffitt, & Silva, 1996), and cognitive
deficits (Piquero, 2001), each of which is a hypothetical
risk for life-course-persistent development (for a review,
see Raine, 2002). The Christchurch study reported that
people with serious childhood-onset conduct problems,
compared to children without conduct problems, engaged

in 10 times more violent crime by age 25 (Fergusson, Hor-
wood, & Ridder, 2005). The Patterns of Care Study of
1,715 service users ages 6 to 17 years compared childhood-
onset versus adolescent-onset Conduct Disorder cases and
reported that the childhood-onset group committed signifi-
cantly more bullying but not more of the other physically
aggressive Conduct Disorder symptoms (McCabe et al.,
2001). However, this study did not have an adult follow-up.
Lahey and colleagues (1998) reported more physical ag-
gression associated with adolescent-onset than with child-
hood-onset Conduct Disorder.

What Research Is Needed?

The literature makes it clear that neurodevelopmental and
family risks predict violence when it is measured on a con-
tinuum, but only a few studies have compared the adult vi-
olent outcomes of groups defined on the basis of early
versus late antisocial onset. In addition, research is needed
to clarify why life-course-persistent offenders are more vi-
olent. Our theory implies that verbal cognitive deficits may
limit their options for handling conflict (a neuropsycholog-
ical explanation), that they may have learned in their family
that violence is an effective way to manage conflict (a so-
cial-cognition explanation), and that broken attachment
bonds lead to alienation from their potential victims (an at-
tachment explanation; Moffitt, 1994; Moffitt & Caspi,
1995). All of these explanations specify early childhood as
a critical period influencing adult violence. But which, if
any, of these explanatory processes are correct? Research
using designs that control for genetic transmission of a pre-
disposition to aggression in families has now documented
that experiences in the family do promote childhood-onset
aggression through processes that are environmentally me-
diated. Environmental effects on children’s aggression
have now been documented for exposure to parents’ domes-
tic violence (Jaffee, Moffitt, Caspi, Taylor, & Arseneault,
2002), being reared by an antisocial father (Jaffee, Moffitt,
Caspi, & Taylor, 2003), being reared by a depressed mother
(Kim-Cohen, Moffitt, Taylor, Pawlby, & Caspi, 2005),
being a recipient of maternal hostility (Caspi et al., 2004),
and being a victim of child maltreatment (Jaffee, Caspi,
Moffitt, & Taylor, 2004). These studies controlled for fa-
milial liability to psychopathology, suggesting that the risk
factors influence children through environmental experi-
ence. This information gives fresh impetus for research to
uncover how these experiences are mediated via the child’s
thoughts and emotions to produce persistent aggression.
Research is needed on mediating developmental processes,
because findings will point to targets for intervention.
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THE HYPOTHESIS THAT CHILDHOOD-
ONSET ANTISOCIAL BEHAVIOR WILL
PERSIST INTO MIDDLE ADULTHOOD,
WHEREAS ADOLESCENT-ONSET
ANTISOCIAL BEHAVIOR WILL DESIST IN
YOUNG ADULTHOOD

Inherent in the name “life-course-persistent” is the asser-
tion that the antisocial activities of these individuals will
persist across the life course. Though the rest of the popu-
lation may decrease its antisocial participation as it ages,
the life-course-persistent individuals should remain at the
top of the heap on antisocial behaviors. Thus, the taxonomy
accepts that antisocial participation declines markedly in
midlife; nonetheless, it expects rank-order stability, partic-
ularly on age-relevant measures of antisocial activity. To
test the differential desistance prediction, it is necessary to
follow a cohort’s antisocial behavior from childhood to
adulthood, but only a few studies have done this.

We followed up the Dunedin cohort at age 26 (Moffitt,
Caspi, et al., 2002) to test hypotheses critical to this part of
the theory: Childhood-onset antisocial behavior, but not
adolescent-onset antisocial behavior, should be associated
in adulthood with antisocial personality and continued se-
rious antisocial behavior that expands into maladjustment
in work life and victimization of partners and children
(Moffitt, 1993, p. 695). Followed to age 26, the adolescent-
onset delinquents at 26 were still engaging in elevated lev-
els of property offending and they had financial problems,
but they did not show a pattern of serious offending. Inter-
estingly, the adolescent-onset delinquents self-reported
problems with mental health and substance dependence,
but these difficulties were not corroborated by informants
who knew them well. Consistent with the taxonomy’s pre-
dictions, the childhood-onset delinquents at age 26 were
the most elevated on psychopathic personality traits, men-
tal health problems, substance dependence, numbers of
children sired, financial problems, work problems, domes-
tic abuse of women and children, and drug-related and vio-
lent crimes.

In a study of 4,000 CYA inmates followed into their 30s,
significantly more early starters than later starters contin-
ued offending past age 21, past age 25, and past age 31.
Moreover, early onset and low cognitive ability signifi-
cantly predicted which inmates continued to offend past
age 31 (Ge, Donnellan, & Wenk, 2001). A different study
of CYA offenders looked in depth at predictors of criminal
career duration among 377 parolees released on average at
age 24 and followed for 12 years (Piquero, Brame, &
Lynam, 2004). This study found that criminal career dura-

tion was predicted by low tested cognitive abilities and by
the interaction between childhood poverty status and cog-
nitive ability. Similarly, a large Swedish study reported
less crime in adulthood among offenders who possessed
positive personal characteristics resembling the character-
istics of Dunedin adolescence-limited offenders (Stattin,
Romelsjo, & Stenbacka, 1997).

These findings were obtained using groups of adoles-
cence-limited and life-course-persistent males defined by
applying commonsense clinical cutoffs (e.g., Moffitt et al.,
1996). However, in the past decade, new analytic methods
have become available for ascertaining whether distinctive
trajectories exist within a population of individuals whose
behavior has been measured repeatedly during develop-
ment (Nagin, 1999; Nagin & Tremblay, 2001a; Roeder
et al., 1996). These new semiparametric methods offer sev-
eral advantages over the clinical cutoffs approach. First,
the methods are agnostic with respect to taxonomic theo-
ries, and thus results are relatively free from investigator
bias. Second, the methods can search a longitudinal data
set to ask whether there is indeed more than one develop-
mental trajectory in it, as a taxonomy implies. Third, they
can ascertain the relative goodness of fit of competing
models having 1, 2, 3, 4, or more trajectories to ascertain
whether the taxonomic theory has specified the right num-
ber of developmental subtypes in the population. Fourth,
they generate output from the best-fitting model that re-
veals whether its trajectories rise and fall at ages specified
by the theory. Fifth, they generate output about which
study participants belong to which trajectory, making it
possible to ascertain whether each trajectory group approx-
imates its population prevalence as specified by the theory.
It is important to keep in mind that what researchers put
into the method determines what they can get out, and
therefore testing the taxonomy of life-course-persistent
and adolescence-limited antisocial behavior calls for repre-
sentative samples, repeated measures taken at informative
ages from childhood to adulthood, and measures of anti-
social behavior that capture its heterotypic continuity
across developmental periods. In these respects, the
Dunedin data set, although not perfect, was pretty good
fodder for the semiparametric method.

We applied this method to counts of Conduct Disorder
symptoms assessed (via self-, mother-, and teacher-reports)
for 525 male study members at ages 7, 9, 11, 13, 15, 18, 21,
and 26 years. Conduct Disorder symptoms are fighting,
bullying, lying, stealing, cruelty to people or animals, van-
dalism, and disobeying rules; three such symptoms earn
a formal diagnosis. The model that best fit the Dunedin
data detected the following groups (see Figure 15.1). A
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life-course-persistent group, 7% of the cohort, had a fairly
stable high trajectory, exhibiting between 4 and 7 antisocial
symptoms at every age from 7 to 26 years. This group had
more symptoms than any of the other groups at every age. A
group whose trajectory resembled an adolescence-limited
pattern began with 2 symptoms at age 7 but increased to a
peak of 4.5 symptoms at age 18, and then decreased on a
slight downward trajectory to 3.5 symptoms at age 26. A re-
covery group, 21% of the cohort (similar to the childhood-
limited or low-level chronic groups described in an earlier
section of this chapter), began with 6 symptoms at age 7 but
decreased steadily with age and had only 1 symptom by ages
21 and 26. An abstainer group, 11%, had less than 1 symp-
tom on average at every age. Two further trajectory groups
were identified. The first of these took an adolescence-
limited shape, but at a low level, and the second took a re-
covery shape, but also at a low level. For illustrative pur-
poses, in Figure 15.1 these two groups were collapsed into a
consistently low group, 47% of the cohort, which had 1 to 2
symptoms on average at each age. Thus, the best-fitting
model bore a not unreasonable resemblance to the taxonomy.
Differential outcomes for the trajectory groups mirrored
the outcomes for the clinically defined Dunedin groups
(Moffitt, Caspi, et al., 2002). Males on the adolescence-
limited trajectory were still engaging in property offending
and substance abuse but not serious offending at age 26.
Males on the life-course-persistent trajectory were the most
elevated at age 26 on mental health problems and substance
dependence, numbers of children sired, financial and work
problems, domestic abuse of women and children, and drug-
related and violent crimes.

Other cohort studies have applied trajectory analysis to
repeated measures of antisocial behavior from childhood to
adulthood. A British longitudinal study followed official
crime records for a 1950s birth cohort of 400 men to age 32
and detected chronic and adolescence-limited trajectories
that showed the expected differential desistance (Nagin
et al., 1995). Unexpectedly, offenders defined as adoles-
cence-limited had desisted from criminal offending ac-
cording to their official police records, but according to
their self-reports they continued into their 30s to drink
heavily and get into fights. The South Holland epidemio-
logical study followed 2,000 Dutch children from age 4 to
30 years (Bongers, Koot, van der Ende, Donker, & Ver-
hulst, in press). This study reported two trajectories of
young people with high levels of externalizing problems, as
assessed by the CBCL (Achenbach, 1985). One trajectory
was normative and distinguished by increasing truancy and
alcohol and drug use, but did not markedly increase the risk
of adult offending. The other trajectory was characterized

by increasing oppositional behavior and hot temper and was
associated with elevated risk of serious and violent adult
offending. Low trajectories were also detected.

The Rutgers Health and Human Development Project
followed its longitudinal sample into adulthood and re-
ported a test of the taxonomy using nonparametric mixture
modeling to detect trajectory groups (H. R. White, Bates,
& Buyske, 2001). However, White et al.’s figure 1, show-
ing delinquency trajectories for the resulting groups, sug-
gests that the group labeled “persistent” in this study was
in reality adolescence-limited, because this group’s trajec-
tory showed very low levels of offending at ages 12 and 28
but a very pronounced adolescent offending peak at age
18. This sample may not have contained life-course-persis-
tent members, because it was recruited via random tele-
phone dialing with an initial 17% rate of refusal to the
phone call and afterward a 52% completion rate for enroll-
ment in data collection. Families with life-course-persis-
tent risk characteristics are known to be difficult to
engage as research participants (Farrington, Gallagher,
Morley, St. Ledger, & West, 1990), and therefore they
were probably among those who did not take part in the
Rutgers study. Given the strong possibility that groups
were mislabeled in this study, it is unclear what to make of
it vis-à-vis the taxonomy.

The Oregon Youth Study applied trajectory analysis to
200 males followed from age 12 to 24 (Wiesner & Capaldi,
2003). In addition to the abstainer trajectory and the de-
creasing trajectory discussed in earlier sections of this
chapter, the analysis also yielded a group whose antisocial
behavior was chronically at the cohort’s highest level ( life-
course-persistent?) and a group whose antisocial behavior
increased somewhat from age 12 to a peak at 19, and then
decreased from age 20 to 24 (adolescence-limited?). It is
not clear that Wiesner and Capaldi would agree with our
characterization of their groups; indeed, they used differ-
ent labels for them. In any case, although these two groups
seemed fairly similar in late adolescence, they diverged at
the study’s age 23 to 26 outcome point, with the chronic
group showing much higher levels of alcohol use, drug use,
and depression symptoms, as well as more adult antisocial
behavior (Wiesner, Kim, & Capaldi, in press).

One clear shortcoming of the available longitudinal data
that have been used to test for the presence of life-course-
persistent versus adolescence-limited subtypes is that the
data are “right-hand censored”; in other words, study par-
ticipants have generally been followed only until their 20s
or 30s. What is needed is a cohort that represents the gen-
eral population and that has been followed through the age
period of risk for most criminal offending, up to midlife.
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Such a cohort does not yet exist. However, in the absence of
the ideal representative cohort, there is one important study
that warrants our focus. Sampson and Laub (2003) reported
a follow-up of half of the Gluecks’ sample, those who were
adolescent inmates in Massachusetts in the 1940s. The au-
thors constructed a unique database of official criminal
records for almost 500 men, covering the period from age 7
years to the end of each offender’s life, up to age 70 years.
The study was noteworthy for collecting nationwide FBI
records and for attending to artifacts in crime records aris-
ing from periods of incarceration or the offender’s prema-
ture death. The authors’ analyses were motivated by their
skepticism about the idea of prospectively predicting a
group of offenders who will account for a disproportionate
amount of society’s serious crime. Sampson and Laub re-
ported two findings from the study that they believed chal-
lenge this idea. First, they found that almost all of the men
in the Gluecks’ sample desisted from criminal offending
sooner or later. Second, they found heterogeneity in adult-
hood crime career patterns within the sample of adolescent
inmates, and they found that this heterogeneity was not ex-
plained by measures of childhood risk. Because the Samp-
son and Laub publication was represented as a challenge to
the life-course-persistent taxonomy, we must take a closer
look at whether or not these two findings discredit the tax-
onomy. In so doing, it is useful to consider the nature of the
sample studied by Sampson and Laub. According to the tax-
onomy, virtually all of the men studied would have been re-
garded as candidates for the life-course-persistent subtype.
They had been incarcerated as young adolescents in reform
schools, a status reserved at that time for a very small frac-
tion of a state’s youth, those having established already by
adolescence the most serious, persistent records of de-
viance that could not be controlled by parents or schools. It
is well documented that as a group, the boys had back-
grounds of marked family adversity, social disadvantage,
and childhood antisocial conduct. Sampson and Laub note
details about the sample that fit the life-course-persistent
pattern, such as low mean IQ and mean first arrest at 11.9
years. Thus, this sample born in 1924 to 1932 probably
comprised, relative to the much larger population of Boston
males their age, a small subgroup who had started on the
life-course-persistent pathway.

Sampson and Laub’s (2003, p. 577) first finding was
that the men in the Gluecks’ sample desisted from criminal
offending sooner or later: “Aging out of crime appears to
reflect a general process.” Unfortunately, Sampson and
Laub misrepresented the taxonomy’s prediction; they set
up a straw prediction to test that life-course-persistent of-
fenders should carry on committing crimes at the same

high rate from adolescence through old age and to their
death. Clearly, this was never implied by the taxonomy, be-
cause it acknowledged the populationwide process of aging
out of crime and explained that the term life-course-persis-
tent antisocial behavior did not require crime in old age, but
referred to the persistence of antisocial personality charac-
teristics or antisocial behaviors within the family (Moffitt,
1993, p. 680). The taxonomy’s actual prediction was that
delinquents like the Gluecks’ would continue offending
well beyond the age when most young men in their cohort
population desisted. The study followed only reform school
boys, and thus it could not provide comparative data on
crime careers for Boston men born 1924 to 1932, but it is
known that desistance from delinquency in young adult-
hood was the norm for this cohort, which came of age in the
postwar era of near full employment. In contrast to that
norm, 84% of the study men were arrested between ages 17
and 24, 44% were arrested in their 40s, 23% were arrested
in their 50s, and 12% were arrested in their 60s. The re-
form school sample’s mean crime career length was 25.6
years. It seems reasonable to believe that such remarkable
statistics do not also describe the rest of the male popula-
tion of Boston. Thus, the study’s results seem reasonably
consistent with the taxonomy’s prediction that boys who
begin life on the life-course-persistent pathway will have
unusually extended offending careers, thereby accounting
for more than their share of the crime rate.

Sampson and Laub’s (2003) second finding was of het-
erogeneity in adulthood crime career patterns within the
Gluecks’ sample. Again, the alternative hypothesis seems
to be a straw man. The alternative would be that males who
spent their youth and early adulthood on the life-course-
persistent pathway can show no variation in subsequent of-
fending during midlife and aging over a span of many
years. Such uniformity is implausible, and the taxonomic
theory did not make such a prediction. Within the Gluecks’
sample, six trajectories emerged from a semiparametric
group-based modeling analysis. Thus, the men, all of whom
began on the life-course-persistent pathway, varied subse-
quently in their age at desistance from crime and in their
rate of offending up to the point of their desistance. Of par-
ticular importance, child and family characteristics did not
discriminate among these six trajectories. On the one hand,
this failure of discrimination is not surprising given that
the cohort members’ childhood backgrounds were almost
uniformly high-risk. On the other hand, this finding sug-
gests that to the extent that different crime careers emerge
during midlife within a group of life-course-persistent
men, concurrent life experiences must account for the di-
vergence. This would constitute an interesting extension to
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the taxonomic theory on a topic it did not originally ad-
dress: heterogeneity within life-course-persistent delin-
quents in the ways they age out of crime.

This study by Sampson and Laub (2003) was well exe-
cuted and well intentioned. The authors were concerned
about practitioners who have reified the life-course-persis-
tent idea, treating it as if it describes a group having hard
boundaries, made up of individual children who are easy to
identify in early childhood and who deserve radical inter-
ventions to avert their inevitable destiny as predatory crim-
inals. The authors’ concern is well placed, and their efforts
to dissuade such reification are laudable. To their credit,
the authors point out that “ the current bandwagon . . . is not
consistent with the logic of Moffitt’s actual argument”
(p. 576). Nonetheless, to make their points, the authors in-
advertently had to misrepresent the original taxonomy as
having made predictions that it did not make. Here we set
the record straight. Life-course-persistent delinquents do
not have to be arrested for illegal crimes steadily up to age
70, but they do have to maintain a constellation of anti-
social attitudes, values, and proclivities that affect their
behavior toward others. Life-course-persistent delinquents
do not have to live exactly the same crime trajectory as they
age out of crime; it is interesting to learn how their lives
diverge. Laub and Sampson (2003) are leading the way in
researching these questions using qualitative as well as
quantitative methods.

What Research Is Needed?

Overall, our theory’s prediction that childhood-onset anti-
social behavior persists longer into adulthood than adoles-
cent-onset delinquency seems to be on fairly solid
empirical footing. It has been known for decades that early
onset of offending predicts a longer duration of crime ca-
reer, and this association was recently affirmed by two
careful reviews (Gendreau, Little, & Goggin, 1996; Krohn,
Thornberry, Rivera, & LeBlanc, 2001). Nonetheless, the
adolescence-limited groups in the Dunedin cohort and
other cohorts continued to experience some adjustment
problems as adults, and we need research to understand
what accounts for this. The original taxonomy put forward
the hypothesis that we should expect some adolescence-
limited delinquents to recover to good adult adjustment
later than others, and that this age variation might be ex-
plained by snares such as a conviction record that harms
job prospects (Moffitt, 1993, p. 691). The idea is that en-
gaging in even limited delinquency as a young person can
diminish the probability of subsequent good outcomes, par-

ticularly if one is caught and sanctioned. Also important is
the information emerging from the work of Laub and
Sampson (2003) pointing to marked heterogeneity within
the life-course-persistent group in middle and late life,
suggesting that research into midlife turning-point experi-
ences is needed. Overall, longitudinal studies are needed
that follow the life-course-persistent, low-level chronic,
abstainer, and adolescence-limited groups to reveal the
very long-term implications of their experiences in the
first 2 decades of life.

GENDER: THE HYPOTHESIS THAT MOST
FEMALE ANTISOCIAL BEHAVIOR IS THE
ADOLESCENCE-LIMITED TYPE

The original statement of the taxonomy asserted that the
theory describes the behavior of females as well as it de-
scribes the behavior of males. The full text of the theory
that included predictions about females was published as a
book chapter that is not widely available (Moffitt, 1994).
Therefore, we quote the original statement, written in
January 1991:

The crime rate for females is lower than for males. In this de-
velopmental taxonomy, much of the gender difference in
crime is attributed to sex differences in the risk factors for
life-course persistent antisocial behavior. Little girls are less
likely than little boys to encounter all of the putative initial
links in the causal chain for life-course persistent antisocial
development. Research has shown that girls have lower rates
than boys of symptoms of nervous system dysfunction, diffi-
cult temperament, late verbal and motor milestones, hyperac-
tivity, learning disabilities, reading failure, and childhood
conduct problems. . . . Most girls lack the personal diathesis
elements of the evocative, reactive, and proactive person/en-
vironment interactions that initiate and maintain life-course
persistent antisocial behavior.

Adolescence-limited delinquency, on the other hand, is
open to girls as well as to boys. According to the theory
advanced here, girls, like boys, should begin delinquency
soon after puberty, to the extent that they (1) have access to
antisocial models, and (2) perceive the consequences of
delinquency as reinforcing. . . . However, exclusion from
gender-segregated male antisocial groups may cut off op-
portunities for girls to learn delinquent behaviors. . . . Girls
are physically more vulnerable than boys to risk of personal
victimization (e.g., pregnancy, or injury from dating vio-
lence) if they affiliate with life-course persistent antisocial
males. Thus, lack of access to antisocial models and percep-
tions of serious personal risk may dampen the vigor of girls’
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delinquent involvement somewhat. Nonetheless, girls should
engage in adolescence-limited delinquency in significant
numbers. (pp. 39–40)

The original theory thus proposed that (1) fewer females
than males would become delinquent (and conduct disor-
dered) overall and that (2) among delinquents, the percent-
age who are life-course-persistent would be larger for
males than females. Following from this, (3) the majority
of delinquent females will be of the adolescence-limited
type, and (4) their delinquency will have the same causes
as adolescence-limited males’ delinquency.

These predictions were borne out in the Dunedin cohort
(Moffitt & Caspi, 2001; Moffitt et al., 2001). As predicted,
the male�female difference was very large for the life-
course-persistent form of antisocial behavior (10�1) but
negligible for the adolescence-limited form (1.5�1). Child-
hood-onset females had high-risk neurodevelopmental and
family backgrounds, but adolescent-onset females did not,
which documented that females and males on the same tra-
jectories share the same risk factors. We have described the
elements of the adolescence-limited causal pathway among
Dunedin females, showing that each girl’s delinquency
onset is linked to the timing of her own puberty (Moffitt
et al., 2001), that delinquent peers are a necessary condi-
tion for onset of delinquency among adolescent girls (Caspi
et al., 1993; Caspi & Moffitt, 1991), and that an intimate
relationship with an offender promotes girls’ antisocial be-
haviors (Moffitt et al., 2001).

Few empirical tests of this taxonomy have compared
how females and males fit the two developmental trajecto-
ries, but it appears that our findings about Dunedin females
are broadly consistent with these previous studies. Fergus-
son and colleagues (2000, 2002), studying the Christchurch
sample (n = 1,000), found that a single model described
male and female trajectories of antisocial behavior, and the
male to female ratio was 4�1 for early-onset, versus only
2�1 for late-onset subjects. Kratzer and Hodgins (1999),
studying a Swedish cohort (n = 13,000), found similar
childhood risk factors for males and females in the life-
course-persistent group, and the male to female ratio was
15�1 for early-onset, versus only 4�1 for late-onset sub-
jects. Mazerolle et al. (2000), studying a Philadelphia co-
hort (n = 3,655), reported that early onset signaled
persistent and diverse offending for males and females
alike. A longitudinal study of 820 girls analyzed with a
semiparametric mixture model found a stable, highly anti-
social group, but this group contained only 1.4% of the
girls (Cote, Zoccolillo, Tremblay, Nagin, & Vitaro, 2001).

All studies concur that females are seldom childhood-
onset- or life-course-persistent-type (the exception is
Aguilar et al., 2000, whose early-onset group had as many
girls as boys).

The application of our developmental taxonomy to fe-
males was questioned by Silverthorn and Frick (1999), who
put forward a contrasting, female-specific theory. They
suggested that despite the fact that girls’ onset of antisocial
behavior is delayed until adolescence, this adolescent-onset
pathway in girls is not analogous to the adolescence-limited
pathway in boys. Instead, this theory argued, all delinquent
girls have the same high-risk causal backgrounds as life-
course-persistent males. To evaluate this alternative
hypothesis, we conducted analyses in the Dunedin study
(Moffitt et al., 1996) using self-reports, mothers’ reports,
and teachers’ reports of antisocial behavior to define
girls on the adolescence-limited and life-course-persistent
paths. This study resulted in two findings: First, the vast
majority of female delinquents fit the adolescence-limited,
late-starter pattern; second, the childhood backgrounds of
these females who exhibited adolescent-onset antisocial
behavior were like the backgrounds of adolescence-limited
delinquent boys, normative and not pathological. The pro-
posal from Silverthorne and Frick has also been tested in
the African American Philadelphia cohort of the National
Collaborative Perinatal Project (N. A. White & Piquero, in
press), using official crime records to define adolescence-
limited and life-course-persistent offenders. This study,
too, reported that most female offenders followed the ado-
lescence-limited pattern, and that female and male adoles-
cence-limited offenders scored similarly, and better than
life-course-persistent offenders, on measures of family and
individual risk such as childhood cognitive ability. Similar
conclusions were reached in the Patterns of Care Study of
300 children receiving services for Conduct Disorder (Mc-
Cabe, Rodgers, Yeh, & Hough, 2004). Because the African
American cohort and the Patterns of Care sample were se-
lected for high-risk status, childhood-onset girls were
found at higher prevalence than in the Dunedin cohort,
which represents the general population.

These accumulating findings suggest that the two theo-
ries of the origins of life-course-persistent and adoles-
cence-limited offending describe the developmental course
of antisocial behavior across the sexes and irrespective of
sex. Because few females have the risk factors for life-
course-persistent development, this theory explains the
wide sex difference in serious, persistent antisocial behav-
ior. Because the risk factors for adolescence-limited of-
fending are equal-opportunity, this theory explains the sex
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similarity for nonserious, transient delinquency during the
teenage years (Moffitt et al., 2001).

What Research Is Needed?

The dearth of gender comparisons originates from a prag-
matic circumstance. An ideal test of this theory requires
a large representative (nonclinical, nonadjudicated) sam-
ple followed longitudinally from childhood to adulthood
with repeated measures of antisocial behavior. To date,
few such studies have included females. It would be use-
ful to have a large sample including both life-course-per-
sistent and adolescence-limited girls in sufficient
numbers to test all components of our theory. The new
longitudinal study of Pittsburgh girls may help in this re-
gard (Hipwell et al., 2002).

RACE: THE HYPOTHESIS THAT BOTH
LIFE-COURSE-PERSISTENT AND
ADOLESCENCE-LIMITED DEVELOPMENTAL
PROCESSES ARE EXACERBATED BY
SOCIETAL RACE PREJUDICE

The original statement of the taxonomy asserted that the
theory applies to ethnic minority populations as well as to
Whites. The discussion of race was published in a book that
is not easy to obtain (Moffitt, 1994). Therefore, we para-
phrase the original statement:

In the United States, the crime rate for black Americans is
higher than the crime rate for whites. The race difference
may be accounted for by a relatively higher prevalence of
both life-course persistent and adolescence-limited subtypes
among contemporary African Americans. Life-course persis-
tent antisocials might be anticipated at elevated rates among
black Americans because the putative root causes of this type
are elevated by institutionalised prejudice and by poverty.
Among poor black families, prenatal care is less available, in-
fant nutrition is poorer, and the incidence of exposure to toxic
and infectious agents is greater, placing infants at risk for the
nervous system problems that research has shown to interfere
with prosocial child development. To the extent that family
bonds have been loosened and poor black parents are under
stress . . . and to the extent that poor black children attend
disadvantaged schools . . . for poor black children the snow-
ball of cumulative continuity may begin rolling earlier, and it
may roll faster downhill. In addition, adolescence-limited
crime is probably elevated among black youths as compared
to white youths in contemporary America. If racially segre-
gated communities provide greater exposure to life-course
persistent role models, then circumstances are ripe for black

teens with no prior behavior problems to mimic delinquent
ways in a search for status and respect. Moreover, black
young people spend more years in the maturity gap, on aver-
age, than whites because ascendancy to valued adult roles and
privileges comes later, if at all. Legitimate desirable jobs are
closed to many young black men; they do not often shift from
having “little to lose” to having a “stake in conformity”
overnight by leaving schooling and entering a good job. In-
deed, the biological maturity gap is perhaps best seen as an
instigator of adolescent-onset delinquency for black youths,
with an economic maturity gap maintaining offending into
adulthood. (p. 39)

Thus, the taxonomy expected that both life-course-per-
sistent and adolescence-limited causal processes should
work the same way in African American and White Ameri-
can groups, but any excess of offending among poor
African American youth could be attributed to an excess of
the risk factors for both delinquent subtypes. Our research
with the Pittsburgh Youth Survey has documented that
childhood risk factors associated with life-course-persis-
tent offending ( low IQ and impulsive undercontrol) are re-
lated to early-onset, frequent delinquent offending and
physical aggression among Black and White males alike
(Caspi et al., 1994; Lynam et al., 2000; Lynam, Moffitt, &
Stouthamer-Loeber, 1993). However, these studies have not
specifically divided Pittsburgh delinquents into childhood-
versus adolescent-onset comparison groups (because the
cohort of the Pittsburgh study having IQ and personality
data was not followed beyond age 13).

We know of only a few studies that have directly com-
pared life-course-persistent versus adolescence-limited of-
fender patterns across races, and they seem to offer
opposing findings. Donnellan et al. (2000) designated the
taxonomy groups in 2,000 young adult CYA inmates. On a
comprehensive set of measures of cognitive ability, life-
course-persistent offenders scored below adolescence-lim-
ited offenders. However, this predicted finding of
differential cognitive risk applied to adjudicated Whites
and Hispanics but not to adjudicated African Americans.
The opposite pattern of race differences emerged from a
different study of 377 CYA offenders released on average
at age 24 and followed for 12 years (Piquero et al., 2004).
This study found that African American parolees had
worse childhood poverty and lower cognitive test scores
than White parolees, the interaction between poverty and
low cognitive ability predicted longer criminal career dura-
tion, and this prediction was stronger among African
American than White parolees.

A study of the Baltimore sample of the National Collab-
orative Perinatal Project was able to test for race differ-
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ences in the etiological process hypothesized to underlie
life-course-persistent antisocial behavior (Piquero, Mof-
fitt, & Lawton, in press). Results showed that several vari-
ables helped to explain differences between Whites and
Blacks in the level of chronic offending. However, although
Black participants had higher mean levels of risk factors
than Whites, the developmental processes predicting
chronic offending were the same across groups defined by
race. Specifically, low birthweight in combination with ad-
verse familial environments predicted chronic offending
from adolescence to age 33 among Whites and African
Americans alike, although the effect size reached statisti-
cal significance among only African Americans, a pattern
opposite that reported by Donnellan et al. (2000). Most, but
not all, of these studies of African American cohorts fit our
theory’s notion that causal developmental processes are the
same across racial groups, but that African Americans end
up with higher levels of crime because they begin the
processes with higher levels of risk factors.

One further set of studies is relevant. A study of the
Philadelphia sample of the National Collaborative Perina-
tal Project, which includes only African American fami-
lies, showed that childhood measures of school discipline
problems and low tested IQ predicted a more serious of-
fending career (Piquero & Chung, 2001). In this same
Philadelphia African American cohort, low scores on an
achievement test of cognitive ability predicted early onset
and subsequent persistence of offending (McGloin & Pratt,
2003), and neuropsychological test scores at ages 7 to 8
years and 13 to 14 years predicted patterns of life-course-
persistent offending to age 39 (Piquero & White, 2003). In
the Providence sample of the National Collaborative Peri-
natal Project, Piquero and Buka (2002) found the expected
higher prevalence of offenders among African Americans
compared to Whites. However, crime career patterns such
as the concentration of crimes in a few offenders and the
significant prediction of adult crime from chronic juvenile
delinquency, applied equally well to both races. It has been
shown that earlier onset of delinquent offending among
African American males predicts a more serious crime ca-
reer (Piquero & Chung, 2001) and a longer duration of
crime career (Piquero et al., 2004), which suggests that the
life-course-persistent pattern applies to Black samples as
well as White samples.

What Research Is Needed?

The theory asserted that life-course-persistent and adoles-
cence-limited processes should apply to both Whites and
ethnic minorities (neurodevelopmental and family risks

should predict the earlier onset, greater seriousness, and
longer duration of antisocial behavior across racial groups,
and the maturity gap and peer influences should predict
late onset across racial groups). Together, these causal
processes should be able to account for the elevated preva-
lence of delinquency among ethnic minorities because mi-
nority group members experience higher levels of both sets
of risk factors. Rowe, Vazsonyi, and Flannery (1994) pro-
vide an explanation of how to test this.

Most of the studies of African Americans cited here
used cohorts defined in the period between 1955 and 1980.
Of course, only cohorts defined some time ago can yield in-
formation about the duration and seriousness of crime ca-
reers followed into the 3rd decade of life, but research on
more contemporary cohorts is also needed.

There is one caveat: If the maturity gap lasts longer for
African American young men than for Whites, this would
make it difficult to distinguish the life-course-persistent
from adolescence-limited groups in Black samples on the
basis of chronic offending into adulthood. Therefore, re-
searchers examining contemporary cohorts of ethnic mi-
norities should operationalize the life-course-persistent
and adolescence-limited groups using other distinguishing
features, such as early childhood onset of conduct problems,
antisocial personality traits, or recidivistic youth violence.

RESEARCH NEEDED ON OTHER HYPOTHESES

Before 1993, virtually no research compared delinquent
subtypes defined on a developmental basis, but now this re-
search strategy has become almost commonplace. Many re-
search teams have assessed representative samples with
prospective measures of antisocial behavior from child-
hood to adulthood, and this has enabled comparisons based
on age of onset and persistence. Now that the requisite
databases are available, other hypotheses derived from the
original taxonomic theory need to be tested.

First, we suggested that childhood measures of anti-
social behavior in longitudinal studies should be more
highly correlated with adult measures than with adolescent
measures of antisocial behavior (Moffitt, 1993, p. 695).
This hypothesis derived from the taxonomy’s assertion that
the people participating in antisocial behavior in childhood
and adulthood are the same people, but they are joined in
adolescence by other people whose reasons for participa-
tion are different. If childhood measures did correlate with
adult measures better than with adolescent measures, it
would be a surprising violation of the so-called longitudi-
nal law that measures taken closer together in time are
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more strongly correlated than measures taken further apart
in time. In the Dunedin study, we asked how closely age-3
undercontrolled temperament was associated with later
antisocial diagnostic outcomes (controlling for sex). Age-3
undercontrol was a significant predictor of adult diagnoses
2 decades later: OR = 3.1 (CI = 1.3 −7.5) for age-26 Anti-
social Personality Disorder and OR = 4.1 (CI: 2.0 to 8.4)
for age-21 Conduct Disorder. However, the associations be-
tween age-3 temperament and adolescent diagnoses were
not significant: OR = 1.7 (CI = 0.9 to 3.4) for age 15 Con-
duct Disorder and OR = 1.8 (CI = 0.9 to 3.8) for age 18
Conduct Disorder. The South Holland epidemiological
study reported a similar finding: Antisocial behaviors as-
sessed at ages 6 to 11 years predicted antisocial behaviors
at ages 12 to 17 years only weakly (OR = 2.5), but pre-
dicted antisocial behavior at ages 20 to 25 years strongly
(OR = 6.7; Donker, Smeenk, van der Laan, & Verhulst,
2003). More such tests of the hypothesis that childhood
antisocial behavior predicts adult outcome better than ado-
lescent outcome are needed.

Second, we speculated that adolescence-limited offend-
ers must rely on peer support for crime, but life-course-
persistent offenders should be willing to offend alone
(although in adolescence, they serve as magnets for less ex-
pert offenders; Moffitt, 1993, p. 688). To our knowledge,
this hypothesis has not been systematically examined.

Third, we suggested that snares (such as a criminal
record, incarceration, addiction, and truncated education
without credentials) should explain variation in the age at
desistance from crime during the adult age period, particu-
larly among adolescence-limited offenders (Moffitt, 1993,
p. 691). One study reported that alcohol and cannabis de-
pendence can ensnare young people in an antisocial
lifestyle; most individuals’ personal curve of antisocial
participation from age 18 to 26 generally grows downward,
but a spell of substance dependence temporarily deflects
this curve upward (Hussong, Curran, Moffitt, Caspi, &
Carrig, 2004). More such tests of the hypothesis that snares
mediate continuing offending are needed.

Fourth, we asserted that the two groups would react dif-
ferently to turning-point opportunities: Life-course-persis-
tent offenders would selectively get undesirable partners
and jobs and would in turn expand their repertoire into do-
mestic abuse and workplace crime, whereas adolescence-
limited offenders would get good partners and jobs and
would in turn desist from crime (Moffitt, 1993, p. 695).
One study showed that the potential turning point of school
grade retention could prompt antisocial behavior among or-
dinary boys, but in contrast, retention had little effect on
boys who had been on a chronic life-course-persistent tra-

jectory since childhood; the authors speculated that the
chronic boys’ antisocial behavior was already so ingrained
that it was difficult to influence for good or for bad (Nagin,
Pagani, Tremblay, & Vitaro, 2003). More such tests of the
hypothesis that antisocial history moderates turning points
are needed.

Fifth, we put forward a new prediction here, that the
life-course-persistent antisocial individual will be at high
risk in midlife for poor physical health, cardiovascular dis-
ease, and early disease morbidity and mortality (Moffitt,
2001). We based this prediction on our observation that
life-course-persistent antisocial behavior is associated in
adolescence with factors that are known to predict disease
morbidity in midlife (Gallo & Matthews, 1999; McEwen,
2002; Repetti, Taylor, & Seeman, 2002). Such risk factors
include health risk behaviors (e.g., heavy smoking, unpro-
tected sex), high levels of stress (e.g., conflictual relation-
ships, family dissolution, financial insecurity), and
personality traits associated with physiological vulnerabil-
ity (e.g., hostility, stress-reactivity, alienation). Our pre-
liminary analyses of health indicators collected when the
Dunedin study members were 26 years old has revealed
that, compared to the adolescence-limited men, the life-
course-persistent antisocial men already had somewhat
lower high-density lipoprotein and significantly poorer
tested cardiorespiratory aerobic fitness (Moffitt et al.,
2005). Follow-up assessments of longitudinal studies of
antisocial development should measure more physical
health outcomes.

CONCLUSIONS

After 10 years of research, what can be stated with some
certainty is that the hypothesized life-course-persistent
antisocial individual exists, at least during the first 3
decades of life. Consensus about this group has emerged
from all studies that have applied trajectory-detection
analyses to a representative cohort sample having longitu-
dinal repeated measures of antisocial behavior. Tremblay
et al. (2004) detected a “high physical aggression” group
constituting 14% of Canadian children followed from age
17 to 42 months. Broidy et al. (2003) detected a “chronic
aggressive” group constituting 3% to 11% of children fol-
lowed from age 6 to 13 years in six different cohorts from
three countries. Maughan et al. (2001) detected a “stable
high aggressive” group constituting 12% of North Carolina
youth followed from ages 9 to 16 years. Brame et al. (2001)
detected a “high chronic aggressive” group constituting
3% of Canadian youth followed from ages 6 to 17 years.
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Raine et al. (2005) detected a “life-course persistent path”
group that constituted 13% of Pittsburgh youth followed
from ages 7 to 17 years. Fergusson et al. (2000) detected a
“chronic offender” group constituting 6% of Christchurch
youth followed from ages 12 to 18 years. Chung et al.
(2002) detected a “chronic offender” group constituting
7% of Seattle youth followed from ages 13 to 21 years.
Wiesner and Capaldi (2003) detected a “chronic high-
level” group constituting 16% of Oregon youth followed
from ages 12 to 24 years. Moffitt et al. (this chapter) de-
tected a “high-persistent” group that constituted 7% of
Dunedin young people followed from ages 7 to 26 years.
Nagin et al. (1995) detected a “high-level chronic” group
that constituted 12% of London males followed from ages
10 to 32 years. So far as we know, no research team that has
looked for a persistent antisocial group has failed to find it.

A number of other postulates from the taxonomy have
received modest or mixed empirical support, but overall
they appear to be supported:

• Life-course-persistent antisocial behavior emerges from
early neurodevelopmental and family adversity risk fac-
tors, but adolescence-limited delinquency does not.

• Genetic etiological processes contribute more to life-
course-persistent than adolescence-limited antisocial
development.

• Childhood-limited aggressive children, if followed to
adulthood, become low-level chronic criminal offenders
with personality disorders.

• Abstainers from delinquency are rare individuals who
become unpopular with teen peers.

• Life-course-persistent andadolescence-limiteddelinquents
develop different personality structures by adulthood.

• Life-course-persistent development is differentially asso-
ciated with serious offending and violence in adulthood.

• Life-course-persistent antisocial development is almost
exclusively male, whereas most female antisocial behav-
ior is of the adolescence-limited type.

Some findings have received beginning support, but
more research is needed:

• Adolescence-limited antisocial behavior is influenced
by the maturity gap between childhood and adulthood
and by social mimicry of antisocial role models.

• Childhood-onset antisocial behavior persists at least
into middle adulthood, whereas adolescent-onset anti-
social behavior desists in young adulthood.

Some predictions from the taxonomy have not been
tested sufficiently:

• Life-course-persistent antisocial individuals will be at
high risk in midlife for poor physical health, cardiovas-
cular disease, and early disease morbidity and mortality.

• Adolescence-limited offenders must rely on peer sup-
port for crime, but life-course-persistent offenders
should be willing to offend alone (although in adoles-
cence, they serve as magnets for less expert offenders).

• Snares (such as a criminal record, incarceration, addic-
tion, and truncated education without credentials)
should explain variation in the age at desistence from
crime during the adult age period, particularly among
adolescence-limited offenders.

• The two groups should react differently to turning-point
opportunities: Adolescence-limited offenders should get
good partners and jobs that help them to desist from
crime, whereas life-course-persistent offenders should
selectively get undesirable partners and jobs and in turn
expand their repertoire into domestic abuse and work-
place crime.

It is pleasing that the taxonomy has generated interest
and research. Some findings have been faithful to the hy-
potheses originally formulated. Other findings have
pointed to important revisions needed to improve the fit be-
tween the taxonomy and nature, and some findings raise se-
rious challenges to aspects of the taxonomy. All three kinds
of findings are much appreciated. Obviously, there is still a
lot of work to do.
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Accidents, suicides, and homicides account for more than
80% of deaths in adolescence, and of these, at least half of
the deaths involve drugs and alcohol (Soderstrom & Dear-
ing-Stuck, 1993). Two-thirds of adolescents in juvenile de-
tention facilities and nearly half of those in day and
residential state programs have problems with substance
abuse (Greenbaum, Prange, Friedman, & Silver, 1991),
suggesting that substance abuse is at least a central, if not a
primary, factor in problem behavior in adolescence. At the
same time, the use of illicit drugs, especially during early
adolescence, may interfere with normative cognitive, so-
cial, and emotional development, which in turn may place
youths at risk for school problems and problematic peer re-
lationships (Costello, Erkanli, & Federman, 1999; Kandel
et al., 1999; Rao et al., 1999; Stacy & Newcomb, 1999;
Wilens et al., 1999). Early illicit drug abuse has been
linked with problem behaviors such as early sexual activ-
ity, truancy, violence, and access to weapons (Amaro,

This work was supported by NIDA grants RO1-DA-06025 (LCM)
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Zuckerman, & Cabral, 1989; Brookoff, O’Brien, Cook,
Thompson, & Williams, 1997). These behaviors may lead
to sexually transmitted diseases and human immuno-
deficiency virus (HIV) infection, pregnancy, school fail-
ure, injury and accidents, homicides, and suicides (Hicks,
Bemis, Bemis, & Imai, 1993).

Recent data suggest that nearly half of adolescents have
tried an illicit drug at least once by the end of the 12th
grade and that over three-quarters have used alcohol (John-
ston, O’Malley, & Buchannan, 2001). Thus, adolescence is
a critical developmental period for initiation into licit and
illicit drug use and, for some individuals, the beginning of
their trajectory toward substance dependence and abuse.
Key questions are these: What factors predict those adoles-
cents who will shift from licit to illicit drug use? What pre-
dicts the transition from use to dependence and abuse?
What are the morbidities associated with both substance
use and abuse that also impact a young person’s develop-
mental trajectory at this critical developmental period?

In this chapter, we discuss the magnitude of the problem
of substance use and abuse in adolescence, risk factors for
initiating substance use, including comorbid conditions,
and similarly those factors that are either risky or protec-
tive for a trajectory to substance abuse. We also suggest
two complementary models for these trajectories, one that
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emphasizes the pathway to use and abuse and a second that
illustrates the factors leading to a transition from abuse to
dependence. We conclude with a summary of possible fu-
ture directions to elucidate further adolescent trajectories
to substance use and dependence.

MAGNITUDE OF THE PROBLEM

Since 1975, nationwide data have been systematically col-
lected about drug use among high school seniors (Johnston,
O’Malley, & Bachman, 2001). In 1991, the annual survey
was expanded to include data from 8th- and 10th graders. In
2002, more than 43,000 students in these grades in 394
schools nationwide were surveyed about lifetime, past year,
past month, and daily use of drugs, alcohol, cigarettes, and
smokeless tobacco. Over the 28 years that these data have
been systematically collected, there have been notable fluc-
tuations in the rates of use of licit and illicit drugs among
American teenagers. For example, in 1996, use of illicit
drugs among children 12 to 17 years of age had doubled from
those rates reported in 1992 and was at levels comparable to
those reported in the late 1970s and early 1980s, when mari-
juana use was reported to be as high as 1 in 2 high school stu-
dents. But beginning in 1997, rates of illicit drug use among
adolescents once again began to decline, and 2002 marked
the 6th year in a row that illicit drug use among 8th, 10th,
and 12th graders remained stable or decreased.

However, although rates of use of illicit drugs (i.e.,
heroin, cocaine, marijuana), alcohol, and tobacco are
presently declining among adolescents, the amount of use
continues to be significant. For example, in 2002 among
those students surveyed, 26.7% of high school seniors,
17.7% of 10th graders, and 10.7% of 8th graders reported
use of cigarettes or smokeless tobacco in the previous
month; 9.1% of seniors, 4.4% of 10th graders, and 2.1% of
8th graders admitted to at least a half pack of daily use in
that same period. Past month marijuana use among 12th,
10th, and 8th graders in 2002 was reported as 21.5%,
17.8%, and 8.3%, respectively. Nearly half of high school
seniors (48.6%) reported using alcohol in the past 30 days;
rates for 10th- and 8th graders were 35.4% and 19.6%,
respectively. When any illicit drug use was examined,
25.4% of seniors, 20.4% of 10th graders, and 10.4% of 8th
graders reported use at least once in the previous month.
Although these prevalence rates have decreased since
1997, each is still in the same order of magnitude in that 6-
year time period. Thus, illicit drug use, as well as alcohol
and tobacco use, remain prevalent health problems among
American adolescents. It has also been commonly reported

in studies of teenage substance abuse that specific sub-
stances are rarely used exclusively but that polydrug use is
quite common (Clayton & Ritter, 1985). In the more recent
phases of the Monitoring the Future Study, systematic data
were collected regarding adolescents’ perceptions of the
perceived risks of drug use and the availability of drugs.
For many illicit drugs, adolescents’ perceived risk of drug
use decreased between 2001 and 2003, suggesting that 8th-
to 12th graders are less cautious about illicit drug use.

Gender and ethnic differences among adolescent drug
users are also notable in the yearly survey data (Johnston,
O’Malley, & Bachman, 2003; Wallace et al., 2003). Over
the years covered by the survey, the gender gap in use of il-
licit drugs, alcohol, and/or tobacco has remained largely un-
changed. Males have higher rates of illicit drug use,
particularly higher rates of frequent use, and higher rates of
marijuana and alcohol use. However, girls are as likely as
boys to report being daily smokers. These gender differ-
ences tend to appear more as children get older. Ethnic dif-
ferences in drug use, for boys as well as girls, are much
wider than are gender differences. Contrary to popular as-
sumption, African American boys and girls tend to have
substantially lower rates of illicit and licit drug use than
Whites. Cigarette use is especially lower for African Amer-
icans. Native American teenagers are most likely to smoke
daily and African Americans least likely. Similar patterns
are found for heavy alcohol use (five or more drinks in a
row within the past 2 weeks) and for marijuana, though
African American boys are much more likely to use mari-
juana compared to African American girls. Hispanics have
rates of use that fall between White and African American
youths, though usually closer to the rates for Whites than
for Blacks. Hispanics do have the highest reported rates of
use for some drugs in 12th grade—crack, heroin with a nee-
dle, and ice—and their level of heroin, cocaine, metham-
phetamine, and steroid use is roughly equivalent to that of
Whites. But in 8th grade, Hispanics tend to use the most of
any class of drugs. One possible reason for this change in
Hispanic drug use between the 8th and 12th grade may be
because of the higher rates of school dropout of Hispanic
youth. Thus, more of those Hispanic adolescents who are
drug using or drug-prone leave school before the 12th grade
compared to White and African American children.

Differences in overall illicit drug use associated with
population density are not very large or consistent over the
years of the survey (Johnston et al., 2003). Drug use is a
widespread phenomenon among American youth from both
urban and rural settings. In surveys from recent years, the
use of a number of licit and illicit drugs has actually de-
clined in some urban areas relative to nonurban areas; in
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contrast to popular belief, crack cocaine and heroin use
among adolescents or adults is not concentrated in urban
areas. Similarly contrary to commonly held assumptions is
the finding that for many drugs, differences in use by
socioeconomic class are very small; in general, trends for
patterns of use have been similar across social classes.
Patterns of distribution and availability of drugs surely
influence differences by socioeconomic class. For example,
in the early 1980s, cocaine use was more prevalent among
higher socioeconomic classes, but with the appearance
of crack, a cheaper form of cocaine, that difference disap-
peared by the mid- to late 1980s. Cigarette smoking has
shown a similar homogenization across socioeconomic
classes as students from poorer families have stopped
smoking or not begun use in recent years with the increasing
overall negative publicity associated with tobacco use.
Nonetheless, even with these shifts, there still remains a
slightly greater use of tobacco among students from poorer,
less educated families.

Early use of some drugs may predict later involvement in
illicit drug use (Lynskey, Coffey, Degenhardt, Carlin, &
Patton, 2003; Wagner & Anthony, 2001; Wilcox, Wagner,
& Anthony, 2002). The so-called gateway theory of adoles-
cent drug use suggests that drugs such as tobacco and alco-
hol are entry-level drugs for later use of marijuana and
other illegal drugs such as cocaine and hallucinogens. Sim-
ilarly, marijuana is regarded by several as the gateway drug
for illicit drug use (Fergusson & Horwood, 2000; Yam-
aguchi & Kandel, 1984). Drugs such as tobacco, alcohol,
and marijuana may serve as gateways to other drug use be-
cause they provide opportunities for users to obtain other
drugs; perhaps some users actively seek out these opportu-
nities, whereas others are more passive recipients of drug
exposure opportunities (Wagner & Anthony, 2002).

Using annual survey data from the 1991 through 1994
National Household Survey on Drug Abuse, investigators
analyzed the responses of 26,015 individuals ages 12 to 18
regarding marijuana use and the responses of 44,624 indi-
viduals ages 12 to 25 who answered questions regarding co-
caine use (Wilcox et al., 2002). Alcohol and tobacco users
were more likely than nonusers to try marijuana when the
opportunity arose. About 75% of alcohol or tobacco users
reported an opportunity to try marijuana by age 18, and
more than 85% of them made the transition to marijuana
use. Conversely, only 25% of nonsmokers and nondrinkers
were given an opportunity to try marijuana by the same
age, and of these, fewer than 25% began smoking mari-
juana within 6 years after they were first given the oppor-
tunity. Overall, alcohol or tobacco users were 7 times more
likely to start using marijuana than individuals who had

used neither alcohol nor tobacco. Previous marijuana use
was also associated with the opportunity to try cocaine and
the likelihood of an adolescent’s starting to use cocaine
once given the opportunity. Among the youth who were
given the chance to try cocaine, those who were already
using marijuana were 15 times more likely to use cocaine
than those who did not use marijuana. About 50% of mari-
juana users tried cocaine within 2 years of their first op-
portunity to do so. However, among young people who
never used marijuana, fewer than 10% initiated cocaine
use. Although males are more likely than females to have
opportunities to use drugs at any age, both are equally
likely to make a transition into drug use once an opportu-
nity to try a drug has occurred.

Early drug use not only affords adolescents more expo-
sure to other drugs, but the early user is more likely to take
advantage of these opportunities to try other drugs. And
among those users, a proportion will go on to drug depend-
ence. For example, data from the National Comorbidity
Study conducted between 1990 and 1992 with detailed in-
terviews with more than 8,000 women and men ages 15 to
54 showed that first use of marijuana occurs on average at
age 18, and on average, 9% of users will become dependent
on the drug, most likely before age 25 (Anthony, Warner, &
Kessler, 1994). For cocaine, first use is most likely around
age 20, and progression to dependence is more rapid; the
peak incidence of transition to dependence occurs between
ages 23 and 25 for on average 21% of individuals who have
used cocaine at least once. Not only is early use of alcohol
or tobacco associated with more opportunities for trying
marijuana or cocaine, but early use of these drugs may set
in motion a pathway to early illicit drug dependence for a
significant proportion of adolescents and young adults (An-
thony et al., 1994). And once an adolescent develops a sub-
stance abuse problem, he or she is also very likely to suffer
other medical and mental health problems. Data from the
Drug Abuse Treatment Outcome Study for Adolescents, a
multisite longitudinal study of adolescents in residential,
outpatient, and inpatient treatment, reported that 64% of
the sample had at least one comorbid mental disorder, most
often Conduct Disorder. Adolescents who had accompany-
ing mental health problems also had more problems with
family, school, and criminal involvement (Grella, Hser,
Joshi, & Rounds-Bryant, 2001). Jainchill and colleagues
(Jainchill, De Leon, & Yagelka, 1997) report high rates of
psychiatric comorbid conditions in a sample of 829 adoles-
cents entering residential placements; more than 90% of
the sample had a psychiatric diagnosis other than their sub-
stance use disorder (primarily Conduct Disorder and Op-
positional Defiant Disorder).
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It is important to note one potential f law in the yearly
survey data from the National Institute on Drug Abuse
(NIDA) sponsored Monitoring the Future Study (Johnston,
O’Malley, & Bachman, 2001). This study is based solely on
students in middle and high school. Many severely sub-
stance abusing adolescents may already have dropped out
of high school sometime between the 8th and 12th grade, as
was suggested for the apparent decline in Hispanic drug
use by late high school. These more severely drug-using
adolescents are then not included in the survey data, with
the result that the problem is underestimated and preva-
lence estimates from the survey population data may not be
adequately reflective of more clinical populations that
present for treatment and/or other health or psychosocial
difficulties in their late teens and early 20s.

Despite this caveat, the survey data do describe several
important trends. These data, accumulated from many
years, suggest that licit and illicit drug use begins in early
adolescence for a significant number of children even
though the rates are apparently slowly declining. Children
are susceptible across socioeconomic class, gender, cities
and community size, and population density. Those who
begin early tend to continue, and the rate of beginning use
increases through high school. Those adolescents who are
already using licit drugs by the time they graduate high
school are more likely to continue their drug use, to begin
illicit drug use, and to become involved in other problem
behaviors. The factors explaining these trajectories are
multivariate and interactive. Key to understanding the de-
velopmental trajectory of substance use is identifying
which factors tip the balance between use and dependence,
with the attendant social, physical, and psychiatric comor-
bidity associated with drug addiction. We turn now to the
various risk factors that appear to increase an adolescent’s
likelihood of beginning and sustaining drug use and the
factors that contribute to the development of drug depend-
ence among a proportion of drug users.

RISK FACTORS

Risk factors are those conditions that are associated with a
greater likelihood of negative outcomes, such as substance
use and abuse. Recent perspectives conceptualize sub-
stance abuse as a developmental disorder with genetic,
neurobiological, and environmental determinants (Riggs &
Whitmore, 1999). Many factors contribute to the risk for
developing substance abuse or dependence. Newcomb
(1995, 1997) descriptively divides risk factors for sub-

stance abuse into four domains: cultural and societal, in-
terpersonal, psychobehavioral, and biogenetic. (In this
taxonomy, psychiatric comorbidity is included under psy-
chobehavioral risks.) In a more functional taxonomy, Pan-
dina (1996) suggests that risk factors for substance abuse
may be grouped into three categories: markers or surface
indicators, modifiers that either increase or decrease the
relative risks, and mediators or causal mechanisms. Cic-
chetti and Rogosch (1999) divide markers into those that
are fixed, such as gender or a perinatal event such as pre-
maturity, and those that are variable, such as the availabil-
ity of drugs or use among peers. However classified,
clearly, no one risk factor is causal and no one factor is
completely protective. Generally, the more risk factors one
has, the greater the risk of developing the disorder, or
more specifically, the greater the risk of substance abuse
and possibly dependence. And different combinations of
risk factors lead to different potentials for negative out-
comes based on the strength and nature of the individual
factors. Multiple individual and experiential conditions
combine to form multiple pathways or trajectories to sub-
stance use and abuse (Fergusson, 1998). At the same time,
some factors may cushion the impact of a risk factor and
may modify the severity of or prevent a negative outcome.
Indeed, a number of investigators have begun to study the
interaction between risk and protective factors on the tra-
jectory toward substance abuse (Newcomb, 1995; Pand-
ina, Johnson, & Labouvie, 1992).

Specific risk factors have greater impact at certain de-
velopmental stages compared to others (Newcomb, 1995).
For example, using Newcomb’s (1995, 1997) descriptive
categories, societal and cultural risk factors such as drug
availability and societal norms favorable to drug use have
an impact throughout all developmental stages, but inter-
personal factors, including parental care, family disrup-
tion, and peer relations, may be developmentally most
critical for children and adolescents. Biogenetic risk fac-
tors, including psychophysiological vulnerability to drug
effects, may be most critical in the transition from drug
use to drug dependence. We first discuss these risk factors
in these descriptive groupings and then provide a more
functional analysis of those that serve as fixed or variable
markers, those that appear most often to serve as modera-
tors, and those that may serve a mediating role.

Societal and Cultural Factors

Cultural and societal factors include living in a community
where one can procure drugs with ease and where laws and
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norms more readily permit or do not strongly discourage a
drug culture (Newcomb, 1995). For the United States, the
National Household Survey on Drug Abuse (P. B. Johnson
& Richter, 2002; U.S. Department of Health and Human
Services, 1999) reported that over 50% of teenagers be-
tween the ages of 12 and 17 believed marijuana to be easily
obtainable, and 35% had been offered the drug. When mar-
ijuana was easy to obtain, the percentage of White adoles-
cents who had used the drug within the past 12 months was
26%; however, only 2% used the drug when they found it
hard to obtain. Availability issues may also be impacted by
living in a poorly organized and highly dense neighborhood
in which there are more concentrated rates of criminal ac-
tivity and drugs are a central part of the neighborhood
economy. Although, as already cited, minority ethnic sta-
tus and poverty are not necessarily more often associated
with beginning substance use, these same factors moderate
individual adolescents’ trajectory toward dependence after
they have initiated use (Fergusson, 1998; Hawkins, Cata-
lano, & Miller, 1992; Riggs & Whitmore, 1999).

Interpersonal Factors

Interpersonal factors include those that describe parental
behavior with the child, parental psychopathology (which in
turn influences parental behavior), parental attitudes toward
substance abuse, family dynamics, and the presence of
abuse. For older children, peer relationships become as in-
fluential as parents and families in exposing children to op-
portunities for drug use. Among the parental factors
implicated to increase the risk of adolescent substance use
are how strongly parents believe drugs are harmful and how
much parents actively monitor their children and/or are in-
volved in their children’s activities (Chilcoat & Anthony,
1996; Duncan, Biglan, & Ary, 1998; J. L. Johnson & Leff,
1999; Molina, Chassin, & Curran, 1994). Parents who have
lower academic aspirations or, more generally, convey less
of a sense of optimism and a future for their children may
also increase the risk for their children’s entry into early
substance use and/or into less socially integrated peer
groups that are more likely to use drugs (Brook, Linkoff, &
Whiteman, 1980). Family abuse, including domestic vio-
lence, family disruption, negative communication patterns,
and lack of anger control, are also often reported as charac-
teristics of the families of substance-using adolescents and
young adults (Baumrind, 1983; Reilly, 1979). These latter
family characteristics appear to increase the risk of sub-
stance use in the child whether or not the parents are ac-
tively using drugs (Bennett & Kempfer, 1994).

How much parents attend to their younger children’s ac-
tivities, their friends, and specifically their opportunities
for substance use has a strong impact on preadolescents’
beginning drug use. Rates of illicit drug use such as cocaine
or marijuana are higher among middle school children who
report less parental concern and involvement in their lives
(Chilcoat & Anthony, 1996). Parental use of licit drugs
such as tobacco or alcohol models an acceptance of drug
use that increases the likelihood of young children trying
these drugs. Not only are their children more likely to try
tobacco or alcohol, but the impact of perceived parental ac-
ceptance increases the likelihood of continued use (Jack-
son, Henriksen, Dickinson, Messer, & Robertson, 1998).

A range of peer factors have been cited as putting a child
at risk for substance use, including affiliation with a de-
viant and substance-abusing peer group and affiliation
with peers who have low adherence to conventional socie-
tal norms (Fergusson, 1998; Hawkins et al., 1992; O’Don-
nell, Schwab-Stone, & Muyeed, 2002; Riggs & Whitmore,
1999). Peer influence has been consistently regarded as the
strongest predictor for substance use among adolescents
(Oxford, Harachi, Catalano, & Abbott, 2000). Peer atti-
tudes about the use of substances predict the initiation of
alcohol and other substance use (Bauman & Ennett, 1994).
Indeed, by adolescence, peer attachments may be stronger
than family attachments in predicting susceptibility to sub-
stance use (Brook et al., 1980). O’Donnell and colleagues
evaluated the extent to which family, school, and peer sup-
port factors contributed to two different dimensions: (1)
mental health problems such as depression, anxiety, and
somatization, and (2) conduct problems such as drug abuse,
delinquency, and school misconduct, in children with vari-
ous levels of community violence exposure. The partici-
pants in this study were divided into three groups: a victim
group, a witness group, and a no-exposure group. Among
all three groups, peers served as a negative influence on re-
silience in terms of substance abuse and school miscon-
duct, particularly for the victim group.

Friedman and Glassman (2000) found that association
with a delinquent peer group was the strongest predictor
for later substance use in childhood and adolescence. The
percentage of children who tried marijuana rose sharply
for those whose friends would not be upset at all if they
tried marijuana versus those who would be upset (i.e., 44%
versus 2%). In turn, children who experience school failure
and emotional distress may be more prone to affiliate with
deviant peers, thus increasing their risk of future substance
use (Ingram & Price, 2001). The low adherence to societal
norms is illustrated in early sexual involvement by males,
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which predicted drug use (Newcomb, 1995). In addition, a
negative social environment, including peer rejection, may
increase an adolescent’s sense of isolation and risk of fu-
ture substance use (Hawkins et al., 1992). Peer influence
also plays a role in predicting relapse after substance abuse
treatment. For example, one study showed that 90% of the
adolescents who had a relapse attributed their returning to
drugs to peer pressure (Brown, 1993).

Psychobehavioral Factors

These factors include children’s age, degree of academic
success or failure, motivation for learning, the presence of
early and persistent behavioral problems, and poor impulse
control or inability to delay gratification. Children who
begin drinking at an early age (11 or 12 years) are much
more likely to develop a substance abuse disorder in their
teens or early adulthood compared even with those who
delay their use of alcohol until later in high school. Those
who begin drinking at age 19 or 20 years have much lower
rates of later substance use (<2%; DeWitt, Adlaf, Offord,
& Ogborne, 2000). The progression to substance abuse dis-
orders appears more related to the age of initiation and the
frequency rather than the duration of use (DeWitt et al.,
2000; Kandel et al., 1999). Those individuals with early-
onset use have a shorter time from first use to dependence
than do groups with later use and adult-onset addictive dis-
orders (Clark, Kirisci, & Tarter, 1998). Beginning alcohol
use at an early age is also associated with a greater likeli-
hood to use other substances, including illicit drugs. Adults
who began their alcohol use in adolescence have higher
lifetime rates of marijuana and other illicit drug use and
higher rates of depression and disruptive behavior problems
(Clark et al., 1998).

The school environment is an important context in which
risk factors may be identified. Level of academic success
and behavior in the school setting can be powerful predic-
tors of later substance use. Educational factors that have
been shown to be associated with substance use include
low IQ, poor academic achievement, specific learning dis-
abilities, disruptive behavior/conduct problems and tru-
ancy, and poor social skills (Fergusson, 1998; Scheier,
Botvin, Diaz, & Griffin, 1999; Stacy, Newcomb, & Bentler,
1993). School failure has been shown to increase the likeli-
hood that a child will use drugs, with some reports indicat-
ing failure at the elementary school level and others
pinpointing academic difficulties in later grades (Hawkins
et al., 1992; Haynes, Troutman, & Nwachuku, 1998). Simi-
larly, a low degree of commitment to school has been
linked to an adolescent’s greater likelihood of beginning

drug use (Hawkins et al., 1992). Wallace and Muroff
(2002) found that African American children are more ex-
posed to contextual risk factors, such as economic depriva-
tion and academic failure, and White children are more
exposed to individual and interpersonal risk factors, such
as sensation seeking and peer use. Both factors may con-
tribute to the adolescent’s beginning drug use, but the tra-
jectories may be different for children from different
ethnic groups.

Other psychological characteristics may influence
which adolescents continue their substance use and de-
velop dependence disorders as young adults and which do
not. Indeed, although early use is a strong predictor for
continued and more severe use, there are nonetheless ado-
lescents who begin their use early and who do not go on to
develop substance abuse disorders (Hasin, Grant, & Endi-
cott, 1990). Longitudinal studies of, for example, early al-
cohol use suggest that young adults who continue to be
problem drinkers are more likely to have been rebellious,
nonconformist, deviant, or isolated during high school
(Newcomb, 1997). Temperament dimensions have been re-
lated to substance use in early adolescence and to addic-
tion and behavior problems by early adulthood (Caspi,
Henry, McGee, Moffitt, & Silva, 1995; Masse & Tremblay,
1997; Pulkkimen & Pirkanen, 1994; Wills, DuHummel, &
Vaccaro, 1995). Individual traits such as sensation seek-
ing, low harm avoidance, poor impulse control, and nega-
tive emotionality are personality factors associated with
later substance use (Colder & Chassin, 1997; Hawkins
et al., 1992; Wills, Sandy, Shinar, & Yaeger, 1999). Ku-
bicka and colleagues (Kubicka, Matejcek, Dytrych, &
Roth, 2001) found that novelty seeking and low harm
avoidance characteristics predicted substance use in 15-
year-olds. They also found a possible link between child-
hood extraversion and later alcohol use and smoking. In a
study of 508 adolescents, personality-related risk factors
for substance abuse were associated with using substances
for coping and conformity (Comeau, Stewart, & Loba,
2001). Admitting that affective states may have a general
role in substance abuse, Wills et al. hypothesized that high
levels of positive affect might reduce substance use and
operate as a buffering agent. They conducted a longitudi-
nal study in which they followed 1,699 students from 7th to
10th grade for 4 years. The results showed that positive
and negative affect showed independent contributions to
substance use: Negative affect was related to increased
substance use, and positive affect was inversely related to
change in substance use. The relationship between inter-
nalizing disorders, their temperamental substrates, and
risk for substance use is an important line of study (Price



Risk Factors 605

& Lento, 2001), especially in the consideration of those
factors that reduce the risk between exposure to opportuni-
ties for drug use and substance abuse.

Psychiatric Comorbidity

Psychiatric disorders influence substance use and abuse
throughout life, and there is a considerable literature on
psychiatric comorbidity. Rates of mood and disruptive
disorders are higher in adolescents with substance abuse
problems than in those without. Rates of comorbidity of sub-
stance abuse with other psychiatric disorders are the same
in adolescents as in adults, except for Disruptive and Anti-
social Personality Disorders, higher rates for which are
found in adults. Adolescents who relapse after drug treat-
ment programs are also more likely to have comorbid psychi-
atric disorders (Kaminer & Burleson, 1999).

Among populations of adolescents referred for sub-
stance abuse treatment, Conduct Disorder, Major Depres-
sion, and Attention Deficit Disorder are the most common
concomitants of substance dependence (Jaycox, Morral, &
Juvonen, 2003). In young women, depression is more often
the usual comorbid disorder (Whitmore et al., 1997); also
commonly associated with substance abuse disorder in
women in Posttraumatic Stress Disorder, usually with
depression (Clark et al., 1997). Studies examining the pre-
dictors of comorbid substance abuse in depressed adoles-
cents referred for treatment document longer depression
episodes, more conduct problems and general psychosocial
impairment and isolation, and more school and/or work
problems (King et al., 1996).

Depression

Depression occurs in approximately 20% of adolescents
(Lewinsohn, Hops, Roberts, Seeley, & Andrews, 1993) and
substance use disorders in 25% of depressed adolescents
(Fleming & Offord, 1990). Risk factors common to both
depression and substance use in adolescents include poor
coping skills, interpersonal conflict with parents, poor aca-
demic achievement, and low academic motivation (Lewin-
sohn, Gotlib, & Seeley, 1995). Therefore, those children
and adolescents experiencing depression, attentional prob-
lems, or Conduct Disorder have an elevated risk for sub-
stance abuse (Deykin, Buka, & Zeena, 1992).

The combination of depression and substance abuse is
particularly problematic in young girls. Usually, Major De-
pression is associated with a more severe level of substance
dependence. Conversely, depression in adolescence also
raises the risk of more severe substance use and a rapid

entry into dependence (Riggs, Baker, Mikulich, Young, &
Crowley, 1995). In a study comparing depressed adoles-
cents without prior substance abuse histories to nonde-
pressed controls, the rate of substance use was high in both
groups but higher in the depressed group (34.6% in the de-
pressed group and 24.1% in the controls). Depressed girls
who were abusing drugs were more psychosocially im-
paired, had more anxiety traits, and had dysregulated cir-
cadian fluctuations in cortisol compared to depressed girls
who were not abusing drugs. Also, those girls who were
both depressed and substance abusing had an earlier onset
of their substance use compared to nondepressed girls who
were using drugs (Rao et al., 1999). Each of these associa-
tions suggests that depression in adolescents, particularly
in girls, marks a high-risk time for their beginning sub-
stance use and a critical point for intervention focused as
much on the risk of drug use as on their depression.

For boys, depression also plays a significant role but
with a slightly different profile marked by more difficul-
ties with conduct and attentional problems. Depressed boys
who are also abusing substances are more likely to have
Posttraumatic Stress Disorder, anxiety disorders, and At-
tention-Deficit /Hyperactivity Disorder (ADHD; Riggs
et al., 1995). Conduct Disorder and depression increase the
risk of an earlier onset of substance dependence. But is the
comorbidity between Conduct Disorder and substance
abuse more a reflection of the impact of a number of illicit
drugs on behavior? In other words, what is the risk to de-
velop Conduct Disorder independent of substance depend-
ence? Although this has not been studied directly, one
study examined the relationship between adolescent-onset
Bipolar Disorder and substance abuse and found that ado-
lescents with Bipolar Disorder had over 8 times greater risk
to develop substance dependence compared to those with
child-onset Bipolar Disorder. Conduct Disorder did not
account for this elevated risk, suggesting that substance
dependence and conduct problems are not entirely overlap-
ping (Wilens et al., 1999; see also next paragraphs).

The risk of suicide is elevated among adolescents and
young adults who are substance abusers. For example, post-
mortem case reviews of adolescents who committed suicide
have found that 70% were drug and alcohol users (Shafii
et al., 1988). Among adolescents who actually commit sui-
cide, a much greater proportion were using alcohol at the
time of their death (Brent et al., 1993). Multiple risks in-
volving substance use appear to converge for suicide vic-
tims. These include active substance dependence with
Major Depression, a family history of depression and sub-
stance use, and the ready availability of firearms in the
home (Brent, Perper, & Allman, 1987; Bukstein et al.,
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1993). Indeed, White boys who are intoxicated are much
more likely to commit suicide using a firearm if one is
readily available (Kaminer, 1992). Persistently high levels
of problem drinking and/or other substance use and depres-
sive symptoms are also associated with high levels of sui-
cidal thoughts and attempts, and the longer the duration of
suicidal thoughts along with substance dependence, the
higher the likelihood of suicide (Deykin & Baka, 1994).

Conduct Disorder

The presence of Conduct Disorder before the development
of substance abuse seems to carry a poorer prognosis for
the adolescent than for those who develop their conduct
problems concomitant with their substance abuse (Myers,
Stewart, & Brown, 1998). Conduct problems comorbid with
attentional regulatory difficulties also presage a higher
risk for involvement with drugs. Adolescents with ADHD
and Conduct Disorder are at a higher risk of developing
substance abuse problems than those with ADHD alone
(Wilens, Biederman, & Spencer, 1996). A prospective
study longitudinally followed for 8 years children with
ADHD and children with ADHD plus Conduct Disorder.
Those with both ADHD and Conduct Disorder used as
much as 5 times more alcohol and cigarettes than those with
ADHD alone (Barkley, Fischer, Edelbrock, & Smallish,
1990). Another study examined 626 pairs of 17-year-old
twins. Once again, ADHD alone did not increase the risk for
substance abuse unless there were also concomitant con-
duct problems (Disney, Elkins, McGue, & Iacono, 1997).

There are apparent differences in the presentations
of girls and boys who have conduct problems along with
their substance dependence. Boys are more likely to have
aggressive symptoms, including stealing, destruction of
property, cruelty to animals, fighting with weapons, and
criminal activity such as breaking and entering. The sever-
ity of the aggression and the presence of ADHD and de-
pression predict an earlier and more severe onset of
substance dependence in boys; in girls, only Major Depres-
sion seems to predict earlier and more severe substance
abuse (Riggs et al., 1995). Girls with conduct problems and
substance abuse are more likely to have a diagnosis of nico-
tine dependence, to start drinking at a later age and to have
more running away behavior compared to boys, and to be
involved in less criminal or aggressive activity (Mezzich 
et al., 1994).

Later-onset conduct problems (in late adolescence) not
associated with ADHD are also associated with increased
risk for substance dependence. Grillo and colleagues
(Grillo et al., 1996) suggest that later-onset conduct prob-
lems are a form of personality dysfunction and are more

likely to be accompanied by substance abuse than are
early-onset ADHD and conduct problems, which may re-
flect neurobehavioral difficulties secondary to ADHD.
Another insight into this distinction comes from studies
with juvenile offenders (Randall, Henggeler, Pickrel, &
Brondino, 1999). Substance-abusing juvenile offenders
with externalizing disorders and high rates of antisocial
behavior had a much worse trajectory as studied for 16
months than those juvenile offenders who were only sub-
stance abusing or those who also had internalizing disor-
ders. It may be that internalizing symptoms such as anxiety
buffer the more deleterious and destructive effects of con-
duct problems comorbid with substance abuse.

Anxiety Disorders

Children who suffer from anxiety with or without anti-
social personality characteristics coupled with chronically
stressful living environments may have greater risk for
later substance use (Newcomb, 1995). Like other disorders
already mentioned, it appears that the onset of anxiety dis-
orders usually precedes the onset of substance use and
abuse, a finding that has been replicated across cultures
(Merikangas et al., 1998). The most common type of anxi-
ety disorder that is apparently associated with substance
abuse is Posttraumatic Stress Disorder (Clark et al., 1995),
especially for children who have grown up exposed to
chronic stress and parental abuse and/or neglect.

Another form of anxiety that may play a role in the de-
velopment of substance dependence is Social Phobia. In a
study of 1,035 adolescents 13 to 17 years of age, Social
Phobia was highly comorbid with depression and substance
abuse (Essau, Conradt, & Peterman, 1999). Another study
showed that Social Phobia and Agoraphobia seemed to pre-
cede the onset of alcohol abuse, whereas more generalized
anxiety or panic disorders did not (Kushner, Sher, & Erick-
son, 1999). Other long-term studies have shown that anxi-
ety manifest as shyness coupled with aggressiveness in
adolescents were strong predictors over 2 decades later of
cocaine abuse in adults (Swan, 1995).

Methodological Caveats

Each of these associations raises another question regard-
ing comorbidity of depression, Conduct Disorder, anxiety,
or other disorders with substance abuse problems: Do these
comorbid disorders usually precede the development of
substance abuse problems, or are they more likely to follow
the initiation of heavy drug use? Costello and colleagues
(1999) showed that ADHD, Conduct Disorder, Opposi-
tional Defiant Disorder, and anxiety disorders seemed to
occur long before the onset of actual substance dependence
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(though not as clearly before the initiation of substance
use). However, depressive symptoms seemed to occur at
least 1 year after the onset of alcohol abuse but 2 years be-
fore the onset of smoking. In the case of both depression
and disruptive disorders, the rates and age of onset of sub-
stance dependence were significantly higher and earlier
than in youths without comorbid mood or conduct prob-
lems. A study examining hospitalized adolescent substance
abusers showed that for at least half, their Dysthymia had
preceded the development of their substance dependence
(Hovens, Cantwell, & Kiriakos, 1994). A study of adoles-
cents with Dysthymia and problem behavior showed that
moderate to heavy alcohol consumption appeared to follow
the earlier psychiatric and behavioral history (King, Nay-
lor, Hill, Shaina, & Gredena, 1993).

A second major methodological issue plaguing each of
these studies is that the majority of the work on comorbid-
ity and substance abuse utilizes clinically referred sam-
ples, that is, adolescents who are sufficiently ill to be
referred for treatment by physicians, family, child welfare,
or the legal system. Thus, the clinical correlates, the
comorbid disorders, may actually be correlates of the re-
ferral population regardless of whether or not the comor-
bid disorders appear before or after the substance abuse
(Angold, Costello, & Erkanli, 1999). Longitudinal meth-
ods of large population-based samples such as those ac-
complished by Newcomb and colleagues (Newcomb, 1995,
1997; Newcomb & Bentler, 1988b) are the best solution to
this problem, but there are very few of these studies in the
literature.

A third methodological issue is the overlapping
symptoms among the various diagnostic categories. Poor
impulse control may be a feature of ADHD, conduct prob-
lems, and substance dependence. Dysphoria may be a result
of chronic drug use. Indeed, even some of the stimulants
such as cocaine are associated with profound lows follow-
ing the highs, especially after chronic use. Thus, some of
the symptoms characteristic of certain comorbid disorders
may be both exacerbated by substance use and mimicked
by the effects of the drugs.

Each of these methodological issues illustrates the com-
plexity of this area of work in adolescent substance abuse
and the need for research designs that creatively attempt to
tease apart overlapping symptoms and disorders.

Biological and Genetic Factors

A considerable literature has developed about the genera-
tional transmission of substance abuse, particularly alco-
holism. In a large epidemiological survey, 8,865 secondary

school students were asked about their own and their par-
ents’ use of drugs and alcohol (Smart & Fejer, 1972). For
all 12 drugs (including alcohol) that students were asked
about, there was high agreement between students’ and
parents’ use of drugs, and the specific drug was often con-
cordant. The strongest relationship in parent-child use was
maternal and children’s use of tranquilizers. Annis (1974)
studied 539 adolescents and their families and found a sig-
nificant relationship between parents’ and adolescents’ use
of alcohol, with similar patterns of use grouping within
mother-daughter and father-son pairs. In a study using
child and separate mother and father interviews (Fawzy,
Coombs, & Gerber, 1983), teenagers were significantly
more likely to use drugs or alcohol if their parents were
users or if the teenager perceived the parent to be a user.
For example, of the parents reported by the teenager to be a
marijuana user, 81% of fathers and 78% of mothers had
substance-abusing adolescents. Similarly, if parents re-
ported themselves to have at least one drink of beer or wine
per day, 72% of fathers and 77% of mothers were likely to
have a substance-abusing teenage.

Each of these studies raises the question of how drug
use is transmitted across generations and what are the ge-
netic as well as environmental contributions to the notable
concordance in parental and child drug use (Deren, 1986).
More recent findings suggest that the multigenerational
transmission patterns of substance abuse may be mediated
by gender. Among families of addicts, higher rates of alco-
holism have been found in fathers as compared with moth-
ers; conversely, higher rates of affective disorders are
found in mothers (Mirin, Weiss, Griffin, & Michael, 1991).
In a sample of adolescents in treatment, the extent of drug
use by the child related to the extent of alcohol use by the
father but related more strongly to the use of drugs, not al-
cohol, by the mother (Friedman & Utada, 1992).

Until recently, few studies have moved beyond the corre-
lational design to examine other factors, such as socioeco-
nomic status and parental psychological and psychiatric
characteristics, that may contribute to the parental sub-
stance abuse and compound the genetic risk for the chil-
dren. For example, among substance abusers’ parents and
siblings, there is a high rate of psychiatric disorders such as
depression and Antisocial Personality Disorder that are
also comorbid with substance abuse (Mirin et al., 1991;
Rounsaville et al., 1991). In a study of 492 parents and
673 siblings of cocaine abusers and 400 parents and 476
siblings of opiate abusers (Luthar, Merikangas, & Rounsa-
ville, 1993), several variables, including gender and psychi-
atric status of the parent, ethnicity, and type of drug
abused, seemed to mediate the relationship between
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parental and child drug use. Maternal depression was asso-
ciated with both depression and drug use in the adult off-
spring. Similarly, paternal alcoholism was significantly
associated with alcoholism or drug abuse in adult offspring,
but only for African American and not Caucasian families.

It may be that genes play a role in an individual’s indi-
vidual susceptibility to dependence once a person begins to
experiment with drugs, usually during adolescence or
young adulthood. In other words, the inherited vulnerabil-
ity may be a psychophysiological susceptibility to the ad-
dictive effects of drugs (McGue, Elkins, & Iacono, 2000;
Newcomb, 1995). Indeed, in contrast to the gateway model
mentioned earlier that suggests certain drugs such as mari-
juana serve as a gateway or stepping stone to greater illicit
drug use (Fergusson & Horwood, 2000; Yamaguchi & Kan-
del, 1984), there is an emerging literature suggesting that
marijuana and other illicit drug use is moderately heritable
(Morral, McCaffrey, & Paddock, 2002). Twin studies have
estimated that 30% to 60% of the variance in marijuana
use in adolescence (Kendler, Karkowski, Neale, &
Prescott, 2000; Kendler et al., 2002; Kendler & Prescott,
1998a; Lynskey et al., 2002) and 45% to 62% of the vari-
ance in marijuana dependence can be attributed to herita-
ble factors (Kendler & Prescott, 1998a, 1998b; Lynskey
et al., 2002). Similar estimates are made for the heritabil-
ity of other illicit drug use and drug dependence (True
et al., 1999; Tsuang et al., 1998).

In the mature brain exposed repeatedly to cocaine (and
other drugs of abuse), neuronal functions gradually change
(e.g., tolerance), and these changes may endure even after
cessation of drug use. Such delayed, gradually developing,
and persistent changes in function suggest that a candidate
mechanism for addictive phenomena may be long-term
changes in neuronal gene expression (Nestler, Bergson,
Gultart, & Hope, 1993). In the mature brain, genes regu-
late the synthesis of neuropeptides, monoamines, their re-
ceptors, second messengers, and more. (Second messenger
systems are those chemical events within a cell that are
generated in response to the binding of a hormone or neu-
rotransmitter to their receptor on the surface of the cell.
The second messengers, including G proteins, then trigger
a series of molecular interactions that alter the physiologic
state of the cell.)

The expression of specific genes in the central nervous
system appears regulated by a class of DNA-binding pro-
teins termed transcription factors. These transcription fac-
tors bind to the regulatory regions of certain genes and
affect the rate at which these genes are transcribed (and
thus the synthesis of the relevant synaptic components).
These transcription factors, called as a group “immediate

early genes” (IEGs; Sheng & Greenberg, 1990), appear
rapidly (within minutes) in response to neuronal stimula-
tion. The messenger RNAs (mRNAs) transcribed from
IEGs often have a very short half-life; that is, the induction
of these genes is short-lived. For example, the IEG c-Fos
can be undetectable within a half-hour of stimulus induc-
tion (Sheng & Greenberg, 1990). For the induction of c-
Fos, c-Jun, and Zif268 in response to novel stimulation,
mRNA transcription occurs within 5 minutes, with peak
steady-state levels of mRNA at 30 to 45 minutes and peak
protein synthesis within 2 hours of stimulation (Kosofsky
& Hyman, 1993). IEGs may activate or repress the rate at
which other genes are transcribed, though the mechanism
for this regulation of transcription rate is not yet clear
(Plashne & Gann, 1990). The transient nature of the mRNA
from induction of IEGs suggests a complicated stimulus-
dependent mechanism for regulating such events as the syn-
thesis of receptors and transporters. The IEG response can
also be used as a marker of neuronal activation (Sheng &
Greenberg, 1990).

Drugs of abuse affect the expression of IEGs in the ma-
ture and the developing animal, and the effect is apparent
during and after treatment. This relationship may be one
mechanism to explain how substances of abuse alter ge-
netic programs in the different phases of neural ontogeny in
both early development and during puberty, as with the
vulnerable adolescent. That is, drug-induced alterations in
IEG expression can modify neural gene expression during
development and thereby alter, perhaps permanently, cellu-
lar identity and the neuronal repertoire (Kosofsky &
Hyman, 1993). In the adult animal, exposure to cocaine en-
hances the expression of several IEGs, including c-Fos and
Zif268, as well as genes encoding for neuropeptides such as
substance P and dynorphin involved in the predominantly
striatonigral dopaminergic pathways (Steiner & Gerfen,
1993, 1995) that are critical to reward pathways in the
brain. Similar induction of these same IEGs is seen with
agents that stimulate the dopamine D1 system (Robertson,
Vincent, & Fibiger, 1992). The cocaine-related induction
can be blocked with D1 antagonists (Steiner & Gerfen,
1995) and does not occur in a D1-deficient mouse (Drago,
Gerfen, Westphal, & Steiner, 1996; Moratella, Xu, Tone-
gawa, & Graybiel, 1996). Similarly, with chronic exposure,
there may be long-term perturbations in IEG expression.
For example, during withdrawal from cocaine treatment,
adult rats showed reduction in c-Fos expression for several
days (Ennulat, Babb, & Cohen, 1994).

Thus, it may be that social circumstances facilitate op-
portunities for initial experimentation with illicit drugs but
that genetic factors play a significant role in how individu-
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als move beyond that initial experimentation. Those who
have a greater genetic predisposition to become dependent
or substance abusing may be more susceptible to the ef-
fects of, for example, alcohol on gene expression, a model
developed in detail by Nestler and colleagues (Nestler,
Bergson, Gultart, & Hope, 1993; Nestler, Gao, & Tam-
minga, 1997; Nestler, Hope, & Widnell, 1993). In this
model, continued exposure of specific subcortical regions
of the brain (e.g., ventral tegmentum and nucleus accum-
bens) permanently changes second messenger systems
within the cell, which in turn influences the function of im-
mediate early genes and salience reward mechanisms cen-
tral to the response to the drug.

Polymorphisms of the dopamine D2 receptor (D2(A1)
allele) have been associated with addictive behaviors,
substance abuse generally, and cocaine and/or alcohol
abuse specifically (Berrettini & Persico, 1996; Comings
et al., 1991; Compton, Anglin, Khalsa-Denison, & Paredes,
1996; George, Cheng, Nguyen, Israel, & O’Dowd, 1993;
Goldman, Urbanek, Guenther, Robin, & Long, 1997;
Noble, 1993; Noble et al., 1993; Smith et al., 1992; Uhl,
Persisco, & Smith, 1992). Similarly, polymorphisms of the
dopamine transporter gene have been associated with co-
caine-induced paranoia in Caucasian substance abusers
(Gelernter, Kranzler, Satel, & Rao, 1994). The functional
significance of these polymorphisms is not known, and
many studies suggesting a genetic hypothesis for substance
abuse are flawed by heterogeneous samples. It is highly un-
likely that substance abuse is a monogenic disorder; it is
more likely that these particular (and/or other) alleles may
work in concert with other genes and environmental con-
texts to convey increased risk for substance abuse in a
certain proportion of substance users. This possibly in-
creased genetic risk is particularly relevant to the offspring
of those affected and addicted individuals, for they may
convey the same genetic risk (and susceptibility to addic-
tion) to their children. Moreover, a possible association of
dopamine system alleles with susceptibility to the patho-
genic effects of stress and to disordered attention and anx-
iety regulation (Comings, Muhleman, & Gysin, 1996; Gill,
Daly, Heron, Hawi, & Fitzgerald, 1997; Rowe et al., 1998)
suggests that this profile of behaviors, seen more often
among the offspring of cocaine-addicted individuals, may
for some reflect a genetically based functional alteration or
susceptibility in the dopamine system apart from or in ad-
dition to the effects of prenatal substance exposure.
Though to date not studied in longitudinally maintained
samples, it may also be that this same genetic vulnerability
conveys a similar risk for addiction to these children as
they reach adolescence. For example, adoption studies

show an increased risk of alcoholism and other drug abuse
in adopted children whose biological parents were alco-
holic whereas alcohol use by the adoptive parents did
not increase the risk of alcoholism in the adoptive children
if all other risk conditions did not prevail (Cadoret,
Troughton, O’Gorman, & Heywood, 1986; Cloninger,
Bohman, Sigvardisson, & von Knorring, 1985; Goodwin
et al., 1974).

Thus, greater genetic susceptibility may be a strong pre-
dictor of risk for substance abuse compared to the impact
of adoptive parents who use substances. At the same time,
both genetic and environmental conditions may be impor-
tant in the initiation of substance use; that is, environmen-
tal conditions and availability may contribute to an
adolescent’s initial experimentation with drugs, and pro-
gression to abuse and dependence may be mediated more
by genetic factors. Studies of marijuana and cocaine use
and the progression to dependence on either drug have been
conducted in studies of monozygotic and dizygotic twins
(Kendler & Prescott, 1998a, 1998b; Schukit, 1999) and
have demonstrated that for both drugs, an adolescent’s ini-
tial risk of using was related to both genetic and experien-
tial factors, but the likelihood of an individual going on to
abuse and dependence seemed more genetically conveyed.

Impact of Adolescent Substance Use

What are the consequences of adolescent drug use on other
aspects of adult functioning? It is commonly assumed that
adolescent drug use compromises most aspects of an indi-
vidual’s interpersonal, academic, and work life, but there
are few longitudinal studies following an adolescent into
young adulthood. Newcomb and Bentler (1988a, 1988b)
followed 654 individuals who provided complete data at
three testings over a period of 8 years, from early adoles-
cence to young adulthood. Various types of teenage drug
use, with the exception of alcohol use, but particularly
cigarettes and hard drug use, had a range of negative conse-
quences in young adulthood. These negative effects in-
cluded problems with psychosomatic symptoms, dysphoric
emotional functioning, impaired romantic attachments, and
trouble with parents and family. Teenage drug use also in-
creases job instability in young adults. Of particular impor-
tance, there is no single targeted area of impact of teenage
drug use; rather, drug use impedes a range of important do-
mains central to an adolescent’s adaptive transition to ma-
ture adulthood. These observed effects are not the result of
experimental or infrequent drug use, but of relatively heavy
use during early and late adolescence. Heavy use, abuse, or
misuse of substances in adolescence and not the occasional
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social use at a party or among friends is associated with the
overall serious impairments in later adult adjustment.

Marijuana has been particularly well studied for the im-
pact on adolescents’ educational performance and attain-
ment (Lynskey & Hall, 2000). Increasing and sustained
marijuana use is associated with poorer school perfor-
mance, more negative attitudes toward school, and early
school dropout (Ellickson, Collins, & Bell, 1999; Fergus-
son & Horwood, 1997; Fergusson, Horwood, & Swain-
Campbell, 2002; Fergusson, Lynskey, & Horwood, 1996).
Further, early cannabis use is associated with decreased
college participation (Krohn, Lizotte, & Perez, 1997; Tan-
ner, Davies, & O’Grady, 1999) and hence, fewer employ-
ment opportunities and less earning capacity. Additionally,
long-term marijuana use produces subtle and selective im-
pairments of cognitive functioning, which, although not
usually severe deficits, nonetheless may impact an individ-
ual’s job and educational adjustment (Solowij, 1999). Of
particular importance, prospective studies (Lynskey, Cof-
fey, Degenhardt, Carlin, & Patton, 2003) suggest that early,
rather than later, use is associated with more problematic
behaviors and complications, including continued sub-
stance abuse, risky sexual behavior, and criminal activity
(Brook et al., 1998; Fergusson & Horwood, 1997). Al-
though it is possible that a number of factors, including ge-
netic factors (Plomin & Craig, 1997), may potentially
contribute to these relationships (see later discussion), twin
studies (Lynskey, Heath, et al., 2003) suggest that early use
is associated for many youths with the adoption of an un-
conventional, more isolated lifestyle with easier access to
drugs and for which early school dropout is one indicator.

PROTECTIVE FACTORS

Protective factors are conditions that can have their own
independent effects on a given outcome and, at the same
time, can moderate the relationship between risk factors
and negative outcomes (Luthar & Zigler, 1991; Rutter,
1987). In the past decade, investigators have focused on the
possibility that a number of protective factors may mitigate
the impact of risk factors on the trajectory to substance use
and abuse in adolescence (Hawkins et al., 1992; Wills,
Vaccaro, & McNamara, 1992). Jessor and colleagues (Jes-
sor, Van Den Bos, Vanderryn, Costa, & Turbin, 1995) stud-
ied students in grades 7 through 9 at four time points with
repeated assessments of six measures of risk and seven
measures of protection. The latter included attitudes to-
ward school, health, behavioral deviance, and relationships
with adults, as well as perceived level of control, selection

of friends as models of conventional or acceptable behav-
ior, and participation in prosocial activities such as volun-
teering, school clubs, and activities with family. Across
gender and ethnicity, students higher in protective factors
(e.g., those endorsing more positive attitudes, greater
perceived level of control, seeking friends as models of ac-
ceptable behavior, and engaged in more prosocial activi-
ties) had a much reduced risk of later problem behaviors,
including substance use. Also, these protective factors
moderated or reduced the relationship between those risk
factors that were present to later substance use.

Level of self-control or regulatory abilities may be most
central to the other aspects of protectiveness, including se-
lection of friends and adaptive attitudes. Wills, Gibbons,
Gerard, and Brody (2000) tested predictions from a self-
regulation model of factors relevant for early onset of sub-
stance use with African American children. It was found
that temperament characteristics were related to indices of
behavioral self-control, and self-control indices were re-
lated to variables that either deterred or promoted sub-
stance use. In other words, protective processes reflected
good self-control and involvement in school that in turn
were mediated by temperamental characteristics such as
good task attentional orientation and positive emotionality.
Vulnerability processes were expressed through poor self-
control and risk taking that also originated in temperamen-
tal dimensions of activity level and negative emotionality.

Coping abilities have been studied as protective or
buffering factors against early substance use. A longitudi-
nal study of children from seventh to ninth grade examined
rates of alcohol, tobacco, and marijuana use and also styles
of coping (Wills, Sandy, Yaeger, Cleary, & Shinar, 2001).
Adaptive styles of coping were those that involved a child’s
active problem solving versus disengaged styles, including
anger and avoidance. Those adolescents who typically used
more active, problem-solving styles of coping were less
likely to initiate substance use or to have peers that were
involved with early substance use, whereas more disen-
gaged styles were associated with higher rates of initiating
substance use and of associating with substance-using
peers. The impact of either style was greater when the ado-
lescent had experienced significant life stressors; that is,
more active styles buffered the relationship between life
stressors and initiating substance use. It may be that those
children with more active styles of problem solving are also
more likely to gather information and consider alternative
plans before acting, a form of self-control (Wills et al.,
2001) that buffers the individual against the opportunities
for experimenting with illicit drugs or using drugs as a
means of coping during stressful times.
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MODELS FOR A DEVELOPMENTAL
TRAJECTORY TO SUBSTANCE USE AND
SUBSTANCE DEPENDENCE

Returning to the distinctions among variables that serve as
markers (fixed or variable), moderators, and mediators, the
various risks and protective factors previously discussed
may be placed in models for the initiation of substance use
and for the trajectory from substance use to dependence.
There is considerable work yet to be done to fully explicate
these models.

The Model for Initiation of Substance Use

Considering first the initiation of substance use (Fig-
ure 16.1), it is likely, as discussed earlier, that genetic fac-
tors mediate an individual’s initiation into substance use.
One set of pathways by which genetic factors mediate the
initiation of substance use involves the genetic basis for
emotional regulation and self-control. These abilities
influence individual development of emotional and behav-
ioral capacities (e.g., on-task behavior, positive emotional-
ity, and active problem solving) in early years that, in
turn, mediate individual adaptation to the school environ-

ment (e.g., positive attitude toward school, good social
skills) and, ultimately, successful school performance.
Likewise, genetic influences on capacities for emotional
regulation and self-control may be negative, mediating
subsequent problems with emotional negativity and impul-
sive or risk-taking behavior. These less adaptive character-
istics, in turn, may mediate the child’s negative response
to the school environment (e.g., a lower degree of commit-
ment to school, disruptive behavior, conduct problems,
poor social skills, and poor academic achievement) and,
ultimately, failure at school.

As a child enters adolescence, his or her prior experi-
ence in the school setting may mediate peer choices at just
the time when the peer group’s influence on substance use
initiation may be strongest. Children who have good emo-
tional regulatory capacities and have experienced school
success may be more likely to affiliate with prosocial peer
groups that adhere to conventional societal norms and ob-
ject to drug use. They may also be more likely to receive
peer acceptance and support. Membership in a prosocial
peer group may also further moderate the child’s attitudes
about school, drug use, social conventions, and social ex-
pectations. Likewise, if a child has had problems with emo-
tional distress and impulsive behavior in early years and
has not adapted well to the school environment, cumulative

Figure 16.1 Model for initiation of substance use in adolescence.
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risk may mediate his or her affiliation with a deviant or
delinquent peer group that does not adhere to conventional
societal norms, accepts drug use and early sexual involve-
ment, engages in disruptive or delinquent behavior, and/or
pressures its members to continue drug use. Membership in
a deviant peer group may further moderate the child’s atti-
tudes about school, drug use, social conventions, and social
expectations, further altering the trajectory toward initia-
tion and experimentation. Alternatively, a child who has
had any number of negative responses to school during
early years may simply be rejected by adolescent peers, be-
coming socially isolated and alighting on a different but
equally adverse trajectory toward initiating substance use.

The possible protective function of the child’s capacity
for emotional regulation and self-control (or the risk func-
tion of the inverse) must be considered in the context of
family and cultural factors. First, genetic factors notwith-
standing, some family factors, including early histories of
abuse and neglect or exposure to trauma and violence,
appear to directly alter individual emotional and stress reg-
ulatory capacities early in development, thus striking an-
other pathway to substance use. Second, family acceptance
of drug use (expressed in attitudes and/or drug use behav-
ior) may lessen the perceived negative consequences of ini-
tial experimentation or use. Third, parental attitudes (e.g.,
academic aspirations and level of optimism about their
children’s future) and parenting behavior (e.g., levels of in-
volvement and monitoring), particularly during early child-
hood, may alter the trajectory of the child’s response to
school during early years and the trajectory of peer in-
volvement later during adolescence.

Societal acceptance of drug use, the legality versus ille-
gality of a specific drug, or the presence of local neighbor-
hood drug economies may also shift individual trajectories
toward or away from initial experimentation and use at any
time during childhood and adolescent years. For example,
before the considerable health hazards of tobacco were
well understood, smoking was an accepted, even positive
mode of social interaction and friendship. In this kind of
setting, initial use is more likely and also less negatively
perceived, possibly even among adolescents whose individ-
ual trajectories otherwise confer more protection and less
risk. The legal status of a drug removes the necessary in-
volvement of criminal behavior as a deterrent to initiation
or experimentation. The presence of an active drug-based
economy in a local neighborhood setting not only conveys
acceptance of substance use but also provides additional
reinforcement for involvement in criminal activities that
sustain the economy when buying and selling of drugs is

perceived as a faster means of gaining access to resources
and social status.

The Model for Continued Substance
Use and Dependence

The model for continued substance use and dependence
also has a genetic component that mediates the trajectory
for some, though not all, individuals (Figure 16.2). Indeed,
problem use, abuse, and dependence may be more heritable
and less influenced by environment than the initiation
or use of substances, including alcohol and tobacco as well
as illicit drugs (Kendler et al., 2000; Kendler & Prescott,
1998a, 1998b; McGue et al., 2000; True et al., 1997; Van
Den Bres, Johnson, Neale, & Pickens, 1998). Other genes
contributing to vulnerability for depression, anxiety,
and/or Posttraumatic Stress Disorder may also play a role
in an individual’s move from early substance use to ongo-
ing use and dependence.

Mood and disruptive behavior disorders appear to play a
central moderating role in shifting individual trajectories
from substance use to abuse and/or dependence. Multiple
pathways, depending on the nature of disorder, appear to
shift trajectories from use to abuse and dependence. For
example, internalizing disorders, particularly depression
and Posttraumatic Stress Disorder, may be an extension of
emotional dysregulation that accelerates an individual
from use to abuse and dependence. Alternatively, Conduct
Disorder may be an extension of problems with behavioral
control that also tip the scales toward dependence. How-
ever, the currently entangled etiologies of comorbid psychi-
atric disorders and substance dependence, as evidenced by
their overlapping antecedents (e.g., family conflict and
school failure) and patterns of mutual influence (e.g., drug
use exacerbating mood, which, in turn, extends drug use),
have so far made it difficult to discern empirically or clini-
cally their mechanisms of interaction.

Individual gender specifically appears to moderate the
ways psychiatric comorbidity moderates substance abuse
and dependence. For example, for girls, depression is the
most likely psychiatric moderator of substance abuse
severity, whereas for boys, conduct disorders and atten-
tional problems are more likely to influence this pathway.

Sociocultural factors (e.g., ethnicity) may also moder-
ate the ways psychiatric comorbidity moderates substance
abuse and dependence. In terms of ethnicity, being White
appears to confer vulnerability for substance dependence
when individual and interpersonal risk factors are present,
whereas being African American appears to confer risk
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Figure 16.2 Model for progression to continued substance use and dependence.
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Another prominent factor in determining pathways from
substance use to abuse and dependence is the age of initial
substance use. Initiation of use before 12 years of age in-
creases the likelihood of dependence, suggesting that un-
derstanding the occurrence of risk in early years is going to
be critical for understanding pathways to dependence.

The impact of ongoing substance use and abuse on so-
cial adjustment, peer relations, and work and school secu-
rity also creates a cyclical effect by which substance abuse
feeds continued dysphoria and a spiraling downward of an
individual’s environmental stability. For example, recent
treatment approaches to substance dependence emphasize
dramatic changes in an individual’s social environment so
as to diminish contacts with both stimuli that may accentu-
ate drug craving and also provide opportunities for social
contacts that are not connected with a drug-using world
(Higgins, Heil, & Lussier, 2004; Thompson, 2003).

FUTURE DIRECTIONS

Considerable work has yet to be done to explicate fully the
pathways to substance use and dependence proposed in

these models. Of particular importance, most of what is
currently known about adolescent substance use and de-
pendence is based on findings that have demonstrated cor-
relation but not necessarily causation.

Mechanisms of Risk

The models presented here are best considered heuristic
springboards rather than definitive maps. As Cicchetti and
Cohen (1995) have suggested, distinguishing between fac-
tors that mark an event from those that play a causal role is
a critical task to understanding how risk and protective
factors work together to influence outcomes. Perhaps the
greatest task now faced by developmental and addiction re-
searchers is to move from identifying correlates to under-
standing their respective roles in causal risk mechanisms.

Future research will need to establish which among the
currently known correlates operate in causal ways to gener-
ate substance use and abuse outcomes and how these risk
mechanisms function and interact. Consider, for example,
the respective functions of emotional regulation, coping
style, and family dynamics in substance use. In the presence
of adverse family dynamics, the capacity for emotional reg-
ulation may be a necessary causal factor promoting active
problem solving, which, in turn, moderates the influence of
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adverse family dynamics on an individual’s substance use
trajectory. In a more favorable family context, the capacity
for emotional regulation and coping may be less critical. In
other words, it may be that emotional regulation and coping
style are important causal factors only when an individual
faces environmental adversity or stress.

Equifinality and Multifinality

Model limitations notwithstanding, given the multitude of
factors at varying levels of influence that have been identi-
fied as correlates in these early stages of investigation, the
search for any one variable or pathway as the precursor to
drug experimentation or abuse is not likely to be fruitful.
Rather, the examination of patterns of developmental tra-
jectories involving cumulative factors holds more promise
for accurately mapping this complex phenomenon. Given
the many potential trajectories to drug use initiation, the
concepts of equifinality and multifinality (Cicchetti &
Cohen, 1995) are particularly relevant to research and in-
tervention development that aim to understand and alter
adverse trajectories toward adolescent substance abuse and
dependence.

Applying the concept of equifinality to the study of sub-
stance use initiation allows for the assumption that many di-
vergent pathways can and will lead to the same outcome. For
example, pathways to drug abuse and dependence for boys
and girls appear to be carved through different risk mecha-
nisms. For girls, internalizing disorders (e.g., depression)
appear to shift trajectories toward prolonged use and de-
pendence, whereas for boys, trajectories appear to shift in
the presence of externalizing disorders. Similarly, pathways
to substance abuse and dependence are influenced not only
by membership in a socially deviant peer group but by social
withdrawal and alienation from peers. Other examples of
equifinality have yet to be examined. For example, in com-
munities where teen idolization of drug- and crime-involved
celebrities is considered socially deviant, pathways to drug
abuse and dependence may occur only through membership
in a disenfranchised peer group. In other communities,
where teen idolization of drug- and crime-involved celebri-
ties is considered more mainstream, pathways to drug abuse
and dependence may more likely occur through membership
in popular peer groups. Likewise, the increasing prevalence
of substance abuse among adolescents in affluent communi-
ties suggests that alternative trajectories to substance abuse
in the context of economic privilege also exist.

Applying the concept of multifinality to the study of ini-
tiation allows for the assumption that individual starting
points that may confer risk (e.g., genetic disposition toward

poor self-regulation, parental acceptance of drug use) may
or may not lead to drug use initiation, depending on the
presence or absence of other intervening risk and protec-
tive factors. For example, as stated earlier, a temperamen-
tal predisposition to emotional dysregulation may confer
risk only when specific constellations of environmental
risk factors are present. In a context of frequent parental in-
volvement and close monitoring, where optimism about the
future and intolerance toward drug use are clearly ex-
pressed, a child with poor emotional regulation or self-
control may remain on a trajectory toward relatively little
experimentation. Alternatively, a child with good emo-
tional regulation attending school in a neighborhood sup-
ported by a drug economy may easily become involved in
peer networks where experimentation with substances is a
social norm. In each case, the more commonly expected
trajectory shifts based on the presence or absence of other
specific risk mechanisms.

Implications for Intervention Research

Developmental interventions for children, adolescents, and
parents can, at the same time, contribute to and benefit
from the investigation of mechanisms by which substance
use transitions to abuse and dependence. For instance,
research that expands on developmental models of sub-
stance abuse by identifying key sources of influence over
time (e.g., parents during early childhood and peers during
adolescence) can help inform the timing and targeted pop-
ulation for specific intervention strategies. Longitudinal
investigations in which individual trajectories of psycho-
pathology and substance use are tracked over time may
help determine which combinations of psychopharmaco-
logical and psychosocial interventions are likely to be most
effective. Understanding the mechanisms by which prob-
lems in emotional regulatory capacities trigger substance
use experimentation (e.g., the moderating role of the
stressful environment) can help specify which populations
of children at risk would benefit most from early childhood
parenting interventions.

Carefully designed intervention research involving com-
parison groups, particularly in early phases when individual
risk factors are targeted, can help clarify the mechanisms by
which these targeted factors influence substance use. For
example, the potentially causal role of self-regulation in
substance use can be clarified by tracking substance use tra-
jectories of children whose self-regulation improves in re-
sponse to an early parenting intervention and comparing
them with children whose parents were assigned to the con-
trol group. In other words, hypothesized causal mechanisms
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of risk targeted in carefully designed intervention research
(i.e., research in which integrity and intensity of interven-
tion are monitored and a well-conceived control group is
used in a randomized trial) can be tested by determining if
improvement in the targeted risk factor favorably alters indi-
vidual trajectories toward problematic substance use.

SUMMARY

Although prevalence estimates have been relatively stable
in the past decade, a significant percentage of adolescents
initiate licit and illicit drug use during their high school
years. Genetic factors strongly contribute to the likelihood
that an adolescent’s early experimentation with drugs will
progress to regular use and/or dependence, but in addition,
peer group, availability of drugs, and community accep-
tance are important contributions. Adolescents who begin
their drug use early are at much greater risk for continued
use and dependence as well as for the associated comor-
bidities of school dropout, social isolation, and involvement
in criminal activity. Protective factors include perception
of a high level of self-control and of stable, caring peers
and adults. Models describing the trajectory from early to
regular use and dependence are necessarily multivariate
and causally interactive, with no one factor being singu-
larly predictive for the likelihood or severity of later de-
pendence. Research that (1) examines multiple pathways to
substance use and dependence, (2) identifies protective
factors that can alter adverse trajectories, and (3) tests hy-
pothetical causal mechanisms of risk is likely to be the
most fruitful. Investigations involving intervention devel-
opment can be particularly useful in the confirmation of
causal mechanisms.
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ALCOHOLISM AND THE ALCOHOL
USE DISORDERS

In 1980, with the advent of the third edition of the 
Diagnostic and Statistical Manual of Mental Disorders
(DSM-III; American Psychiatric Association, 1980), Alco-
hol Use Disorder (AUD) replaced the broader umbrella of
alcoholism by distinguishing between recurring alcohol use
concomitant with problems but lacking tolerance, depend-
ence, and compulsive alcohol-seeking behavior (alcohol
abuse) and recurring use with those three characteristics
present (dependence). DSM-IV (American Psychiatric As-

Preparation of this chapter was supported by grants from the Na-
tional Institute on Alcohol Abuse and Alcoholism (R37
AA07065, R01 AA12217) and the National Institute on Drug
Abuse (R01 DA15398 and U10 DA13710). I am also indebted to
Stephanie Herzberg, Ru Knoedler, and Lisa McLaughlin for
their considerable help in putting this chapter together.

sociation, 1994) continues that differentiation. I use the
term AUD when I refer to the umbrella of both, and the dif-
ferentiated terminology when issues relating to distin-
guishing features need to be addressed.
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HISTORICAL INTRODUCTION AND ISSUES
FOR THE FIELD

Evidence that alcoholism runs in families has been present
in the literature for at least 200 years (Hogarth, 1751;
Rush, 1790), but the definitive evidence that this assort-
ment had a genetic basis has only gradually accumulated
in the past 30 years (Cotton, 1979; R. L. Hall, Hessel-
brock, & Stabenau, 1983a, 1983b; McGue, 1994). The
landmark study of the modern era that firmly established a
heritable basis for the disorder was the adoption study of
Donald Goodwin and colleagues (Goodwin, Schulsinger,
Knop, Mednick, & Guze, 1973), conducted in Denmark
and involving children born to alcoholic and nonalcoholic
parents who were adopted away in early life. Although
subjected to strong challenges from staunch environmen-
talists (Searles, 1988), the Goodwin study and others to
follow have repeatedly demonstrated that the disorder has
a substantial heritable component (McGue, 1994; McGue,
Pickens, & Svikis, 1992; Prescott et al., 2005).

Studies in the early 1980s, most notably that of
Cloninger, Bohman, and Sigvardsson (1981) but 
supported by work from several other groups (Babor
et al., 1992; Hesselbrock et al., 1984; Zucker, 1987), were
critical in taking the discourse to another level by provid-
ing strong evidence for heterogeneity of the phenotype,
with different patterns of heritability, psychiatric comor-
bidity, course, and severity found among them. Although
this author in 1987 summarized evidence for at least four
subtypes, the preponderance or work in the field until
quite recently has focused on only two (Babor, 1996;
Windle, & Scheidt, 2004). Type I, also called milieu lim-
ited by Cloninger (1987), was observed in both men and
women and involved adult onset, relatively moderate
symptomatology, a low or absent psychiatric comorbidity,
and a shorter course. Heritability was mild, and the evi-
dence suggested that development of the alcoholic pheno-
type was heavily influenced by risk factors in the social
environment. Type II or male-limited alcoholism was
marked by early onset ( late adolescence through early
adulthood), strong heritability (typically marked by a
dense family history, positive pedigree, and passed
through the father), severe symptomatology, and aggres-
sive/antisocial comorbidity. Later work (Kendler, Heath,
Neale, Kessler, & Eaves, 1992; McGue, Pickens, &
Svikis, 1992; Pickens et al., 1991) challenged the male-
limited nature of this subtype and demonstrated signifi-
cant, albeit lower heritability among women, but
continued to show lower transmission of drinking prob-
lems and conduct problems.

Although this more recent work conceptually paid trib-
ute to the importance of environmental factors in shaping
the eventual diagnostic outcome, the dominant perspec-
tive was that “alcoholism is a genetic disorder” (National
Institute on Alcohol Abuse and Alcoholism, 1985), and
the conceptualization of the epigenesis of the disorder was
a heavily bottom-up model. In fact, one prominent genetic
researcher of that era made the assertion as recently as 
5 years ago that environmental factors would only be 
important after the “alcoholism” genes were discovered,
at which time the manner in which the social environment
moderated their expression would be of scientific and 
preventive interest. Social and psychological influences
were viewed as risk factors for drinking behavior and
drinking problems in adolescence, but their potential im-
pact on developmentally later clinical-level phenomena
was discounted (cf. Fillmore et al., 1991; Zucker &
Gomberg, 1986).

In contrast, the dominant scientific paradigm for under-
standing the emergence and maintenance of drinking be-
havior (not alcoholism) has been sociological and social
psychological. Some 40 years ago, the sociologists George
Maddox and Bevode McCall (1964) made the point that the
use of alcohol is a social act within a larger society whose
dominant perspective is that alcohol use is “good.” In that
broader context, alcohol use is perceived by teenagers as
one of the markers of entry into adult status, along with the
initiation of sexual activity and obtaining the right to drive
an automobile (Maddox & McCall, 1964). Explanations of
the emergence of drinking behavior have sustained this so-
cial psychological emphasis ever since and have targeted
peer influences as major instigators of the initiation of
drinking on the one hand, and the transition into problem
drinking on the other. Peers serve as role models as well as
proximal sources of availability in a society where pur-
chase before age 21 (until 1988, age 18) is illegal. Such ex-
planations are suitable to handle the normative behavior of
the general population, where median age of first use is 14
and where median age of first drunkenness is 17 (Johnston,
O’Malley, & Bachman, 2003).

However, a normative explanation is not sufficient to
handle the substantial individual differences known to
occur in adolescence, and it likewise can only poorly han-
dle the fact that not all adolescents move from drinking to
drunkenness or to other problem use and that others start
substantially earlier than adolescence. Approximately 20%
of the population are still nondrinkers in 12th grade (John-
ston, O’Malley, & Bachman, 2001), whereas 9% have
started drinking by 11 to 12 years of age and 5% have
started by ages 9 to 10 (Johnston, O’Malley, Bachman, &
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Schulenberg, 2004a). To account for this variability, in the
late 1960s and 1970s, Richard and Shirley Jessor (and later
with the collaboration of John Donovan) developed a so-
cial-psychological conceptual framework called “problem
behavior theory” (Jessor & Jessor, 1977) that incorporated
this normative explanation for drinking behavior into a
general model of adolescent development. In problem be-
havior theory, the acquisition of alcohol and other drug tak-
ing behavior, as well as its progression into problem use, is
viewed as part of a broader developmental process that en-
compasses (1) the social context of neighborhood, church
and other formal religious groups, social class, and family;
(2) the personality system, including values and expectan-
cies about alcohol and other drugs, but also about the
broader social environment; and (3) the behavior system.
Within the personality system are included values and ex-
pectancies about independence versus achievement, about
feeling integrated versus alienated from others, about
one’s sense of internal versus external control, and about
the extent of acceptance and tolerance of deviant behavior.

An extensive series of studies by these investigators and
others since have shown that the transition to involvement
in the problem behaviors of adolescence was predictable by
this theoretical model. These studies also demonstrated
that each of these “problem behavior” variables, including
the earlier use of alcohol, the use of marijuana and other il-
licit drugs, involvement in problem alcohol use, and earlier
sexual experience, had substantial variance in common and
could all be subsumed within a “general deviance” factor
(Donovan, Jessor, & Costa, 1988; McGee & Newcomb,
1992; Sadava, 1985). The advantages of the theory are that
it connected a number of behaviors previously regarded as
unconnected, it predicted who would transition into use as
well as progress to more problematic alcohol or other drug
involvement, and it tied these behavioral adaptations into a
much broader matrix of both personality structure and the
social environment. The strength of the theory was also
demonstrated by its ability to predict decline in these ac-
tivities as development proceeded from adolescence into
early adulthood (Jessor, Donovan, & Costa, 1991).

Although not heavily emphasized by the Jessors, prob-
lem behavior theory is of special interest because it focuses
on a core transition from socialization by parents, includ-
ing acceptance of their values and guidance, to reliance on
peers as a source of both norms and social reinforcement.
Insofar as the adolescent peer culture emphasizes inde-
pendence from parents and experimentation with deviant
behavior, this becomes the normative choice of that age
stage. With the move into adult status, a different set of
values involving greater conformity come to the fore, and

problem drinking behavior decreases (Bachman et al.,
2002). This has been a highly useful and powerful theory
that integrates individual behavior with influences from the
proximal social environment. The theory also implicitly
specifies that behavior is developmentally responsive to the
changes in role demands imposed by the larger society that
occur with the transitions from childhood to adolescence
and from adolescence to adulthood. To that degree, it was a
harbinger of life course theory, articulated by Glen Elder
(1998) a generation later.

These two literatures, one on the etiology of adult AUD
and the other on the development of drinking and adoles-
cent problem drinking, remained largely independent of
each other until the late 1980s and early 1990s, when a
number of studies were initiated on high risk for alco-
holism and other drug use beginning in childhood and early
adolescence (Brook, Whiteman, Cohen, & Tanaka, 1992;
Chassin, Barrera, Bech, & Kossak-Fuller, 1993; Cohen,
Cohen, & Brook, 1993; Tarter et al., 1999, 2003; Zucker,
1987). These studies incorporated a developmental psy-
chopathological framework (Cicchetti & Cohen, 1995) and
utilized epigenetic models to varying degrees. Even with
this progress, and with explicit, theory-driven reviews on
the issue periodically appearing (Tarter et al., 1999;
Zucker, Boyd, & Howard, 1994; Zucker, Fitzgerald, &
Moses, 1995), the field is still far from embracing this
framework. Although it is gratifying to see that the lead in-
stitute for alcohol research, the National Institute on Alco-
hol Abuse and Alcoholism (NIAAA), now accepts that
alcoholism is both a genetic and a developmental disorder
(Li, 2004), the progression into AUD is described as taking
place between adolescence and adulthood, and the mani-
fest evidence that the process begins much earlier is still
not appreciated. I return to this issue later in the chapter.

The multilevel causal structure coming out of these dif-
ferent disciplinary frameworks is a large one to integrate,
and most scientists and working groups lack the multidisci-
plinary training and collaborative network to allow this to
happen. Thus, the development of the field has to a degree
remained split between the biomedical and the psychoso-
cial, as evident even in the Program Committee structure of
the Research Society on Alcoholism, the primary interna-
tional scientific society focusing on these problems. De-
spite the large nature of the integrative task, in our chapter
in the first edition of these volumes (Zucker, Fitzgerald,
et al., 1995) we advanced a developmental systems per-
spective (Ford & Lerner, 1992) on the etiology of AUD. We
also made that case that this was the only framework suffi-
cient to effectively handle the multilayered etiology of
these disorders. The present chapter continues to utilize
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this formulation. The reader will judge whether this effort
has been successful.

In the remainder of the chapter, we review the epidemi-
ology of both Alcohol Use Disorder and earlier alcohol in-
volvement. We then articulate the developmental systems
framework that guides the content of this review. We follow
this scaffolding in laying out the risk structure, course, and
heterogeneity of the disorder. The chapter concludes with a
section on future directions for the field.

EPIDEMIOLOGY

Table 17.1 provides the 12-month and lifetime prevalence
rates (in percentages) for DSM-III-R alcohol abuse and de-
pendence, based on the National Comorbidity Study (NCS)
of U.S. population estimates for the noninstitutionalized
civilian population between the ages of 15 and 54 years
(Kessler et al., 1994). To give a larger perspective on the
problem, rates for other drug abuse and dependence are also
presented.

A number of points about these rate variations are of
importance:

1. Alcohol abuse and dependence are the most common of
the substance use disorders.

2. Among men, 1 in 3 adults have at some point in their
lives met either abuse or dependence criteria.

3. Gender differences are significant and are of the order
of 2�1 for abuse and 3�1 for dependence.

4. Abuse without dependence represents 40% of the life
course problem and 26% of the current (12-month
prevalence) problem. Or, to put these figures in a
slightly different perspective, 40% of the lifetime na-
tional problem is of subclinical proportions but in-

volves socially and personally significant misbehavior
(e.g., compromised driving, risky sex, date rape, job
absenteeism, neglect of household responsibilities).
These data also indicate that the diagnostic burden of
abuse in any year will be a smaller proportion of the
AUD burden than it will be for the nation over time.
This is so because the abuse diagnosis is less likely to
recur than the dependence diagnosis, but it will ulti-
mately involve more people.

5. In addition, because of gender differences in abuse ver-
sus dependence, abuse is a relatively greater problem
among women, accounting for 30% of the 12-month
total problem, but accounting for only 24% among men.

6. Other drug disorders are substantially less of an issue
than alcohol abuse/dependence, with a ratio of 12-
month alcohol to drug disorder of 2.7.

7. Other drug disorders are to a large degree superimposed
on alcohol use disorders, given that only 14% of 12-
month drug disorders occur without a concomitant alco-
hol diagnosis.

8. The visibility of other drug disorders is likely because
the disorders are more dramatic, hence socially com-
pelling, because they appear to be more of a threat to the
social order (e.g., because of their links with crime, as
well as out of the belief that they may be less responsive
to treatment) and because the social costs involved in in-
terdiction and treatment are proportionately much
larger. The lay view, as well, is that the disorders occur
in isolation, which heightens the differentiation between
the types of drug involvement.

Related to these points but not shown in the table, AUD
is the nation’s most prevalent disorder, with 23.5% of the
adult population reporting symptomatology that qualifies
for an abuse or dependence diagnosis at some point in their

TABLE 17.1 Lifetime and 12-Month Prevalence of UM-CIDI /DSM-III-R Substance Use Disorders (Percentages)

Total Male Female

Disorder Lifetime 12 Months Lifetime 12 Months Lifetime 12 Months

Alcohol abuse without dependence 9.4 2.5 12.5 3.4 6.4 1.6

Alcohol dependence 14.1 7.2 20.1 10.7 8.2 3.7

Alcohol abuse/dependence combined 23.5 9.7 32.5 14.1 14.6 5.3

Other drug abuse without dependence 4.4 0.8 5.4 1.3 3.5 0.3

Other drug dependence 7.5 2.8 9.2 3.8 5.9 1.9

Other drug abuse/dependence combined 11.9 3.6 14.6 5.1 9.4 2.1

Any substance abuse/dependence 26.6 11.3 35.4 16.1 17.9 6.6

Source: Data are from Kessler et al.’s (1994) National Comorbidity Study utilizing the Comprehensive International Diagnos-
tic Interview (CIDI ) and are weighted for noninstitutionalized U.S. population percentage estimates for persons 15 to 54 years
of age.
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2 The 5 drinks/occasion measure, sometimes called binge drink-
ing, was originally used in MTF and other surveys as an index of
heavy and potentially problematic drinking, hence the use of the
term “binge” even though this consumption level is substantially
less than what would occur in an alcoholic binge. A more recent
referent for the measure, developed by NIAAA, suggests the
measure is still a useful problem indicator. As pointed out by
NIAAA (2004): If a typical 160-pound male drinks 5 standard
drinks over a 2-hour period, he would reach a BAC of .08, mak-
ing him legally intoxicated in all 50 states.

lives (Kessler et al., 1994). Thus, the set of problems en-
compassed by this disorder is an extraordinarily large one.1

A major point of this chapter is that the adult disorder
does not emerge full blown in adulthood, but rather devel-
ops over time in a process for which childhood precursors
are identifiable. To home in on the early harbingers of this
process, Table 17.2 presents national data on first alcohol
use and drunkenness onset, the latter selected as an indica-
tor of early problem use. Data are 10th-grader retrospec-
tive reports from the Monitoring the Future (MTF) study
(Johnston, O’Malley, Bachman, & Schulenberg, 2004b).
The 10th-graders’ data are utilized rather than those from
another age group because, as Johnston et al. note, younger
informants are likely to more literally interpret questions
about first use and overreport on “first drink” experience.
Conversely, to use 12th-grade informants is to lengthen the
time interval for retrospection and also to increasingly lose
heavier-using respondents because of their greater likeli-
hood for school dropout. These data indicate that alcohol
use has already begun for 1 out of 20 10-year-olds; by age
15, 60% of the population have had some drinking experi-
ence. The drunkenness data, taken as an indicator of
incipient problem alcohol involvement, show that 1% of 10-
year-olds have already crossed this threshold, and by age
15, the rate is about 33% of the population. Moreover,
when these figures are broken down by gender, more than
50% of all boys meet this criterion at age 15.

Other MTF data make the case for early problem in-
volvement even more compellingly. Thus, 11.9% of eighth-
graders (ca. age 14) report they have had five or more

drinks in a row at least once in the past 2 weeks (Johnston
et al., 2004b, p. 504), and a fifth of that group (2.3% of the
population) report this consumption level 3 to 5 times or
more during the 2-week interval2 (Johnston et al., 2004b,
p. 102). To recast these figures, given that drinking for
adolescents is heavily confined to weekends, this high-end
group of approximately 1 out of 8 14-year-olds is reporting
drinking at adult heavy-drinking levels, and a fifth of that
group, involving 5% of drinking 14-year-olds, is indicating
that they are drinking at adult heavy-drinking rates at most
available opportunities. Using DSM-IV criteria, and as-
suming any additional trouble related to the drinking (a not
unreasonable assumption at this age), behavior sufficient
to achieve a diagnosis of alcohol abuse has already been

achieved by that group.
At the same time, it would be a mistake to presume that

everyone with early signs of problem use will go on to de-
velop an Alcohol Use Disorder. As already noted, the ado-
lescent developmental literature has been clear that early
alcohol use as well as alcohol problems need to be re-
garded as one component of a deviance syndrome. The
syndrome emerges in adolescence and is adolescence-spe-
cific in the sense that the majority of individuals with
such problems do not go on to develop adult disorder, al-

TABLE 17.2 Grade of First Alcohol Use and Drunkenness as Retrospectively Reported by 
10th-Graders (Percentage of U.S. Population)

Cumulative First Cumulative
Approximate User Time Drunk

Grade Age Use Population Drunk Population

Grade school 4 10 5.2 5.2 0.9 0.9
5 11 3.3 8.5 0.9 1.8
6 12 6.2 14.7 2.4 4.2

Middle school 7 13 10.6 25.3 5.2 9.4
8 14 16.3 41.6 9.7 19.1

High school 9 15 17.7 59.3 15.7 34.8
10 16 6.7 66 7.6 42.4

Source: From Monitoring the Future National Survey Results on Drug Use, 1975–2003: Vol. I. Secondary
school students (NIH Pub. No. 04-5507, Table 6.2, p. 243), by L. D. Johnston, P. M. O’Malley, J. G. Bach-
man, and J. E. Schulenberg, 2004b, Bethesda, MD: National Institute on Drug Abuse.

1 Although these rates vary somewhat from survey to survey and
when using different measurement criteria to establish a diagno-
sis (e.g., Grant, 1997; Narrow, Rae, Robins, & Regier, 2002), the
basic story remains unchanged.
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though some may reach diagnosable levels during their
adolescent years (Blane, 1979; Donovan & Jessor, 1985;
Jessor & Jessor, 1977). Conversely, the problem preva-
lence figures, especially for those still in grade school,
suggest that some etiologic factors have already been in
place by the time middle school is started. Despite the
ready availability of these incidence data, which drive the
point home, this is not yet a widely known fact. Here and
there one can find accounts in the clinical literature of
the previous generation (e.g., Mitchell, Hong, & Corman,
1979) and even as far back as a century ago (e.g., Madden,
1884), which call attention to these occurrences of very
early and very severe child alcohol involvement. The ef-
fort to account for such beginnings leads us to cast an eti-
ologic net considerably earlier than adolescence. I do so
later in the chapter, when dealing with the evidence about
variations in risk and course of the disorder. However, this
issue of differences in course, and a related set of ques-
tions about how many different variations there may be,
what their determinants are, how best to describe and un-
derstand them, has become a major set of questions for
the field because it encompasses issues of phenotypic het-
erogeneity as well as definitional issues about what the
“true” nature of alcoholic disorder might be. I also return
to that set of questions later.

A MULTILEVEL NET FOR
DEVELOPMENTAL VARIATION

Although it may seem a trivial point that one cannot have
alcohol problems without the presence of alcohol, it is not
trivial that such presence is regulated by societal norms
about appropriate contexts of use and the availability of the
drug in society. At the same time, alcohol is not just a social
object; it is also a drug, and understanding the pharmaco-
dynamic and neurodynamic matrix of its action on the
human organism is essential to understanding how the
symptomatology of AUD comes to be. To chart the manner
in which these causal structures interact requires model
building that will cross multiple levels of analysis and mul-
tiple disciplines, operating over social, individual, and
biological time (Cacioppo, Berntson, Sheridan, & McClin-
tock, 2000; Cicchetti & Dawson, 2002). This perspective is
inherent to a developmental psychopathological framework,
but it is not one regularly embraced by substance abuse re-
searchers. To capture such a multilevel structure, a devel-
opmental systems framework (cf. Ford & Lerner, 1992;
Sameroff, 1995) is essential as a means to organize these
diverse levels of action.

This is simultaneously both a challenging and an
intriguing interdisciplinary puzzle that sets the psycho-
pathology of addictive disorders apart from their sister
disorders. Although such macro- and microlevel influ-
ences may play some role in the anxiety disorders or
Schizophrenia or depression, the macrostructure can to a
much greater degree be ignored for the nonaddictive dis-
orders, at least in the early levels of analysis. It cannot be
for the substance use disorders, and for Alcohol Use Dis-
order in particular, given the central role that alcohol
plays in civilized society (Pittman & White, 1991). The
magnitude of the disorder’s prevalence is also a testi-
mony to the magnitude of the drug’s social presence, as
indexed by its availability and use.

AUD rates have been shown to vary with larger eco-
nomic trends that impact the rate of employment and un-
employment (Brenner, 1973) and the level of production
of alcohol in the society (Edwards et al., 1994). Even pop-
ulation density, as it indexes living in an urban versus a
rural environment, has become a useful explanatory mech-
anism for some of the variation in individual consumption
patterns and ensuing problems (Edwards et al., 1994;
Fitzgerald & Zucker, 1995). At the most distal level, the
social regulatory structure influences manufacture and
distribution of this beverage/drug, sets the rules that tax
its sale, makes the drug legal or illegal to use at different
ages, and also determines whether distribution can legally
take place in the community. It is this social control struc-
ture that also sets the penalties for illegal or inappropriate
use, which function as both threat and deterrent to those
contemplating the illegal act. The evidence is clear that
such controls affect individual behavior. Thus, a shift in
the legal drinking age from 18 to 21 decreased drinking
and driving accidents significantly during the age 18 to 21
period (Wagenaar & Toomey, 2002). A spread of effect
beyond the age period within which the law had applica-
bility has also been observed. Lower drinking rates were
found in the subsequent 21- to 25-year age period as well
(O’Malley & Wagenaar, 1991).

Etiologic models that currently dominate the field have
either largely ignored this macrostructure or dealt with its
effects at the neighborhood and local social environmental
level. In only a few instances has work been done that ex-
amines interface phenomena such as the manner in which
larger social forces influence individual alcohol-seeking
behavior (Edwards et al., 1994). To provide but one exam-
ple, the “wetness or dryness” of the society (Skog, 1985)
changes the threshold within which microlevel phenomena
such as alcoholism diagnostic subtypes will appear (Helzer
& Canino, 1992; Reich, Cloninger, Van Eeerdewegh, Rice,
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& Mullaney, 1988); a wetter society will increase the rate
of AUD in its population, a drier one decrease it. Another
longer-term effect of such influences is that a lower level of
genetic susceptibility is more likely to be expressed in
higher- as compared to lower-consumption societies be-
cause drinking rates will be higher in the higher-consump-
tion environment. Under those circumstances, even persons
with a higher genetic threshold of susceptibility will be
more likely to move into diagnosis because they are more
likely to drink heavily due to greater environmental cuing
(for other examples of such interactions, see Kuh, Power,
Blane, & Barley, 1997; Rose, Kaprio, Winter, Koskenvuo,
& Viken, 1999).

Variable networks more proximal to the individual have
also been shown to significantly predict level of alcohol in-
volvement. These include variations in socialization prac-
tices, which create differential inculcation of values about
the desirability of alcohol use. These values in turn foster
the development of expectancies stimulating or dampening
earlier use and stimulating or dampening expectancies
about the effects the drug will have. A considerable amount
of evidence exists that such learning plays a causal role
in eventual alcohol involvement (Gaines, Brooks, Maisto,
Dietrich, & Shagena, 1998; Goldman, Del Boca, & Darkes,
1999; Smith, Goldman, Greenbaum, & Christiansen,
1995), and some newer work indicates that it also plays a
role thereafter in whether or not there is progression into
problem use (i.e., drunkenness and binge drinking; Jester
et al., 2005).

This multitiered influencing structure of sociocultural
and relational systems is bounded at its lowest level by indi-
vidual behavior that is only partially regulated by social in-
fluences. That boundary is also an upper-level limit on a
second multidomain influencing structure, located within
the individual, that plays a major role in determining life
course variations in alcohol use and alcohol dependence. Pat-
terns of use are known to be regulated by cognitive and moti-
vational networks, determined by the user’s subjective
experience of the drug, the user’s knowledge of the rule
structure for appropriate use, and a subjective probability
computation of whether it is more or less desirable to go
about drinking at a given point in time (Dunn & Goldman,
1996). The immediate encouragement and availability of-
fered by peers regulates onset and course not only through
social reinforcement, but also through cuing. The timing of
when initial use takes place and the development and mainte-
nance of problem use are heavily influenced by the patterns
of alcohol use occurring in the surrounding peer structure.
The concomitant presence of individual behavioral reper-
toires that encourage such use (e.g., risk taking, antisocial

behavior) also heighten the likelihood that drinking problems
will emerge and be sustained (Hawkins et al., 1997).

At the same time, alcohol-related disorders are brain dis-
orders, involving the brain’s structures for appetite, reward,
planning and forethought, and affective and behavioral
control. It is also essential to recognize that alcoholism is a
complex genetic disorder, with a heterogeneous phenotype.
It fits the genetic definition of a complex trait: It shows fa-
milial aggregation, its transmission patterns do not follow
Mendel’s laws, and it appears to result from more than one
genetic locus and more than one aspect of the environment
(Risch, 1990; Sing, Haviland, & Reilly, 1996).

The within- and across-domain interactive system pre-
sented so far has primarily been described in the vertical
language of top-down and bottom-up relationships, to the
neglect of the other major dimension of the system: time.
As noted at the beginning of this section, multiple times in-
fluence these relationships. They range from cultural time
(involving stability or change in patterns of alcohol avail-
ability, use, and diagnostic prevalence among different co-
horts), to social time (involving variations in the character
of relationships at different age stages, as a function of the
social timetable and rule and role structure of the society),
to individual time (involving developmental and matura-
tional changes), to biological time (involving the turning
on, turning off, tuning, development, and degradation of bi-
ological systems over the course of aging). These relation-
ships are captured by the terse observation that alcoholism
is a developmental disorder. They also are captured by the
observation that substance abuse is a chronic, remitting
disorder (McLellan, Lewis, O’Brien & Kleber, 2000). Both
observations underscore the dynamic nature of top-down
and bottom-up relationships as development proceeds.
They also imply that the nature of the interactive relation-
ships may not be constant across the life span, as social and
biological climates shift with changing historical, social,
and developmental time parameters. Figures 17.1 and 17.2
illustrate the nature of these relationships more concretely.

Figure 17.1 is my elaboration on Elder and Caspi’s
(1990) three-dimensional life course grid. It shows the
multigenerational linkage of individual, family, and his-
torical events across three generations. The x axis depicts
cohort time for the twentieth century, showing major
marker events throughout the interval that have shaped the
course of the societies taking part in them. An individual
born around 1915 has had a different experience of
alcohol and other drug availability during an adolescence
marked by Prohibition than did one born in the early
1950s, who experienced adolescence during the Vietnam
era’s advocacy of “ turning on, tuning in, and dropping
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Figure 17.1 The multigenerational linkage of life course trajectories in individual /developmental time, life stage time, family time,
and historical time.
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out” (Holdcraft & Iacono, 2004). The y axis is simultane-
ously one of life stage/social time, developmental /
maturational time, and biological time. Although these di-
mensions are obviously correlated with each other, the re-
lationship is far from perfect. The example in the figure
depicts a grandparental generation (G1 cohort) with an
alcoholic grandfather born just before the advent of Prohi-
bition, whose life ends in suicide at age 40. He is married
to a nonalcoholic spouse who was born toward the end of
the Great Depression. The two have a son born just after
the end of World War II. The grandmother continues to
live into her 70s. Her son (G2 cohort), who also becomes
alcoholic, experiences his father’s death at around age 10.
He marries a woman who is also alcoholic, and the two
bear a son (G3 cohort) in 1969, during the Vietnam era.
The son has a low-normal IQ and is impulsive, and there
are soft signs of the presence of fetal alcohol effects. This
diagram illustrates how both historical and family events
can have different impacts on trajectories of the next (or
even the subsequent) generation, as their unique chronol-

ogy impacts a different life stage for the younger genera-
tion’s members (Elder, 1998). The figure also shows how
each parent’s influencing structure projects downward
onto the child’s developmental trajectory, with influence
both at the point of conception by way of genetic endow-
ment, as well as developmentally thereafter.

Figure 17.2 provides a more detailed schematic of the
nature of the bottom-up and top-down structure at the vari-
able level. This heuristic diagram is derived from Charles
Sing’s (Sing et al., 1996) model of the genetic architecture
of complex diseases, but the variable network has been
modified to make it suitable for Alcohol Use Disorder;
the diagram also depicts the contribution of top-down envi-
ronmental variation in the process, an element not charac-
terized in Sing’s account. The figure shows the reaction
surface of individual alcohol problem variation (or
its proxy, alcohol problem risk, at ages where use does no
yet occur) across the age span. This surface of individual

symptomatology (number of problems) is shaped by
both the top-down structure (abbreviated here from the
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multigenerational structure depicted in Figure 17.1) into a
single index of degree of risk enhancement versus risk
dampening provided by the environment and by the bottom-
up variable network.

In a chronologic sense, the causal structure of the end
point phenotype begins with the polygenetic network at the
gene level. This is a set of variables that remains
unaltered from conception onward. Genes interact in combi-
nations to produce a network of intermediate traits (alterna-
tively termed “endophenotypes”; Gottesman & Gould,
2003), and these interactions in turn are influenced by the
risk-dampening/risk-enhancement network, a network that is
not constant as development proceeds. The unevenness of the
reaction envelope of alcohol problem expression across levels
of environmental risk, even at the same life stage, indicates
that the impact of genetic risk may vary as a function of the
environmental risk-dampening/risk-enhancement structure.

VARIATIONS IN RISK AND COURSE OF
THE DISORDER

When does risk for alcohol involvement begin? It is 
extremely rare to see a 5-year-old consuming alcoholic

beverages; as already noted, the normative expectation
among youth, as well as the modal behavior in American
society, is for self-initiated drinking of alcoholic bever-
ages to commence around age 14. The problem use figures
also slowly move upward with age, with 22% of 10th
graders, 28% of 12th graders, and 40% of 21- to 22-
year-olds reporting binge use in the prior 2-week period
(Johnston et al., 2004b, 2004c). At the same time, age 
progression is, of itself, not an explanation of process 
but rather a chronological marker of other events that lead
to onset or problem use. Thus, individual differences 
in age of onset are attributable to differences in the 
rapidity of emergence of the underlying causal event struc-
ture. The developmental question then becomes one of
specifying the events and circumstances in which they
show up.

From this perspective, neither first drinking experience
nor first bingeing experience is the beginning of the pro-
cess of alcohol involvement, or even of the emergence of al-
cohol problems, abuse, and dependence. Alcohol has a
place in the ritual practices of many religions and thus al-
lows children to have some minor consumption experience
well before they have made any conscious decision to drink
(Glassner, 1991; D. B. Heath, 1991). Moreover, media 
exposure assures that some knowledge of alcoholic bever-
ages is present even before peers offer the opportunity 
for drinking to take place (Atkin, 1995; Wylie, Casswell, 
& Stewart, 1989). More generally, for regular (volitional)
drinking to take place, first, the potential user implicitly
needs to be aware that there is a class of substances 
collectively known as alcoholic beverages; second, he or
she must know that these substances have certain proper-
ties (effects) connected to their ingestion; and third, 
such effects need to be viewed as sufficiently desirable to
mobilize the individual to engage in alcohol seeking (or at
least alcohol accepting). These properties, collectively
known as implicit cognitions (Stacy, 1997; Stacy, Ames,
Sussman, & Dent, 1996) and outcome expectancies (e.g.,
Goldman, Brown, Christiansen, & Smith, 1991; Rather,
Goldman, Roehrich, & Brannick, 1992), have been shown
to predict subsequent adolescent drug use, as well as to be
direct effect predictors of both alcohol and other drug use
(Smith et al., 1995; Stacy et al., 1996). The theoretical
base for this work has been the social cognition and mem-
ory process literatures (e.g., Ajzen & Fishbein, 1980;
Tiffany, 1990), which have emphasized not only the repre-
sentational but also the motivational attributes of inter-
nally constructed cognitive models (schemas). From the
perspective of the observer, the actual “decision making”
may appear too rapid for this to occur. But a now volumi-

Figure 17.2 Probability of drug abuse (risk) over the life
course: the envelope of risk expression as a function of genes, in-
termediate traits, environment, and life stage.
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nous literature involving carefully controlled laboratory
studies has shown how the underlying details that shape the
decision making can be identified. A complex interplay of
affective as well as rational elements is factored into the
subjective equations that underlie ongoing drinking behav-
ior, as well as the decision making about whether one
should initiate drinking in specific situations or refrain
(Fischhoff & Quadrel, 1995). The developmental question
is, How and under what conditions are these elements
learned?

Within this conceptual tradition, a series of develop-
mentally earlier studies using methods that allow children
to tell the experimenter about their knowledge of the rules
that govern alcohol use have shown that preschoolers in the
general population already know two of the core alcohol
use schemas of the larger culture: The children, even at
ages 3 to 5, already attribute alcoholic beverage consump-
tion more to adults than to children and more to adult
males than adult females (Noll, Zucker, & Greenberg,
1990). In addition, the ability to identify alcoholic bever-
ages by smell (an indicator of personal exposure rather than
simply media exposure) was both age-graded and based on
experiences in the home. Older children were better at
identifying these beverages than younger ones, and the
ability to recognize alcoholic beverages was directly re-
lated to the amount of alcohol the parents consumed, as
well as the degree to which their parents’ reported use of
alcohol for “escape” reasons.

A logical extension of this work is the examination of
possible differences in schema structure in high-risk popu-
lations such as children of alcoholics (COAs), for it is here
that exposure differences would be most likely expected
and also where the early identification of “risky cogni-
tions” would be anticipated to be of greatest long-term
significance. Zucker, Kincaid, Fitzgerald, and Bingham
(1995) explored this possibility by examining differences
in alcohol use schemas in preschooler COAs and suitably
age-matched children from nonalcoholic homes. They
asked children to identify photographs of alcoholic bever-
ages and examined the degree to which alcoholic beverage
use was attributed to people depicted in common situations
where beverages are consumed (e.g., at a meal, on a picnic,
at an adult party). COAs were more likely to identify at
least one alcoholic beverage and were better able to cor-
rectly identify specific alcoholic beverages. Differences in
the children’s attributions of alcoholic beverage use to
adults were again predicted by their parents’ reported level
of alcohol consumption. In short, alcohol schemas relating
to both knowledge and use were more common in the alco-
holic families.

Empirical work has yet to demonstrate the manner in
which such schemas relate to the emergence of actual
drinking-onset behavior in later childhood, but other re-
search on the cognitive organization of such schemas as ob-
served in second- to fifth-graders has shown that the same
evaluative and arousal-sedation dimensions used by adults
are also detectable in 8- to 11-year-olds, and that the older
of these children are more likely to expect positive and
arousing outcomes from drinking (Dunn & Goldman,
1996). Following on these earlier studies, the Michigan
group examined whether individual differences in positiv-
ity of middle childhood expectancies would predict differ-
ences in later drinking behavior. Given the developmentally
earlier findings linking schema presence to heavier alcohol
use in the child’s home, we anticipated that children with
more positive schemas would begin earlier and progress
more quickly into problem use. Newly completed work
found that although positive expectancies in middle child-
hood did not predict onset of drinking, they did predict to a
variety of problem indicators, including earlier first binge
drinking and earlier drunkenness in the higher positive ex-
pectancy group (Jester et al., 2005). Taken together, these
early to middle childhood findings indicate that a develop-
mental progression in expectancy structure is taking place
substantially before the regular use of alcohol has begun,
that this progression is age-graded, that it is to a degree re-
flective of differences in exposure to heavier versus lighter
consumption environments, and that it is anticipatory of
greater problem alcohol involvement.

Differences in Alcohol Nonspecific-Risk Structure
for Later Disorder Are Present in Early Childhood

Not all of the causal structure for earlier alcohol use and al-
cohol problems is attributable to alcohol-specific processes.
In fact, one of the historically most important findings of
the past generation has been the repeated documentation of
a link between delinquent and aggressive activity in adoles-
cence and earlier onset of alcohol use, as well as more prob-
lematic use (Donovan & Jessor, 1985; Jessor & Jessor,
1977; D. B. Kandel, 1978). Earlier, I provided an overview
of the work on problem behavior theory that emphasized the
social psychological matrix for these differences. A parallel
line of reasoning, driven strongly by a seminal paper by
Tarter and colleagues (Tarter, Alterman, & Edwards,
1984), proposed that individual differences in tempera-
ment, ostensibly genetically mediated and relating to activ-
ity level, low attention span, and behavioral dysregulation
are an essential early link in the chain of risk for alcohol
use and problems in later childhood and adolescence. The
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temperamental substrate, coupled with an environmental
structure that facilitates and even presses for the develop-
ment of these initially neutral temperamental attributes, is
hypothesized to culminate in a behavioral adaptation in-
volving antisocial personality, on the one hand, and a de-
viant peer network as a facilitating context, on the other
(Tarter et al., 1999; Zucker, Fitzgerald, et al., 1995). These
attributes together are hypothesized to drive both initial al-
cohol use and the transition into early problem use.

Studies carried out in the early to mid-1990s confirmed
these hypotheses cross-sectionally in adolescents (Black-
son, 1997; Blackson & Tarter, 1994; Blackson, Tarter,
Martin, & Moss, 1994) and in 3- to 5-year-olds from
alcoholic and ecologically matched but not alcoholic fami-
lies (Fitzgerald et al., 1993; Jansen, Fitzgerald, Ham, &
Zucker, 1995). In the preschoolers, the outcome proxies
were undercontrol measures of impulsivity and a broad-
band measure of behavior problems (Fitzgerald et al.,
1993). Moreover, the highest behavior problem subgroup of
children in this study scored higher on the difficult tem-
perament dimensions described by the Tarter group. The
difficult temperament children were also more likely to
come from families where the alcoholic fathers were lower
in socioeconomic status and higher in antisocial comorbid-
ity and had alcohol problems of greater severity and of
longer duration (Jansen et al., 1995; Zucker, Ellis, Bing-
ham, & Fitzgerald, 1996).

Over the past decade, the prospective evidence has
steadily amassed for these connections, to the point now
that six longitudinal studies, two beginning as early as age
3 (Caspi, Moffitt, Newman, & Silva, 1996; Zucker,

Fitzgerald, et al., 2000), have shown a direct link between
the early child manifestations of these attributes, specifi-
cally behavioral undercontrol and aggressiveness, and
AUD and other alcohol problem outcomes in adolescence
and early adulthood (Caspi et al., 1996; Masse & Trem-
blay, 1997; Mayzer, Puttler, Wong, Fitzgerald, & Zucker,
2002, 2003; Mayzer, Wong, Puttler, Fitzgerald, & Zucker,
2001; Zucker, Fitzgerald, et al., 2000). These studies join
with two earlier reports of projects beginning in middle
childhood (Cloninger, Sigvardsson, & Bohman, 1988;
Eron, Huesmann, Dubow, Romanoff, & Yarmel, 1987)
with similar childhood markers at baseline and with alco-
holism and drunk driving outcomes in adulthood. Another
study from the 1990s, the Seattle Social Development
Project, replicated these findings into adolescence
(Hawkins & Catalano, 1992; Hawkins, Catalano, Koster-
man, Abbott, & Hill, 1999). Four of the studies, the
Dunedin Health and Development Study (Caspi et al.,
1996), the Columbia County Study (Eron et al., 1987), the
Seattle Project (Hawkins & Catalano, 1992), and the
Montreal Longitudinal Study (Masse & Tremblay, 1997),
involved general population samples, and two involved
COA samples and matched controls (Cloninger et al.,
1988; Mayzer et al., 2001, 2002; Zucker, Fitzgerald, et al.,
2000). Table 17.3 summarizes the ages at baseline and fol-
low-up and the baseline behaviors and adolescent /adult
outcomes of the study. The level of replication shown
across this work must be taken as definitive evidence that
a robust relationship exists between early childhood be-
havior and adult AUD. Combined with the adolescent
studies noted earlier, findings indicate that a continuity

TABLE 17.3 Longitudinal Studies Connecting Early and Middle Childhood Behavior to AUD and Alcohol
Problem Outcomes in Adolescence and Adulthood: I. Problems of Undercontrol and Aggressiveness

Study Early Child Behavior
Baseline Age

(Years)
Follow-up Age

(Years) Outcome Behavior

General Populations Studies

Caspi et al. (1996) Behavioral
undercontrol

3 21 Alcohol dependence

Masse and Tremblay (1997) Low fearfulness;
hyperactivity

6 and 10 11–15 Earlier drunkenness
onset

Eron et al. (1987) Aggression 8 30 Driving while
intoxicated

Hawkins et al. (1992, 1999) Externalizing behavior;
delinquency

10 21 Alcohol abuse and
alcohol dependence

COA Studies

Zucker, Chermack,  et al.
(2000), Mayzer et al. (2001,
2002)

Externalizing behavior 3–5 12–14 Early drinking
onset

Cloninger et al. (1988) High novelty seeking;
low harm avoidance

11 27 Alcoholism
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pathway exists from very early childhood to an alcoholism
outcome in adulthood.

Equally important, both of the COA studies (Cloninger
et al., 1988; Mayzer et al., 2002) as well as four general pop-
ulation studies (Caspi et al., 1996; Hawkins & Catalano,
1992; Hawkins et al., 1999; Kellam, Brown, Rubin, & Ens-
minger, 1983; Kellam, Ensminger, & Simon, 1980; Werner,
1986) found that a behavioral inhibition/shyness/social fear-
fulness cluster predicted alcoholism and alcohol problem
outcomes in adolescence and early adulthood (Table 17.4).
These latter characteristics have only sporadically been re-
ported in the adolescent literature (Kaplan, Martin, & Rob-
bins, 1982), but they are consistent with the known adult
relationship between Social Phobia and AUD (Kushner,
Sher, & Beitman, 1990), and they also have been reported in
some historically earlier prospective studies begun in early
childhood.

In all of this work, parallel findings are reported from
both the COA and the general population studies, suggest-
ing that it is the risk factor(s) rather than the COA status of
the sample that is accounting for these relationships. At the
same time, the socialization environment is virtually un-
characterized in most of these studies. Thus, it is not possi-
ble to determine the degree to which contextual factors
may be moderating or mediating the relationship. More-
over, even in the non-COA samples, one cannot automati-
cally assume a more benign environment. In fact, in three
of the general population studies reviewed here, the Mon-
treal Longitudinal Study (Masse & Tremblay, 1997), the

Seattle Project (Hawkins & Catalano, 1992), and the
Woodlawn Study (Kellam et al., 1980), the study design
was deliberately set up to provide a sample of families of
low socioeconomic status and high social adversity. Thus,
even in the non-COA studies, the level of environmental ad-
versity may have been sufficiently damaging and suffi-
ciently similar to what existed in the alcoholic homes to
produce the parallel effects.

A recent report from the Michigan Longitudinal Study
suggests that the multifactorial causal structure for AUD
extends even more broadly than undercontrol and shy-
ness/social inhibition. Wong, Brower, Fitzgerald, and
Zucker (2004) observed a relationship between ratings of
sleep problems at ages 3 to 5 and early onset of drug use
(alcohol, cigarettes, marijuana, other hard drugs). The rela-
tionship remained even when a number of other plausible
mediators, including family history of alcoholism and ex-
ternalizing problems (specifically, attention problems and
aggression) were added into the predictive model. In other
words, sleep difficulties very early in life appear to be a
marker of an independent contributor to early substance in-
volvement. Given that early alcohol use has repeatedly
been identified as a proxy for elevated later risk of alcohol
dependence, as well as a host of adolescent problems, in-
cluding injuries, violence, and drunk driving (Gruber, Di-
Clemente, Anderson, & Lodico, 1996), these data support a
third risk pathway. Although a self-medication hypothesis
and a central dysregulatory deficit hypothesis are both
plausible mechanistic explanations for the effect, the

TABLE 17.4 Longitudinal Studies Connecting Early and Middle Childhood Behavior to AUD and
Alcohol Problem Outcomes in Adolescence and Adulthood: II. Internalizing Problems

Study Early Child Behavior
Baseline Age

(Years)
Follow-up Age

(Years) Outcome Behavior

General Populations Studies

Caspi et al. (1996) Behavioral inhibition 3 21 More alcohol
problems

Hawkins et al. (1992, 1999) Internalizing behavior
(also poor school
bonding)

10 21 Alcohol abuse and
alcohol dependence

Kellam et al. (1980, 1983) Shyness/social
inhibition

6 16–17 More alcohol and
drug use

Werner (1986) Low sociability
temperament

<1 18, 30+ Alcoholism

COA Studies

Zucker, Fitzgerald, et al.
(2000); Mayzer et al. (2001,
2002)

Internalizing behavior 3–5 12–14 Early drinking
onset

Cloninger et al. (1988) High harm avoidance;
low novelty seeking

11 27 Alcoholism
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mechanisms undergirding that relationship remain to be
identified.

Heterogeneity in the Course of Risk and
Heterogeneity of Nonspecific Risk

Although young children who are high in undercontrol
present very differently from those with fearfulness and
social inhibition, the studies reviewed in the previous
section indicate that they have at least one common end
point: a higher probability of developing an Alcohol
Use Disorder. This seeming anomaly is a clear example
of a well-known systems theory concept—equifinality—
wherein multiple, sometimes linked and sometimes dis-
parate processes engage in a way that produces a common
phenotypic end point (Cicchetti & Rogosch, 1996). The
core etiologic questions are, How did they get there, and to
what degree will their longer-term developmental trajecto-
ries converge or diverge over time? The moderately high
correlation observed between externalizing and internaliz-
ing problems in childhood (Achenbach & Edelbrock, 1991;
Krueger, Capsi, Moffitt, & Silva, 1998) suggests that the
pathway of risk is a converging one. Conversely, even a
moderately high relationship indicates that in some in-
stances the behavioral syndromes are linked and in some
not. The existing comorbidity evidence from developmental
studies in childhood suggests that developmental pathways
are different when the two syndromes co-occur than when
they do not. Thus, Ialongo and colleagues (Ialongo, Edel-
sohn, Werthamer-Larsson, Crockett, & Kellam, 1996)
found that the stability of aggression among first graders
strengthened rather than attenuated in the presence of co-
morbid anxiety, and Wong and colleagues (Wong, Zucker,
Fitzgerald, & Puttler, 1999) observed that over the interval
from preschool to early adolescence, children with a faster
rate of increase in internalizing problems had a slower rate
of decrease in externalizing problems.

The strength of these interactive relationships has not
yet been evaluated vis-à-vis a substance abuse outcome, but
what little comorbidity data there are suggest that the most
efficacious model of risk from early childhood to adoles-
cence is an additive one. When externalizing, undercon-
trolled behavior is present along with depression/anxiety,
onset of use is earlier and a later problem outcome is more
likely. A good deal of evidence, both direct (Tarter et al.,
1999, 2003) and indirect (Sung, Erkanli, Angold, &
Costello, 2004), is supportive of this position. Evidence
from our own group is also largely confirmatory of this
conclusion but indicates that the developmental manifesta-
tions of this process are not linear. Support for a continuity

model of process is present only at certain points in devel-
opment. Furthermore, the process is significantly impacted
by the level of adversity in the family, a level of influence
that often is not measured.

I illustrate the developmental variation and complexity
of the process by briefly summarizing recent work from the
Michigan Longitudinal Study (Zucker, Fitzgerald, et al.,
2000). This longitudinal family study is following alco-
holic men, their spouse, their initially 3- to 5-year-old sons,
other siblings, and a suitably matched but nonalcoholic set
of contrast families drawn from the same high-risk neigh-
borhoods where the alcoholic families live. N for these
analyses involved 303 families. All family members were
assessed at 3-year intervals beginning when the target boy
was 3 to 5 years of age. A person-centered approach was
used in examining the joint effects of family adversity and
child risk vulnerability over the interval between 3 and 14
years of age.3 The adversity index we used assessed level of
family pathology. A summative family psychopathology
measure was created that scaled both currency and severity
of AUD in each of the parents, as well as the presence/ab-
sence of antisocial behavior in each, then added them to-
gether (cf. Wong, Zucker, Fitzgerald, & Puttler, 1999;
Zucker, Wong, Puttler, & Fitzgerald, 2003). Highest family
adversity involved having two parents with currently active
alcoholism, or one parent with a comorbid Antisocial Per-
sonality Disorder diagnosis, or both. This index, although
established by way of parental psychopathology, is an ef-
fective proxy for a number of other pertinent indicators of
family adversity, including greater conflict, violence, eco-
nomic difficulty, family crises, other psychiatric comor-
bidity, and trouble with the law (Zucker, Ellis, Fitzgerald,
Bingham, & Sanford, 1996). In addition, on the basis of na-
tional Epidemiologic Catchment Area Study alcoholism co-
morbidity rates (Helzer, Burnam, & McEvoy, 1991) and
national familial alcoholism figures (Grant, 2000; Huang,
Cerbone, & Gfroerer, 1998), these cutoff criteria would
yield a population encompassing slightly less than 1% of
U.S. households but approximately 20% of alcoholic fami-
lies (the severest subset).

The child’s initial risk status at age 3 to 5 was described
by a global sociobehavioral psychopathology measure that
was nationally normed (the Total Behavior Problems scale
of the Child Behavior Checklist; Achenbach, 1991). Low
risk was defined as being within normal limits on this
global index; high risk was defined as being at the 80th per-

3 This section is based heavily on two unpublished working pa-
pers written by M. Burmeister and the author on the genetics of
substance use disorders.
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Figure 17.3 (a) Externalizing symptoms over time in groups
differing on risk and adversity. (b) Internalizing symptoms over
time in groups differing on risk and adversity. Source: “Re-
silience and Vulnerability among Sons of Alcoholics: Relation-
ship to Developmental Outcomes between Early Childhood and
Adolescence” (p. 88), by R. A. Zucker, M. M. Wong, L. I. Put-
tler, and H. E. Fitzgerald, 2003, in S. Luthar (Ed.), Resilience
and Vulnerability: Adaptation in the Context of Childhood Adver-
sities, New York: Cambridge University Press. Reprinted with
permission.
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(a)centile or higher on the measure (0.84 SDs above the norm).
A 2-by-2 grid was created by crosscutting these dimensions.
Initially, resilient children were defined as having normal to
high adaptation (i.e., low “risk” scores) even though they
were living in high-adversity families. The group having
normal risk under conditions of low family adversity was
labeled nonchallenged to emphasize that their behavior was
unremarkable, in families with low parent psychopathology
that exerted no pressure for deviance and that were more
likely to be nurturant and encouraging. The group with high
risk (high psychopathology) under conditions of high fam-
ily adversity was labeled vulnerable to emphasize the con-
tinuing exposure to family difficulty that took place there
(cf. Clark, Lesnick, & Hegedus, 1997), as well as the likely
high genetic load for substance use disorder. Other evi-
dence from the study shows that these children had been
negatively impacted by this exposure (Wong, Zucker,
Fitzgerald, & Puttler, 1999). Finally, those children with
high risk (high psychopathology) under conditions of low
family adversity were characterized as troubled to empha-
size that, even without the familial adversity, they still
showed a poor behavioral adaptation.

Figure 17.3a shows the trajectory of externalizing prob-
lems for each of the groups, and Figure 17.3b shows the
trajectory of internalizing problems from preschool to
early adolescence. Overall across-age group differences
were significant for both externalizing and internalizing
problem trajectories. The nonchallenged group sustained
the lowest level of externalizing problems over the course
of childhood and early adolescence, followed by the re-
silient group, the troubled group, and the vulnerable group.
At all ages, the vulnerable group remained highest in exter-
nalizing problems. The figure also shows a consistent pat-
tern of decline in externalizing behavior over childhood, a
pattern that is normative for this age range (Loeber, 1982).
In addition, there is increasing convergence in the level of
externalizing difficulties through middle childhood. At the
transition to adolescence, the normative pattern of a devel-
opmental shift involving increasing externalizing (aggres-
sive/delinquent /impulsive) behavior (cf. Jessor & Jessor,
1977) is present. The individual-difference data indicate
that whereas the resilient children were not distinguishable
from their nonchallenged peers as preschoolers, they
showed a small but reliably higher level of externalizing
problems as they grew older. In other words, a small but de-
tectable convergence with the initially more externalizing
two groups starts to become manifest. At the same time,
they still occupied an intermediate place, having a lower
level of these behaviors than did their vulnerable peers. In
addition, the divergence of slopes between ages 9 to 11 and

12 to 14 involved a significant interaction between child in-
dividual differences in initial risk and level of family ad-
versity exposure during a period of life when the overall
norm is for increasingly deviant and impulsive activity.
This interaction had previously been observed cross-sec-
tionally among these children when they were 3 to 5 years
of age (Wong, Zucker, Fitzgerald, & Puttler, 1999). The
trajectory data indicate the pattern is sustained develop-
mentally; they depict continuity over time in group posi-
tioning vis-à-vis level of undercontrolled behavior, and the
positioning is sustained across the risk-adversity groups
even though level of group differentiation varies, as does
absolute level of undercontrolled activity.

Figure 17.3b shows the trajectories for internalizing
problems; here also the nonchallenged group shows the
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lowest level of problems, followed by the resilient group.
The troubled group is similar to the vulnerable group. The
figure also shows important pattern variations. During pre-
school and up through the early school years, an identical
individual-difference pattern exists. Nonchallenged and re-
silient children are significantly lower in internalizing
symptoms than both the vulnerable and troubled groups,
and there are no differences between the resilient and the
nonchallenged children. The pattern begins to diverge fol-
lowing second to third grade, and by early adolescence the
nonchallenged group is significantly lower than all others,
and no differences exist between any of the other three
groups. In other words, at this juncture, the resilient chil-
dren have developed a level of internalizing symptoms that
is similar to both the vulnerable and the troubled chil-
dren’s. Here also we tested this group by time interaction
with a repeated measures analysis of variance. A signifi-
cant interaction effect of time and adaptation group indi-
cated that the developmental trajectories of internalizing
problems varied differently among the adaptation groups,
with three of the four showing a continuity pattern and one
a discontinuity pattern.

At a more phenomenological level, the internalizing tra-
jectory pattern of the resilient group implies that a weath-
ering process has been taking place, wherein an initially
happier adaptation gives way to the sustained exposure to
an adverse, more conflictual environment involving more
family stress and disruption. The result, by early adoles-
cence, is that the level of internalizing behavior for this
group is indistinguishable from that of the initially more
troubled and vulnerable children. These data provide a
poignant illustration of how the shift from normal to patho-
logical adaptation may take place under circumstances of
sustained adversity. Recall, however, that this shift occurs
only in the more covert, internalizing behavior domain; the
more obvious externalizing behavior differences remain,
with the resilient children sustaining a pattern that differ-
entiates them from their vulnerable and troubled peers.

These patterns of trajectory variation in both external-
izing and internalizing problems also illustrate the nonlin-
earity of risk development over time. Moreover, other work
by our group (Fuller et al., 2003) indicates that the salience
of different aspects of the parental environment varies de-
velopmentally. Level of child externalizing behavior (ag-
gressiveness) in the preschool years was predicted by
marital aggression/conflict as well as parental alcoholism
but not by direct punishment; in middle childhood, the child
outcome was predicted only by direct punishment.

The trajectory variations reflect more than just differ-
ences in nonspecific risk over time. They also are proxies for

differences in probability of eventual problem drinking,
other problem behavior, and alcohol dependence (Ellickson,
Tucker, & Klein, 2003; Grant & Dawson, 1997; Pederson &
Skrondal, 1998). In the Michigan study, Mayzer, Puttler,
Wong, Fitzgerald, and Zucker (2002, 2003) have already
confirmed the first step in this chain of effect by showing
that higher levels of early externalizing and internalizing be-
havior are predictive of both early onset of drinking and
higher levels of externalizing and internalizing behavior and
delinquent activity in adolescence. On both these grounds,
and given what is known about early onset of alcohol use as
a precursive marker (Gruber et al., 1996), these results indi-
cate that the children identified as vulnerable are at highest
risk for a later AUD outcome, the nonchallenged group is at
lowest risk, and the resilient group is at intermediary risk, in
part because of the increasing experience of internalizing
problems as they move into adolescence.

More generally, given what has already been established
about the utility of the externalizing and internalizing be-
havior as proxy indicators of alcohol problems and elevated
risk for later AUD, these findings emphasize the importance
of characterizing both familial risk and individual risk in
understanding the variability of pathways into problem alco-
hol use (also see Garnier & Stein, 2002). When individual
vulnerability is present early, even a nonchallenging family
environment is insufficient to moderate the child’s vulnera-
bility. Conversely, from the perspective of risk for external-
izing problems, a subset of COAs moves through childhood
relatively trouble-free and another subset, showing early
risk, is the highest-risk vulnerable subgroup.

This pattern is tempered to a considerable degree for in-
ternalizing risk. For one subgroup of young COAs, the re-
silient children, their early behavior indicates that they are
relatively free of sadness, anxiety, depression, and worry.
Exposure to the adversity of an actively alcoholic home
with its attendant strain and conflict (Loukas, Zucker,
Fitzgerald, & Krull, 2003) leads to a gradual degradation
of their affective status, such that by the time adolescence
is reached, their level of internal trouble is equivalent to
that of their more obviously less fortunate peers (the trou-
bled and vulnerable children).

One caveat is needed to temper these conclusions: The
evidence from both the Loukas et al. (2003) and Fuller et al.
(2003) studies indicates that the family effects are partially
attributable to an active environment, with level of parental
conflict as well as type of conflict (marital aggression/con-
flict at preschool, direct punishment in middle school) influ-
encing child risk. However, these studies cannot disentangle
the nesting of high-child risk in high-biological-risk fami-
lies. Vulnerable children are more likely to come from high-
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Figure 17.4 Mean binge drinking scores of 5 or more drinks in
a row in the past 2 weeks by binge drinking trajectory. Reprinted
with permission from “Getting Drunk and Growing up: Trajecto-
ries of Frequent Binge Drinking during the Transition to Early
Adulthood,” by J. Schulenberg, P. M. O’Malley, J. G. Bachman,
K. N. Wadsworth, and L. D. Johnston, Journal of Studies on Alco-
hol, 57, pp. 289–304, 1996. Copyright by Alcohol Research Doc-
umentation, Inc., Rutgers Center of Alcohol Studies, Piscataway,
NJ, 08854.

3–5
Times

Twice

Once

None
Wave 1

(18)
Wave 2
(19–20)

Wave 3
(21–22)

Wave 4
(23–24)

Measurement Wave
(Modal Age)

Trajectories

adversity families, and the correlation of family and child
risk that is present leaves open the possibility that the exac-
erbation of behavioral problems that appears to be a social-
ization effect is actually the result of indirect genetic
effects. The variable network we currently have at our dis-
posal makes it impossible to evaluate these two plausible and
not necessarily competing hypotheses about mechanism.

Heterogeneity of Alcohol-Specific Risk:
Prolegomenon to Phenotypic Heterogeneity of
Alcohol Use Disorder

The work presented so far has focused on precursive risk fac-
tors that are nonspecific to an alcohol problem or AUD out-
come. However, parallel evidence for heterogeneity has been
described by Schulenberg and colleagues for one of the core
end points of this chapter, problem alcohol use. Drawing on
national Monitoring the Future panel data on consumption,
Schulenberg, O’Malley, Bachman, Wadsworth, and Johnston
(1996) examined patterning of problem alcohol use over the
age 18 to 24 interval, the period where peak rates of use and
problems are present. The consumption measure they used
was binge drinking (5 or more drinks in a row), the index al-
ready described earlier. The problem indicator was frequent
bingeing, defined as two or more occasions in the past 2
weeks. Six distinct trajectories of binge drinking were identi-
fied that accounted for over 90% of the sample and that in-
cluded stable patterns (never, rare, and chronic) as well as
patterns of cross-temporal variation (decreased, increased,
and fling; see Figure 17.4). Women were overrepresented in
the never group and underrepresented in the chronic and in-
creased groups. Binge trajectories differences were related to
concomitant variation in problems with alcohol, attitudes
about heavy drinking, time spent with heavy-drinking peers,
and extent of illicit drug involvement. In other words, a pat-
tern of behaviors was being indexed by the binge variation,
but it encompassed a substantially larger set of characteris-
tics that shifted (or remained stable) along with the drinking.
Furthermore, being lower in conventionality and self-
efficacy and drinking to get drunk were senior-year risk fac-
tors for membership in the increased trajectory group, and
higher self-efficacy and lower motivation pertaining to
drinking to get drunk were protective factors against involve-
ment in the continued bingeing trajectory for initially fre-
quent binge drinkers (Schulenberg, Wadsworth, O’Malley,
Bachman, & Johnston, 1996). This study was the first in this
age range to demonstrate the importance of distinguishing
trajectory classes. When one looks at the population “trajec-
tory” (the total group) in Figure 17.4, it is evident how mis-
leading a characterization of developmental process is

conveyed by using population means. At the same time, an es-
sential empirical as well as prevention-related question still
to be answered is: What characteristics prior to age 18 pre-
dict trajectory variation? The answer to this must remain
equivocal because the MTF database provides information
only on essentially contemporaneous factors in late adoles-
cence that predict later patterning. This question is an essen-
tial one for future studies to address.

At this intermediary point in the chapter, a summary ob-
servation is in order about the level of discourse so far.
From the vantage point of the developmental map outlined
earlier, the variation we have so far addressed operates at
the second surface, the envelope of behavioral risk and
symptomatology, and to some degree the first surface (fam-
ily and subcultural variation). Although such variation is at
the microlevel from the standpoint of societal and environ-
mental structure, it is at the macrolevel from the vantage
point of variability assessed lower down in the network. As
we address familial variation along with variation in un-
dercontrol /aggression, internalizing behavior, and alcohol
using behavior, it needs to be kept in mind that each of
these sources of variation may in turn be disaggregated into
component segments. Determination of what the active in-
gredients are in a complete model of the development
of risk and disorder needs ultimately to identify what
the most useful levels of specificity are, what the critical



636 Alcohol Use and the Alcohol Use Disorders

variables are at those levels, and what the critical across-
level relationships are. This question is not yet capable of
being answered, but it continually needs to be posed and
plausible core candidate variables need to be put forth and
evaluated.

Heterogeneity of Alcohol Use Disorder and
Variations in Course of the Disorder/Phenotype

The developmental focus of the etiologic work on onset of
drinking and drinking problems leads naturally to an inter-
est in change, and increasingly has led investigators in this
field to the utilization of newer statistical methods to ana-
lyze change and identify individuals with different patterns
of growth over time (Collins & Horn, 1991; Muthén and
Muthén, 2000). This focus has been on growth and trajec-
tories of both nonspecific risk and alcohol problems/symp-
tomatology. In the two studies we reviewed in the prior
section, along with a host of others (cf. D. B. Kandel, 1978;
Zucker, Fitzgerald, et al., 1995), one problem use trajec-
tory emerges that is characterized by elevated child
problems prior to adolescence, along with a damaged so-
cialization environment. In the two studies just reviewed,
both the vulnerable group trajectory and the MTF chronic
group fit this pattern. The residual group (or groups) iso-
lated in earlier work has typically been less well defined,
and the more recent and more precise analytic work gives
some clues about why this might be. If more developmental
variability exists in those lower-risk, lower-symptomatol-
ogy subgroups, as is the case for the resilient group in the
Michigan study and for the increasing, decreasing, and
fling groups in the MTF study, then less differentiating
analyses will more often merge them, sometimes identify-
ing them as one “other” group and sometimes identifying
more than one.

In contrast to the work on youth and early adulthood,
efforts to characterize course in adulthood started not
from a developmental but from a clinical vantage point.
Here the intent historically has been to find coherent
symptomatic groupings that would parse the clinical
symptomatology and history in a way that would allow the
clinician to evaluate severity, anticipate/predict course,
and, it was hoped, also suggest subtype-specific treat-
ments that would be more effective than a one-size-fits-all
classification scheme. Babor’s (1996) historical review of
the classification/typology literature has been able to
identify type classifications as far back as 1850. He ob-
served that the English physician

[William] Carpenter proposed three categories of oinomania
[wine mania]: acute, periodic, and chronic. In the acute form

the desire to drink occurs suddenly, but the disease rarely
progresses beyond irregular intoxication. The periodic form
is characterized by a pattern of binge drinking that becomes
progressively more severe and damaging. In the chronic form,
the desire for alcohol stimulation becomes an overwhelming
preoccupation that precipitates constant alcohol consump-
tion. (p. 7)

Although mention of drinking consequences was missing
from Carpenter’s acute category, the acute form maps rea-
sonably well onto the DSM-IV classification of alcohol
abuse. Carpenter’s periodic and chronic forms bear some re-
semblance to Cloninger, Bohman, and Sigvardsson (1981)
milieu-limited and male-limited types, which have more re-
cently been designated as Type I and Type II alcoholism, re-
spectively (Cloninger, 1987).

Babor’s (1996) review concluded that the major empiri-
cal classification studies repeatedly rediscover these two
types, which he more generically labels as Apollonian and
Dionysian. The former is characterized by later onset of al-
cohol dependence, a slower disease course, fewer social
complications, less psychological impairment, and a better
prognosis, and the latter is characterized by early onset,
physical aggression, more severe symptomatology, a denser
positive family history (suggesting a stronger genetic basis
for the disorder), and more personality disturbance (p. 13).
Newer studies using factor-analytic and cluster-analytic
techniques continue to document the utility of this two-cat-
egory scheme, but periodically other subtypes show up.
Thus, Del Boca and Hesselbrock (1996) observed in a clus-
ter analysis of a heterogeneous inpatient population that
another nonantisocial subtype could be identified that was
heavily comorbid with depression and anxiety and was
twice as common in women as in men (also see Ball, 1996;
Windle & Scheidt, 2004).

In coming to a conclusion about how much differenti-
ated variation exists in the adult course of AUD, it is essen-
tial to keep in mind that the use of treatment samples to
establish typologies is inherently a biased activity, given
the restrictions in range of variation, severity, and comor-
bidity that are found in such subject populations. As far
back as 1946, Berkson noted the bias in such samples. They
are restricted to more severe and nonremitting cases and
also may be socioeconomically biased, given who ends up
in large public institutions. It is on these grounds that both
the earlier Epidemiologic Catchment Area data set (Helzer
et al., 1991; Regier et al., 1990) and the more recent Na-
tional Comorbidity Study (Kessler et al., 1994, 1997) are
so important in understanding the manner in which comor-
bidity and course are linked over time. Working from these
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databases, in a series of earlier papers (Zucker, 1987,
1994; Zucker, Chermack, & Curran, 2000) I have de-
scribed six subtypes that account for the observed epidemi-
ologic and comorbid variation. The types were established
based on the epidemiologic evidence of major differences
in developmental trajectory as well as differences in adult
function, comorbidity, course, and prognosis for the differ-
ent subtypes, and although several of them were proposed
solely on the basis of a careful literature review rather than
typological analysis, recent efforts to characterize this het-
erogeneity continue to support their validity (Hasin,
Paykin, & Endicott, 2001; Windle & Scheidt, 2004).

Figure 17.5 provides graphic representations of the tra-
jectories of the different types. Three are characterized by
way of their association with specific forms of psychiatric
comorbidity (Figure 17.5a); the other three, as a group, are
differentiated by their lack of significant comorbidity (Fig-
ure 17.5b). One of the comorbid forms, the one most com-
monly described, is the antisocial alcoholic type. This
subtype has already been described from the perspective
of emerging adolescent problem behavior, but it has not
been given a clinical label by adolescence researchers
(Weber, Graham, Hansen, Flay, & Anderson, 1989). This is
Babor’s Dionysian type, also Cloninger’s male-limited

(Type II) group, and involves a continuity pathway, a co-
association of long standing between alcohol problems and
antisocial behavior in its developmentally progressing
forms (Zucker, Ellis, Bingham, et al., 1996). The antisocial
behavior first shows as conduct problems, later emerges
into delinquent activity, and ultimately shows as Antisocial
Personality Disorder. The antisocial behavior is a central
part of the emergence of the alcoholism, and the alcohol
problems and alcoholism are an essential piece in the emer-
gence of the antisocial adaptation (see Zucker, Ellis, Bing-
ham, et al., 1996, for a fuller description of this type). A
second type, developmentally limited alcoholism, likewise
involves a comorbid antisocial connection, but the Conduct
Disorder is stage-limited (i.e., this is the stage-specific
delinquent and impulsive activity of the adolescent prob-
lem behavior syndrome that was described earlier; cf.
Donovan & Jessor, 1985). The antisociality is coupled with
the problem alcohol use endemic to adolescence. Howard
Blane (1979) called attention to it more than a generation
ago without giving it a formal “alcoholism” label. (He
called it “frequent heavy drinking.”) The third type in-
volves the emergence in childhood and adolescence of in-
ternalizing symptomatology in high-risk populations
(Colder & Chassin, 1993; Earls, Reich, Jung, & Cloninger,
1988; Rolf, Johnson, Israel, Baldwin, & Chandra, 1988;
Sher, Walitzer, Wood, & Brent, 1991), but it is linked to a
trajectory of severe and sustained alcohol-related diffi-
culty only in adulthood. This third pattern, termed negative
af fect alcoholism, is more common among women (Del
Boca & Hesselbrock, 1996; Turnbull & Gomberg, 1990)
and has also been tied to the special role demands that
women face (Wilsnack, Klassen, Schur, & Wilsnack,
1991), as well as to the influence of genetic factors com-
mon to both Major Depression and alcoholism (Kendler,
Heath, Neale, Kessler, & Eaves, 1992; Merikangas, Leck-
man, Prusoff, Pauls, & Weissman, 1985).

In contrast to the comorbid subtypes, the trajectories
schematically presented in Figure 17.5b depict a set of al-
coholisms that have no clearly demarcated childhood an-
tecedents. They involve sustained alcohol intake, which
leads to severe alcohol-related symptomatology. No other
behavioral covariation is known to have linkages to their
onset, and they are identifiable more by their drinking-re-
lated consequences than their nondrinking etiology. This
is the type that is most often viewed as the pure example
of alcoholism as an addictive disorder. It is almost cer-
tainly driven by alcohol-specific vulnerabilities, includ-
ing a lower sensitivity to ethanol’s intoxicating effects
(Schuckit et al., 2001; Schuckit, Smith, & Tipp, 1997)
and a greater subjective experience of activation and

Figure 17.5 Course of the comorbid alcoholisms and the pri-
mary alcoholisms.
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energy that makes consumption both more reinforcing
and less aversive (Newlin & Thomson, 1990). In its more
extreme form, a strongly addictive disorder emerges over
time (Hill, 1992). A secondary hypothesis is that this tra-
jectory and the other noncomorbid forms are driven by
the presence of elevated environmental stress, occurring
in a social context that provides a support and value struc-
ture for alcohol as the drug of choice for tension reduc-
tion. Under circumstances of nonsustained stress (e.g.,
immediately preceding or following the breakup of a
marriage; cf. Cahalan, 1970), isolated abuse may occur.
Under circumstances where the stress is recurring (e.g.,
times of heightened stress related to periodic job lay-
offs; cf. Brenner, 1973), or for those in intermittently
high-stress occupations, the symptomatology becomes
episodic. For those whose contextual and individual vul-
nerability match is greatest, the alcohol-seeking behavior
eventually moves into a chronic adaptation. This latter
trajectory has been termed developmentally cumulative al-
coholism. There are obvious parallels between these latter
three trajectories and the developmentally limited but an-
tisocially comorbid pattern of adolescence. Although the
form of all four of these types is similar, for the develop-
mentally limited pattern, individual-level etiologic risk
factors have already been identified, but the onset and
termination of the disorder is driven by non-individual-
level contextual factors to which the individual responds.
Nonresponsivity (i.e., the perseverance of the high con-
sumption level in the face of increasing social stigma and
penalty) is what differentiates the developmentally cumu-
lative pattern from both the developmentally limited and
the episodic pattern. This may also be the case for the
episodic and developmentally cumulative variants; in
fact, both Schuckit and Moos and their colleagues (Moos,
Brennan, & Schutte, 1998; Schuckit, 1988, 1994) have ad-
dressed this issue. But at the moment, their causal struc-
ture has been less well charted.

THE OTHER HALF OF THE
STORY: ETIOLOGY FROM A
NEUROBIOLOGICAL PERSPECTIVE

The review thus far has focused primarily on the environ-
mental and behavioral segments of the risk matrix. In this
and the following section, I review genetic and other neuro-
biological contributors to this matrix.4

Alcoholism as a Genetic Disorder

Alcoholism is a complex phenotype; the previous two sec-
tions on heterogeneity of risk and disorder drive this point
home. The fact that the phenotype’s expression is dependent
on the presence of an environmental object (ethanol) sug-
gests that environmental factors play a significant role in eti-
ology, but the evidence for a genetic contribution to
alcoholism risk is also indisputable. Evidence from family,
adoption, twin, and cross-fostering studies all support this
conclusion. A summary report by McGue (1994) of seven
twin studies concluded that heritability estimates range
from 40% to 60% for males and from 0 to 58% for females.
However, other work with larger samples indicates that heri-
tability of female alcoholism is approximately the same
as it is for men (Kendler, Neale, Heath, Kessler, & Eaves,
1994; Nurnberger et al., 2004).

It is important to note that the widely observed vari-
ability in heritability effects is not evidence indicating
weakness of the effect. Rather, a characteristic of multi-
factorial phenotypes such as alcoholism is that the vari-
ability in estimation is both a function of the way the
phenotype (such as diagnosis) is measured, as well as the
variability in the population (Falconer & MacKay, 1996).
In turn, the population variability is itself a function of
environmental exposure (e.g., alcohol availability), age
structure, and population genetic variations. The latter
determine the allele frequency of a particular gene, which
in turn determines the degree to which the active variant
is or is not present; population-specific environmental
variability interacts with that in determining whether a
particular gene will or will not be expressed.

The heritability studies point up four other aspects of
the genetic etiology of the disorder:

1. Alcohol dependence and alcohol abuse are not unequivo-
cally the same phenotype; that is, they may be not just
indicators that differentiate severity but rather differen-
tiable phenotypes. Recent epidemiologic data supporting
this view show that approximately a third of the alcohol
dependence population do not also meet criteria for
abuse (Hasin & Grant, 2004). That is, one may have
physiological dependence without ever having gone
through an abuse phase involving the adverse, usually
social complications that are an essential part of the cat-
egory. Differences in heritability rates have generally
been found for the two categories, with alcohol depend-
ence being the more heritable form (Kaij, 1960; Pickens
et al., 1991). But the dialogue remains active both in the
genetic and the epidemiologic literature (Grant, 1996;4 See note 3.
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Figure 17.6 Structure of common and disorder-specific genetic risk for common psychiatric and substance use disorders. Source:
Based on Figures 1 and 3 in “The Structure of Genetic and Environmental Risk Factors for Common Psychiatric and Substance Use
Disorders in Men and Women,” by K. S. Kendler, C. A. Prescott, J. Myers, and M. C. Neale, 2003, Archives of General Psychiatry, 60,
pp. 929–937, and an earlier version of this model by J. Lappalainen.

Hasin & Grant, 2004; Nurnberger et al., 2004; Ridenour
et al., 2003; Schuckit & Smith, 2001). This is an essen-
tial issue that needs clarification.

2. It is well-known from the epidemiologic literature that
other substance use disorders assort in alcoholic fami-
lies along with alcoholism, and the more severe Type
II /Dionysian form commonly includes comorbid other
drug use. This phenomenon is consistent with genetic
studies indicating that a large portion of the heritable
variance for substance use disorders is not drug-spe-
cific, but is shared across drugs of abuse (Kendler, Ja-
cobson, Prescott, & Neale, 2003a; Kreek, Nielsen, & La
Forge, 2004; Krueger et al., 2002; Tsuang et al., 1998).

3. The heritability studies also parse the non-drug-spe-
cific heritability pathway in another way. Alcoholism
is frequently comorbid with other nondrug psychiatric
disorders. This phenomenon has been observed in the
epidemiologic literature (Helzer et al., 1991; Kessler
et al., 1997) and in the trajectory/subtype literature,

and it has already been discussed in early portions of
the chapter. What is less often articulated is that the
comorbidity itself can be differentiated by content
into two clusters, one involving externalizing disorders
of undercontrol (Attention-Deficit /Hyperactivity Dis-
order and Antisocial Personality Disorder), the other
involving internalizing/negative affectivity symptoma-
tology (anxiety, depression). Recent family and twin
studies indicate that heritability of AUD is also primar-
ily through these non-alcohol-specific externalizing and
internalizing pathways (Kendler, Prescott, Myers, &
Neale, 2003b; Nurnberger et al., 2004). This work, not
yet part of the mainstream etiologic literature, indi-
cates significant convergence with the findings on
early behavioral risk indicators of later AUD reviewed
in an earlier part of this chapter.

Figure 17.6 provides a summary of the core Kendler
et al. (2003b) findings. It shows that the strongest herita-
ble pathway is through a common externalizing factor,
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with a secondary pathway through an internalizing com-
mon genetic factor (also see point 4). Each of these fac-
tors are almost certainly polygenic traits.

4. Also as shown in Figure 17.6, the Kendler et al. (2003b)
analysis indicates that some of the genetic variance for
alcohol dependence is disorder-specific. Although their
study was not designed to identify the mechanisms and
genes that account for this specific variance, a signifi-
cant body of other work has identified a few of the com-
ponent pieces that appear to be part of the process.

The most robust genetic markers are variants involved
in the metabolism of alcohol—specifically involving alde-
hyde dehydrogenase (ADH) and aldehyde dehydrogenase
(ALDH). The two candidate genes that protect against
heavy drinking are the functional genetic variants of alco-
hol dehydrogenase that exhibit high alcohol oxidizing
activity (ADH) and the genetic variant of aldehyde dehy-
drogenase (ALDH2) that exhibits low acetaldehyde oxidiz-
ing activity (Li, 2000). The ALDH2 variant is common in
some Asian populations. Those who have it experience a
flushing reaction, headache, palpitations, dizziness, and
nausea after consuming alcohol. The aversive experience
appears to be protective in the populations where that vari-
ant exists (Thomasson, Crabb, Eadenberg, & Li, 1993).
However, the low prevalence of the ALDH2 deficiency in
individuals of European and African ancestry results in
very low explanatory power for the U.S. population. High
ADH activity is associated with a similarly unpleasant set
of symptoms following drinking; here the genetic variants
involving the ADH22 and ADH31 alleles appear to be pro-
tective (Thomasson et al., 1993). At the same time, consis-
tent with a complex genetic model, a cross-national study
by Reich and Li (1994) observed that even though Koreans
have a relatively high rate of ALDH2 deficiency, alco-
holism rates are very high in this population, suggesting
that cultural influences may sometimes override the impact
of the biological feedback system.

Beyond the genetic variants involved in alcohol metabo-
lism pathways, a number of plausible candidate genes have
been identified that may contribute to etiology, but studies
are not uniformly confirmatory of a link either to alcoholism
or to some intermediary trait such as externalizing or inter-
nalizing behavior. Moreover, mechanisms of action are only
partially understood at best. Of these, genes involved in reg-
ulation of the serotonergic system have received the largest
amount of attention in the past generation. Serotonin (5HT)
is generally considered to operate as a regulator, with in-
creased 5HT function operating to inhibit behavior (Lucki,
1998). Thus, genes involved in the system’s operation should

show some relationship to impulsivity and to the externaliz-
ing/undercontrol system. Genetic variants of tryptophan
hydroxylase (TPH), the rate-limiting enzyme of the biosyn-
thesis of 5HT, have been associated with anger-related traits
(New et al., 1998) and suicide (Turecki et al., 2001). Genetic
variants in monoamine oxidase A (the primary enzyme for
5HT catabolism), specifically involving the MAOA pro-
moter, have been associated with impulsive aggression, as
well as alcohol-related traits (Brunner, Nelen, Breakefield,
Ropers, & van Oost, 1993; Manuck, Flory, Ferrell, Mann,
Muldoon, 2000; Schmidt et al., 2000), antisocial alcoholism
(Vanyukov, Moss, Yu, Tarter, & Deka, 1995), and impulsive
antisocial behavior when in interaction with the presence of
childhood maltreatment (Caspi et al., 2002). The 5HT1B re-
ceptor has been linked with antisocial alcoholism in humans
(Lappalainen et al., 1998) and with increased impulsive ag-
gression in mice (Saudou et al., 1994). Lesch et al. (1996) re-
ported on another gene in the 5HT system that also has
potential relevance, namely 5HTTLPR, the promoter for the
serotonin transporter. They observed that two common al-
lelic forms of the promoter were associated with variation in
neuroticism score, a general index of negative affectivity and
emotionality. Since that time, the literature of over a dozen
replication attempts has been evenly divided between repli-
cations and nonreplications. More than 100 publications have
since also reported association with aggression, suicidality,
and depression (see Stoltenberg & Burmeister, 2000 for a de-
tailed review). Again, however, none of these studies has
been consistently replicated. Although this may be due to
lack of power, it also is quite possible that the correct under-
lying phenotype has not yet been identified, in which case the
targeted phenotype would at best be an imprecise indicator of
the correct one. More generally, the uncertain relevance of
this gene, illustrated by the equivocal findings, indicates the
relative infancy of the field, although the burgeoning of
genotyping technology, allowing fine-grained genome-wide
scans at ever decreasing cost, suggests that this situation will
become much more resolved in the next 5 to 10 years.

Other candidate genes beyond the serotonin system have
also been put forward as plausible candidates because of a
direct connection to alcoholism, because of a demonstrated
relationship to intermediate traits subsumable under the
externalizing/undercontrol or internalizing/negative affec-
tivity, or because of a known relationship to an intermedi-
ate trait (e.g., P300) or behavioral phenotype (e.g.,
smoking) that has separately been etiologically linked to
AUD. I provide a brief laundry list in Table 17.5.

The diversity of potential pathways to the AUD end
point that is implied in this list underscores four points that
are taken for granted by geneticists but that are less com-



The Other Half of the Story: Etiology from a Neurobiological Perspective 641

5 This section is based heavily on unpublished working papers
and ongoing collaborations between Joel T. Nigg, Mary M.
Heitzeg, Jon-Kar Zubieta, and the author.

monly appreciated by the behavioral science community.
One is that the final common pathway for AUD not only is
multifactorial, but also probably includes variables that ac-
count for small amounts of variance that make their detec-
tion difficult. Thus, studies with low statistical power will
be limited in their ability to uncover them, and the etio-
logic models they create will be underspecified.

Second, the pathway from genetic variation to phenotype
is almost certainly indirect, involving a multistage process.
The three-step case, from genetic variation to alcohol metab-
olism to alcoholism, is only the simplest case scenario, and it
involves no motivational (reward), appetitive (drug sensitiv-
ity, craving), or cognitive (expectancy) mechanisms. Path-
ways through impulsivity and emotionality involve at least
another step in this chain of effect and would suggest that
several additional steps are also part of the sequence leading
to the end point addictive disorder. Gene-environment inter-
actions, especially those that are developmentally depend-
ent, almost certainly ensure the multistage nature of these
sequences (cf. Caspi et al., 2002).

The third point follows from the second point, namely,
that intermediate processes are often not going to be visible
and detectable at the behavioral level.

Fourth, genes have dual functions: One is a template
function, which allows them to replicate with a very high
degree of fidelity over time and across generations. They
also have a transcriptional function that determines struc-
ture and function at the cellular level and at the level of

brain and ultimately also determines the phenotype. The
transcriptional function is the one that is highly regulated,
and this regulation is susceptible to environmental input
(variation; E. R. Kandel, 1998). Environmental experi-
ences such as stress, arousal, learning, and social inter-
action impact the brain either directly, through changes in
the development of neural networks, or through the produc-
tion of hormones that alter their development. Thus, the
brain is the playing field on which gene-environment inter-
actions ultimately take place. All of these observations are
implicit in the schematic model presented in Figure 17.2 at
the beginning of this chapter, but the details of the bottom-
up flow-through process were only briefly touched on at
that point.

Intermediate-Level Etiology in Brain

Given the interplay of these mechanisms in brain, two dif-
ferent lines of investigation have worked at delineating the
structures and neural circuitry that are involved in the de-
velopment of alcoholic etiology.5 One, more than a century
old with a history in both neuropathology and neuropsy-
chology, has worked to identify those structures crucial to

TABLE 17. 5 Other Candidate Genes with a Potential Causal Relationship to Alcoholism

Locus
Symbol Variant Gene Name and Description Evidence in Literature Citation

SLC6A3 rs27072; promoter
repeat

DAT; dopamine transporter Smoking; ADHD; alcohol
withdrawal, Bipolar Disorder

Waldman et al. (1998)

DRD4 1–10 copies of 48
bp/16 aa-521 C/T

Dopamine receptor D4; exon 3
coding repeat in C-terminal
domain; promoter SNP

ADHD, possibly novelty
seeking

Faraone, Doyle, Mick,
& Biederman (2001)

DAT1 G2319A SNP Dopamine transporter in the 3′
untranslated region

Increased risk for alcoholism Ueno et al. (1999)

BDNF Val66Met Brain-derived neurotrophic
factor; Met lower BDNF
activity

Bipolar Disorder,
neuroticism

Sklar et al. (2002)

COMPT Val158Met Catechol-O-methyltransverase;
enzyme activity variant

Differentiates late-onset
alcoholism from early,
although evidence mixed

Tiihonen et al. (1999);
Wang et al. (2001)

GABRA2 3 SNPs GABA alpha 2 subunit;
haplotype association

Alcoholism, brain EEG
(P300)

Sander et al. (1999)

GABRA6 3 locus haplotypes GABAA receptor subunit genes Alcoholism Radel et al. (2005)

CYP2E1 1D Regulatory (expression) Alcohol, nicotine Hayashi et al. (1991)

Note: See text for description of genes involved in alcohol metabolism and in regulation of the serotonergic system.
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the action of ethanol on the brain. Up until a generation
ago, this work focused on brain impairments from high al-
cohol dosing over long periods of time, as found in chronic
alcoholism (see the reviews by Ron, 1987; Victor, Adams,
& Collins, 1971). This work has implicated the mesocorti-
colimbic dopamine system, including the nucleus accum-
bens, amygdala, hippocampus, and prefrontal cortex, as the
system where the pharmacological actions of ethanol con-
verge to produce their reinforcing effects (see review in
Weiss & Porrino, 2002).

Using this as baseline evidence for site of action, a sec-
ond line of investigation in more recent years has asked
whether any of these sites has a predispositional vulnerabil-
ity both to impairment and to alcohol-seeking behavior. At
the neurocognitive level, a number of constructs have been
identified as important to risk. Executive functioning entails
the ability to regulate behavior to context and to maintain a
goal set; it relies on multiple constituent functions (Miyake
et al., 2000). This is a multicomponent construct, including
such elements as response suppression/inhibition (the abil-
ity to strategically suppress a prepotent or prepared motor
response), working memory (itself multicomponential), set
shifting, and interference control (Pennington & Ozonoff,
1996). These capacities are represented to a large degree in
parallel frontal-subcortical-thalamic neural loops; impor-
tant structures include right inferior frontal cortex-to-basal-
ganglia (response inhibition; Aron, Fletcher, Bullmore,
Sahakian, & Robbins, 2003), dorsolateral prefrontal cortex
and associated structures (working memory; Klingberg,
Forssberg, & Westerberg, 2002; Marshuetz, Smith, Jonides,
DeGutis, & Chenevert, 2000; Thomas et al., 1999), and an-
terior cingulate cortex. These networks are heavily sub-
served by catecholamine innervation. To the extent that they
translate directly to behavioral differences, they have rele-
vance to a spectrum of activities that elevate or dampen
risk. They relate to wisdom in choice of peers, understand-
ing of the importance of context to appropriate drinking be-
havior, ability to desist when encouraged to drink or
encouraged to continue drinking under circumstances that
indicate drinking consequences, such as increasing intoxica-
tion, and the ability to get to work or school the next day and
adequately function—behaviors that may be costly in the
long term.

Extensive theory as far back as a generation ago (Tarter,
Alterman, & Edwards, 1985) would link aspects of execu-
tive control with alcoholism risk, although data to support
that link are mixed (Finn, Mazas, Justus, & Steinmetz,
2002; Giancola & Moss, 1998; Peterson, Finn, & Pihl, 1992;
Tarter et al., 1999). More recent work (Nigg, Wong, et al.,
2005) suggests that the risk element here is primarily re-

lated to response inhibition. In addition, Finn and col-
leagues (Finn, Justus, Mazas, & Steinmetz, 1999) have
theorized that auditory working memory moderates tem-
peramental risk for alcoholism. Other neuropsychological
theories of individual vulnerability to alcoholism are
numerous, but a great many are at a level of low specificity
(cf. Tarter et al., 2003), thus making it impossible, on the
one hand, to link findings to activation of specific brain
regions/functions and, on the other, to develop specific
testable models that can be confirmed or disconfirmed and
that will allow for the development of a systematic knowl-
edge base. For these reasons, it is essential to develop (and
test) models at a high level of specificity. In particular, in
addition to response suppression and working memory
from the executive domain, the role of right-lateralized
visual-spatial functioning as a correlate of substance use
risk (Schandler, Thomas, & Cohen, 1995) is of great current
interest. Although this correlation is often observed, a pro-
cess explanation of why spatial weakness would cause mal-
adjustment may have to rely on appeal to related right
hemisphere processes, most notably social information
processing. Conceivably, a social information-processing
weakness may mediate any observed visual-spatial deficit
effects on drinking problems in early adulthood.

Closely intersecting with these processes is the domain
of motivation, and reward responsivity in particular. Reward
response involves dopaminergic pathways in the mesocorti-
cal and mesolimbic pathways that are closely related to
those involved in executive control. The literature clearly in-
dicates that executive and reward response mutually influ-
ence one another (Nigg, 2000; Rothbart & Bates, 1998) both
in development and dynamically. Extensive data suggest that
at both the behavioral and the neural level, substance use
problems are associated with a dysregulation of reward re-
sponsivity, such that the subcortical, involuntary elements
(subserved by limbic and striatal circuitry) are overrespond-
ing to salient drug-associated stimuli, and the normal corti-
cal control (via frontal circuitry) over this response is
impaired or inhibited, leading to excessive risk-taking be-
havior (Goldstein & Volkow, 2002; Jentsch & Taylor, 1999;
Rosenkranz & Grace, 2001). Furthermore, there is prelimi-
nary evidence for a dysregulation of reward-related circuitry
in at-risk populations before alcohol and illicit drug use oc-
curs (Heitzeg, Zucker, & Zubieta, 2003).

Developmental Significance of Neural Models in
Late Adolescence

At the same developmental time during which a major
buildup of alcohol use and alcohol problem behavior is tak-



Other Epigenetic Issues 643

ing place, neural alterations in the frontal executive and re-
ward systems involved in impulse and emotion regulation
are occurring. The dorsolateral prefrontal cortex (important
to executive functioning as well as motivation) is one of the
last brain regions to mature, with myelogenesis continuing at
least until early adolescence (Fuster, 1997) and potentially
all the way into early adulthood (Benes, 2001; Gogtay et al.,
2004). Progressive increases in the white matter of this re-
gion have been shown during childhood and adolescence
(Reiss, Abrams, Singer, Ross, & Denckla, 1996). These de-
velopmental changes directly impact impulse and emotion
regulation. It is known that throughout childhood, there are
developmental gains in the ability to suppress or inhibit
prepotent responses and the ability to suppress irrelevant in-
formation (Brainerd & Reyna, 1993; Casey, Tottenham, &
Fossella, 2002; Diamond, 1990). Social and emotional
skills, such as the ability to discriminate emotional facial
expressions, also develop throughout childhood and early
adolescence (Kolb, Wilson, & Taylor, 1992), with associ-
ated changes in amygdala responsivity (Thomas et al.,
2001). Furthermore, during the interval from childhood
through adolescence, the prefrontal cortex gains greater ef-
ficiency in its inhibitory control over the amygdala and
other limbic structures involved in emotion and reward re-
sponse (Damasio, 1998; Hariri, Bookheimer, & Mazziotta,
2000; Killgore, Oki, & Yurgelun-Todd, 2001). In addition to
these structural brain changes, both human and animal stud-
ies indicate that there is an alteration in mesocorticolimbic
dopamine systems in the adolescent brain (reviewed in
Spear, 2002). Dopamine input to the prefrontal cortex peaks
during adolescence in nonhuman primates (Rosenberg &
Lewis, 1994) and rats (Kalsbeek, Voorn, Buijs, Pool, &
Uylings, 1988), and dopamine binding, primarily in the
striatum but also in the nucleus accumbens (important for
reward responsivity), also peaks during adolescence (See-
man et al., 1987). Understanding, at the neural activation
level, how these mechanisms operate is crucial to a full ex-
planation of individual risk using neurocognitive and neu-
robehavioral models.

The developmental significance of these changes, when
superimposed on a social structure that is encouraging the
emergence of alcohol use, is major. Extensive neuroimaging
evidence indicates that alcohol and other substances of
abuse have acute and lasting effects on these frontolimbic
and frontostriatal systems that are implicated in impulse
control and reward responsivity (Moselhy, Georgiou, &
Kahn, 2001; Pfefferbaum, Sullivan, Rosenbloom, Mathalon,
& Lim, 1998; Tiihonen et al., 1994; Vogel-Sprott, Easdon,
Fillmore, Finn, & Justus, 2001; Volkow et al., 1993; Volkow
et al., 1988). Such effects are thus being superimposed on

this developing circuitry. Major issues not yet addressed
concern the relative importance of amount and timing of
alcohol (and other drug exposure) in bringing about such
changes, the degree to which other environmental exposures
(e.g., stress) also play a role, and the degree to which
early neurocognitive vulnerabilities interact with the drug
exposure in producing change. An understanding of these
processes will require the kind of multilevel-multisystem
explanatory structure advanced here. A full explanation will
benefit from careful neurobehavioral /neurocognitive char-
acterization that takes into account key aspects of executive
functioning and motivation and selected associated systems
such social information processing, along with a characteri-
zation of the social context in which they occur. At the same
time, it is important to understand how these constructs are
actually operating neurally by mapping changes in neural re-
sponse patterns associated with both risk for alcohol prob-
lems and with actual use and its sequelae.

OTHER EPIGENETIC ISSUES

Epigenetic process is by definition interactive, but the degree
to which this takes place as a multilevel, multi-system pro-
cess has received relatively little attention in the literature.
In this section, I consider two major factors that contribute to
stability and change in risk and disorder over time.

The Nestedness of Environmental, Behavioral, and
Neurobiological Risk

From an etiologic perspective, there is special interest in
the degree to which risk aggregation is correlated, both
at the individual and familial levels as well as at the neigh-
borhood level. At the individual level, the literature has
increasingly acknowledged the clustering of comorbid
symptomatology, social dysfunction, and psychiatric sever-
ity among adults in both AUD (Kessler et al., 1997) and
non-AUD populations (Babor, 1996). In fact, as noted ear-
lier, such assortment has been one of the driving forces for
the notion that subtypes of disorder need to be demarcated.
The association of severe alcoholism with poverty also has
a long and visible history (Brenner, 1973; Fitzgerald &
Zucker, 1995), and analyses even at the microenvironmen-
tal level have documented a clear association between
neighborhood disadvantage and alcoholism rates (Pallas,
1992). The most common explanation of this has been that
poverty, and the neighborhood structure in which it is
embedded, drive the alcoholism (i.e., a top-down explana-
tion). Less clear is the degree to which niche seeking is also
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at work here, which would lead persons to seek out and as-
sort in environments as well as in marriages (cf. Scarr &
McCartney, 1983). Some evidence suggests that such a pro-
cess is operative, at least for those with antisocial alco-
holism. Thus, antisocial alcoholic men are more likely to
marry/couple with antisocial and heavy-drinking/alcoholic
women (Zucker, Ellis, Bingham, et al., 1996), and the fam-
ilies they create are more likely to be disadvantaged in
their capacity to socialize offspring. Antisocial alcoholism
is similarly associated with downward social mobility
(Zucker, Ellis, Fitzgerald, et al., 1996), and offspring in
these families, even early in life, appear to be developmen-
tally more disadvantaged. They have more learning disabil-
ities and intellectual deficits and show weaker delay of
gratification than do offspring from alcoholic but not anti-
social families (Nigg, Glass, et al., 2004; Poon, Ellis,
Zucker, & Fitzgerald, 1998).

A risk cumulation model would predict that as these fac-
tors cumulate, they increasingly create a risk structure that
moves the child into peer networks high in aggression, neg-
ative mood, and substance use, thus providing a familial, a
neighborhood, and a peer structure, all of which act in con-
cert in encouraging the development of (1) an expectancy
structure that is positive toward use and abuse of alcohol
and other drugs, (2) very early onset for such use, and (3) a
stable repertoire of behaviors that are prototypic for the
eventual emergence of abuse/dependence. Such environ-
ments are also likely to be high in stress, which would im-
pact hypothalamic-pituitary-adrenal axis activity and the
development of negative affectivity. Some portions of this
emerging matrix have already been confirmed. That is,
children from antisocial alcoholic families have earlier
onset of alcohol use, and they move more quickly into alco-
hol problems. Further, their own conduct problems (i.e.,
their burgeoning antisociality) is a partial mediator of this
relationship, above and beyond the effects of the parental
alcoholism (Nigg, Glass, et al., 2004).

My colleagues and I have elsewhere described this risk
aggregation in certain ecological and familial microenvi-
ronments as a “nesting structure” (Zucker, Fitzgerald,
et al., 1995) that makes stability of psychopathological out-
come much more likely and therefore encourages stability
of risk over time. The trajectories of externalizing and in-
ternalizing behavior for high-risk youth shown in Figure
17.3 are consistent with this view, although, as noted ear-
lier, the main effects of genetic variation have not been
parsed out of that work. Also consistent with this view is
the work of Loukas et al. (2003). Although the normal de-
velopmental course of child aggressiveness is one of de-
creasing aggression over the interval from early childhood

to late middle school, Loukas and colleagues found that ini-
tial level of child conduct problems as well as level of fam-
ily conflict separately predicted dampening in the rate of
decrease of the aggressiveness. That is, both operated to
flatten the decrease in aggressiveness. These data are sug-
gestive of an epigenetic process (Gottlieb, 1991) whereby
the organism is shaped not only by “initial value” levels of
temperament, by its interaction with a responding environ-
ment over time. The individual response changes the envi-
ronmental response in return, and so on, in an iterative
process that leads to developmental change.

I have elsewhere argued that the high-risk aggregation
structure changes the process model of risk because the
variable network determining the effective causal structure
has become sufficiently different; it initially contains more
variance pertaining to parental and child psychopathology,
social deviance, and neurobiological vulnerability than is
true of other nonaggregated structures, and the nested na-
ture of these different risks is therefore more likely to pro-
duce coalescence and overlearning of the risky behavioral
repertoire than would be true in a less densely risk-laden
system (Zucker, Chermack, & Curran, 2000). In contrast,
when the microenvironment has less collinearity, the devel-
opmental course should be more fluid, and also apparently
more probabilistic. This line of reasoning is consistent with
normative studies of adolescence that have shown the
enhanced effects on drug use and timing of onset when
family conflict, association with deviant peers, and poor
academic performance are clustered (Duncan, Duncan,
Biglan, & Ary, 1998). This is a major issue to understand,
and design for, when prevention programming is being de-
veloped. Its relevance has been relatively ignored by the
prevention community (although see Biglan et al., 2004).

Stability and Change in Alcohol Use Disorder
Over Time: Factors Predicting Recovery, or Not

One of the diagnostic categories in DSM-IV is remission
(early versus sustained, full versus partial). Despite the
implicit acknowledgment of course variation that this cat-
egory provides, the literature has paid surprisingly little
attention to the understanding of changes in diagnostic sta-
tus and adaptation over the adult life course and the criti-
cal related questions of what creates stability and change.6

The empirical evidence from both epidemiologic and treat-
ment studies is clear that course is not uniform for all alco-

6 I am indebted to Mary J. McAweeney for her help in writing
this section.
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holics, whether in treatment or not. A review summarizing
results from eight long-term follow-up studies of primar-
ily treatment-recruited alcoholics published between 1982
and 1994 (Vaillant, 1995) noted that approximately 2% per
year become abstinent, and that after age 40, approxi-
mately 2% die every year.

However, general population studies of alcoholic course
suggest a more fluid process. Thus, Hasin, Grant, and Endi-
cott’s (1990) general population follow-up study of stabil-
ity and change in indicators of DSM-III-R alcohol abuse
and dependence among males over a 4-year interval found
that changes away from dependence status involved 54% 
of the sample (i.e., about half remitted), with 73% of 
this group remitting entirely. (The parallel figures for the
move away from abuse involved 46% moving into remis-
sion.) Conversely, 46% of those dependent at baseline re-
mained so. Of the initial abuse group, 30% moved into
dependence. These rates are quite close to those reported
in two more recent and longer-term community prospective
studies. Humphreys, Moos, and Cohen (1997), in a study 
of 395 (50% male) untreated alcoholics followed over 8
years, observed half of the sample to be free of alcohol-
related problems at follow-up. Similarly, McAweeney,
Zucker, Fitzgerald, Puttler, and Wong (2005) followed 134
community-recruited, initially coupled men meeting crite-
ria for DSM-IV AUD diagnosis at baseline. Assessments at
three later points over the 9-year interval allowed charac-
terization of intervening course and functioning. They
found 44% remitting at the 9-year end point, with approxi-
mately half moving out of diagnosis and staying out in dur-
ing the first 3 years and the remainder experiencing
remission at some later point in the interval. Forty-one per-
cent of those meeting diagnosis at baseline continued to
make AUD diagnosis over the following 3-, 6- and 9-year
intervals, and a small subset of the original group (15%)
fluctuated between meeting diagnosis and not meeting di-
agnosis over the 9 years, but recurring at the 9-year point.
Another recent study involving initially untreated alco-
holics who were recruited during their first contact with a
treatment system observed similar rates of remission, with
variation dependent on the level of risk at treatment entry
(Moos & Moos, 2003). Subjects with over nine risk factors
had a remission rate of 22% and those with two or fewer
risk factors had a remission rate of 76% after 8 years.

The risk factors identified by the Mooses and others as
contributing to better or worse outcome are of several
types. Moos and Moos (2003) found that more participa-
tion in Alcoholics Anonymous (AA) or formal treatment
over the 8-year follow-up period predicted remission. Also,
alcoholics who at baseline consumed more alcohol were in-

toxicated more often, had a heavier drinking pattern, and
had increased tolerance, were more likely to be nonremit-
ted at 8-year follow-up. In contrast, in the Humphreys et al.
(1997) nontreatment sample, addictive behavior factors
such as alcohol consumption and alcohol dependence at
baseline did not predict recovery. This was also true in
the McAweeney et al. (2005) nontreatment sample. More
generally, the existing literature indicates that recovery
(movement out of diagnosis, and then staying out) is a dy-
namic behavior change process at the individual level, in-
volving continued practice of lifestyle change, which
reinforces and perpetuates a desire to maintain the change
in a positive spiral (Kaskutas, Bond, & Humphreys, 2002;
Prochaska, DiClemente, & Norcross, 1992; Vaillant, 1995).
For instance, it has been shown in both natural and treat-
ment settings that a pattern of decreased drinking or total
abstinence from drinking produced a rise in self-esteem,
lessening of depression, and greater confidence to resist
drinking (Blomqvist, 1999; S. M. Hall, Wasserman, &
Havassy, 1991; Humphreys, Moos, & Finney, 1994).

The across-study discrepancy in the utility of baseline
symptom severity as a predictor of later outcome high-
lights another issue. The McAweeney et al. (2005) study
found that social environmental factors played a role in re-
covery that overrode the effects of current alcoholic func-
tioning. Thus, the study found that wives’ baseline AUD
status and the extensiveness of their social support net-
work were robust predictors of recovery from diagnosis,
above and beyond the alcoholic husband predictors of
higher educational achievement, treatment involvement,
and the help of a history of prior success (more interven-
ing years of recovery). A parallel set of findings was
observed in the Humphreys et al. (1997) study, where so-
cial /community resources were more predictive of recov-
ery than individual demographic variables. The effective
social /community resources included being an active
member of a religious organization, number of outpatient
treatment sessions, family relationships, and attendance
at AA meetings. One possible reason for the across-study
difference in predictive utility of drinking severity at
baseline may lie with the difference in populations being
studied. In community samples, greater levels of variation
exist in social relationships. When the social environment
is less fluid, more likely in treatment samples that tend to
be older and involve more socially damaged alcoholics,
then the severity indicator at baseline may be a more ef-
fective predictor.

Thus, recovery from diagnosis appears at least in part to
be an interactive, epigenetic process that may not be en-
tirely predictable on the basis of prior history. More than a
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generation ago, Moos, Finney, and Chan (1982) observed
that spouses of relapsed alcoholics drank more alcohol
and participated in fewer social activities. These findings
suggest that the marital partner’s ongoing functioning
plays a role in stability or change of their husband’s diag-
nosis. A parallel observation in the McAweeney et al.
study suggests the same. Recovered men’s partners de-
creased their AUD in the interim, but nonremitters’ part-
ners increased. The next step for research in this area
clearly needs to move to the microanalytic, real-time level
of social interaction to isolate the critical behavioral and
interactional ingredients that create these macrolevel
variables. Such factors might include the quality of mi-
crointeractions between partners ( leading to divorce or
not), the level of negativity associated with the drinking,
the specific nature of peer relationships, and their social
networks outside the marriage (Jacob, Leonard, & Haber,
2001; Leonard & Jacob, 1997; McCrady, Hayaki, Epstein,
& Hirsch, 2002). At the same time, it is conceivable that
the putative interactive effects are a product of marital
assortment, which thereafter is responsible for the differ-
ences in marital interaction and social functioning of
partners. This hypothesis will also need to be evaluated,
although evidence to date is not consistent with this expla-
nation (Floyd et al., in press).

FUTURE WORK AND CONCLUDING SUMMARY

In this section, I comment on three next-step problems
that the field needs to address. They involve the need for
(1) redefinitions of the phenotype, (2) a change in the core
paradigm of the field, and (3) better articulation of gene-
brain-behavior-environment relationships.

Redefining the Phenotype

A number of generalizations about the characteristics of
AUD are derivative from this review:

• The etiology of AUD is emergent, and significant por-
tions of the risk structure are identifiable in very early
childhood.

• Variations in trajectory of risk in earlier life and symp-
tomatology and course in adulthood provide clear evi-
dence that AUD is a heterogeneous family of disorders,
and the time has passed for it to any longer be regarded
as a single phenotype. In its crudest form, the AUD cat-
egory is differentiable into an early-onset, high-risk,

high-chronicity trajectory that emerges out of a nested
matrix involving high individual undercontrol and high
family, socioenvironmental, and genetic risk, and a
number of shorter course trajectories that appear to be
strongly driven by environmental, stage-dependent ( late
youth and young adulthood) influences or specific envi-
ronmental stressors (divorce, death, trauma/abuse). A
third group display as gradual-onset, primary addictions
to ethanol that occur in high-use environments among
those with a prior drug vulnerability (e.g., low sensitiv-
ity to ethanol) and that continue without significant co-
occurring psychiatric comorbidity.

• The occurrence of externalizing or internalizing sympto-
matology, or both, or neither, in childhood and external-
izing or internalizing disorder, or neither, in adulthood is
critical to the classification of the phenotype.

• Because risk is emergent and takes place in a fairly well-
defined risk matrix, cross-sectional classification of
symptomatology in adulthood is not a sufficient marker
of course. A new diagnostic framework is required that
takes account of trajectory variation, onset characteris-
tics (early versus later; within a high-adversity, nested
risk environment or not), and offset characteristics (how
long symptomatology has been absent; whether it has re-
curred or not, and if it has, its duration and severity) and
that evaluates the degree of risk of the nesting structure
within which the current symptomatology is embedded.

The author and colleagues began such a formulation
in the early 1990s by creating an index to scale the
“mass” and “momentum” of the disorder (Zucker,
1991; Zucker, Davies, Kincaid, Fitzgerald, & Reider,
1997). The index, called the Lifetime Alcohol Problem
Score (LAPS), is a developmentally based measure that
conceptualized the disorder as a mass of greater or
lesser breadth (indexed by variety of different symp-
toms) with properties of extensiveness in time and
life course invasiveness (the index had an onset compo-
nent, a “life-% with symptomatology” component, and
a more recent version also has an offset component;
Jester et al., 2001). It has proven to be an effective di-
mensional measure of life course diagnostic weight in a
number of different studies (e.g., McAweeney et al.,
2005; Wong et al., 1999), but it has not been widely
used outside of our own group.

• Ethanol has been called a “dirty” drug, because there
are so many sites of action in the brain that appear to
have relevance in the development and maintenance of
the addictive disorder. In parallel, this review clearly in-
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dicates that the etiology of this family of disorders is
likewise dirty, involving a large matrix of causal sys-
tems that operate in concert to produce one or another of
the AUD end points. Apropos point two, the different
concerts need to be better differentiated and scored for
the field to move to the next level of understanding of
the family.

Is the Child Father to the Man, or Mother to the
Woman? Problems in Embracing a Developmental
Psychopathology Paradigm

As noted in point 1, and as articulated at some length earlier
in this chapter, eight different longitudinal studies con-
ducted in three countries have replicated the finding that
early externalizing and internalizing problems are develop-
mental precursors of AUD. The earliest of these studies was
published almost a generation ago. Thus, it remains extraor-
dinarily puzzling that this work has not been integrated into
the common knowledge base and remains virtually un-
known by the treatment community. Conversely, in the past
several years, considerable attention has been given to a de-
velopmentally intermediary indicator of course and of AUD
risk, namely, early onset of drinking. There are a host of
studies that have observed this relationship in the past
decade, and National Longitudinal Alcohol Epidemiologic
Survey (NLAES) data have also documented it (Grant,
1998; Grant & Dawson, 1998). But from the perspective of
a developmentalist, that marker, and those processes, are
already well down the road of risk development.

There are a number of reasons this problem still exists. I
have recently addressed some of the clinical and social pol-
icy reasons for this state of affairs (Zucker & Wong, 2005).
But for this set of volumes, it is more appropriate to note
that an epigenetic understanding of risk and disorder still
remains outside the accepted framework of understanding
for substance use disorders more broadly. I hope this chap-
ter will contribute to rectifying this situation. It remains a
major issue for the field to address.

(As a historical note, when this chapter was written in
the summer and fall of 2004, this was the situation. But
during that time, under the direction of NIAAA Director
Ting-Kai Li, a major shift in the Institute’s direction
began, which reconceptualized alcoholism as a develop-
mental disorder whose origins begin before adulthood.
A number of new initiatives were started, foremost among
which was NIAAA’s Underage Drinking Initiative
[http://www.niaaa.nih.gov/about /underage.htm#welcome],
which, with the help of an outside team of experts, has

begun to explore the precursive elements in this process at
levels ranging from the genetic to the systemic, and ranging
back in developmental time from conception into early
childhood, and thereafter. The initiative not only repre-
sents a major reframing of the core nature of the disorder,
including nonspecific-to-alcohol as well as alcohol-specific
components, but it also articulates a perspective on behav-
ior disorder that represents a paradigm shift for a national
policymaking body charged with understanding the causes,
etiology, and treatment of a major psychopathological dis-
order. It is noteworthy that the two main professional or-
ganizations whose membership deal with these issues on a
day-to-day basis, the American Psychiatric Association
and the American Psychological Association, have not yet
made that shift.)

Articulating Specific Gene-Brain-Behavior-
Environment Relationships

Given current developments in molecular biology and sta-
tistical genetics, earlier questions about heritability and
relative effects of genes and environment are no longer
important for the field to consider. Alcoholism, in its
varying forms, is both a genetic and an environmental dis-
order (A. Heath, 1995; Jacob et al., 2001; McGue, 1994),
and next-step research needs to be focused on questions of
mechanism: of which genes, acting in which combina-
tions, affect which intermediary neurobiological systems
in the development of risky traits, which, if emergent long
enough, under exposure in critical risky environments,
will lead to the clinical phenotypes of alcoholic disorder.

In this multilevel explanatory structure, it is equally im-
portant to understand the role of specific environmental in-
fluences in stimulating or dampening gene expression and,
in parallel fashion, stimulating or dampening behavioral
expression of the risky trait(s), and in allowing it (them) to
remain in place long enough to become specialized. Time is
also a significant part of this multifactorial structure, func-
tioning as a proxy for development. A mounting body of ev-
idence has demonstrated that these processes are dynamic,
involving the creation of a chain of risk that varies develop-
mentally and whose course appears not to be the same for
individuals with different clusters of risk (Kuh et al., 1997;
Zucker, 2000). Solving this puzzle requires a multidiscipli-
nary team with expertise ranging from molecular genetics
to life span developmental psychopathology. It also is an
analytically very demanding puzzle, given the multilevel,
multigene, across-time nature of the required models. At
the same time, with the appropriate database, modeling of
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these interrelated domains would provide the first integra-
tive descriptions of the development of the disorder.

Summary and Concluding Remarks

A multilevel-multidomain set of factors produces life
course variation in alcohol use, abuse, and dependence. At
the macro level, the rule, availability, and activity struc-
ture of the larger society plays a significant role in regulat-
ing drinking behavior. This larger social system restrains
heavy consumption in some eras and in some community
settings, and allows it to flourish in others, and level of
dampening even has impact on population rates of AUD.
Prohibition and wartime rationing are but two extremes of
a phenomenon that continues to change as lawmakers and
policymakers dampen down or open up the availability and
penalty structure for use. In turn, social environmental
availability makes alcohol-seeking behavior easier or more
difficult, and the cuing it provides encourages use to the
degree that it activates existing individual expectancy and
motivational networks.

Thus, to a degree, alcohol-seeking and -using behavior
is social behavior because it occurs in response to the so-
cial environment. However, it is considerably more than
that. The use of ethanol is a self-dosing act, and the phar-
macodynamics of the drug experience engage the brain’s
structures for appetite, sensitization, adaptation, reward,
planning and forethought, and affective and behavioral
control. This activity, and the network of risk factors con-
nected to it, is characterizable at a number of levels of
specificity, ranging from the behavioral to the neu-
roanatomical to the genetic.

Behavioral risk involves an expectancy network about
the positive or negative effects of alcohol use, that has its
beginnings in early childhood, and develops over time as a
function of both observational learning and consumption.
Two major traits nonspecific to alcohol use, undercontrol
and negative affectivity, also are major predictors of early
use, of problem use and ultimately of AUD. They also are
predictive that adult disorder will be more severe and more
socially problematic.

Brain circuitry related to these behaviors includes cir-
cuitry regulating stress and anxiety, response suppression,
working memory, reward responsivity, and social infor-
mation processing and involves both cortical and subcor-
tical sites.

The heritable basis of behavioral risk has been firmly
established over the past generation and accounts for 40%
to 60% of the risk variance. Heritability of AUD is heav-
ily non-drug-specific, and the risk pathway is primarily

through the two intermediate behavioral phenotypes of
undercontrol and negative affectivity. At the same time,
several genes conveying specific risk for AUD on the one
hand, and protection on the other, have also been identi-
fied. Promising candidate genes regulate aspects of the
serotonin, dopamine, and GABAergic systems. More gen-
erally, the genetics of AUD is that of a complex trait, in-
volving heterogeneity of phenotype, multiple genes, a
significant environmental set of risks, and developmental
variation in course.

This matrix is a multidisciplinary puzzle, and the prob-
lem from a science and a training standpoint is that most
investigations are still single discipline activities, with
each investigative group attempting to capture the explana-
tory variance from the vantage point of their own disci-
pline. The current state of knowledge is at a point that such
efforts are increasingly of limited value because the mod-
els they generate underspecify the risk matrix and are un-
able to evaluate the critical interactions that the current
data suggest are in operation.

For the same reason, the resolution of this puzzle re-
quires an interdisciplinary effort to resolve, and anything
less is going to fall short. The same concern needs to be
voiced about policy formulations that focus on only one
level of the dilemma while ignoring the others. A sufficient
knowledge base now exists to begin to address this family
of problems at multiple levels of cause and at multiple
places in their life history.
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WHY IS DISSOCIATION INTERESTING FROM
A DEVELOPMENTAL PERSPECTIVE?

The concept of dissociation as a psychopathological pro-
cess has long been controversial. For well over a century
this controversy has raged, and it remains as acrimonious
now as it has ever been (McHugh & Putnam, 1995). Yet, an
increasing number of clinicians and researchers, especially
those with a developmental orientation, are including mea-
sures of dissociation in their clinical practice and research
studies. Dissociation is now considered by some re-
searchers to be a major mediating factor for the develop-
ment of certain types of psychopathology. The growing
recognition of the impact of dissociation on long-term psy-
chological health emerges both from clinical work with
traumatized individuals and from research with normal

and clinical populations. Dissociation appears to account
for a significant amount of the variance in specific psy-
chopathological outcomes as well as for some important
clinical phenomena.

In parallel with the growing recognition of the contribu-
tion of dissociation to psychopathology is an emerging
awareness of dissociation as a fundamental developmental
process, similar to emotional regulation, in that it more or
less continuously shapes a child’s interaction with his or
her environment during sensitive periods. As a result, high
levels of dissociation appear to profoundly influence the
long-term development of identity and sense of self, cogni-
tive functioning, and psychological and physiological re-
sponses to stressors in some individuals (Putnam, 1997).

Indeed, if the taxonic model of Dissociative Identity
Disorder (DID) is correct, then high levels of dissociation
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acting over the course of early development produce a dis-
tinctly different type of psychological organization. In
opposition to a unified sense of self, dissociative individu-
als experience themselves as a collection of independent
or semi-independent agents, referred to as “personality
systems,” which are often at cross-purposes. Some re-
searchers believe that understanding the effects of early
dissociation on child development will provide crucial in-
sights into the effects of early trauma and psychosocial ad-
versity on long-term mental health.

GOALS OF THE CHAPTER

The overall goal of this chapter is to provide a comprehen-
sive developmental, clinical, and research overview of dis-
sociation, its history, phenomenology, the Diagnostic and
Statistical Manual of Mental Disorders (DSM) taxonomy,
developmental precursors, diagnosis, and treatment.

The history of dissociation is instructive in that it exem-
plifies both the enduring conceptual influence that early
theorizing about the nature of a disorder can have on mod-
ern formulations and the troublesome baggage that such
theorizing leaves in its wake. It has been said that much of
what mental health professionals know about the dissocia-
tive disorders is based on the portrayal of Multiple Person-
ality Disorder in the popular media. From their earliest
clinical accounts in the eighteenth century onward, disso-
ciative disorders have evoked public fascination. Many of
the misleading stereotypes about these conditions origi-
nated in the popular media over a century ago and have
been promulgated forward ever since. A goal of this chap-
ter is to trace the early historical roots of dissociation the-
ory and its subsequent revisions in the light of new and
better data.

The history of dissociative disorders is interesting in that
it is also, in many respects, the history of the emergence of
psychodynamic psychiatry. Dissociative psychopathology,
such as double personality, fugue, somnambulism, psy-
chogenic amnesia, and depersonalization, was pivotal in the
larger recognition of the existence and influence of uncon-
scious processes on behavior. These dissociative conditions,
in which an individual behaved in ways that were often anti-
thetical to his or her normal behavior and interests, spurred
the recognition of a hidden mental world that could erupt and
take control of an individual’s thoughts and actions in times
of personal crisis. Most of the great figures of early nine-
teenth-century psychology and psychiatry described cases

and presented their theories of dissociation. The cumulative
result was the “discovery of the unconscious” during the late
nineteenth century and the subsequent articulation of thera-
peutic approaches that directly addressed unconscious
processes in treatment (Ellenberger, 1970). Freudian psy-
choanalysis is the most notable of these treatments, but many
other dynamic psychiatry treatment models exist and are
still practiced.

Psychoanalysis, once the dominant psychiatric treat-
ment model, has long since lost its cachet and been
replaced by neurobiologically oriented approaches to
treatment, primarily psychopharmacology. Dissociation,
however, remains clinically and scientifically import-
ant to current theorizing, especially as related to the de-
velopment of psychopathology, the nature of cognitive
processes, and the linkage between mental processes and
somatic symptoms. An awareness of the history of disso-
ciation and the dissociative disorders will help the reader
appreciate the critical role of dissociation in understand-
ing mental illness and health as well as to sort the prover-
bial wheat from the chaff with regard to the claims and
counterclaims raised by proponents and opponents of dis-
sociation theory.

Another goal of this chapter is to articulate the essential
features of dissociation and the corresponding dissociative
diagnoses such that clinicians can recognize these condi-
tions in their work and researchers can include dissociation
in their clinical and laboratory investigations. In this re-
gard, the chapter seeks to delineate the nature of dissocia-
tion through a convergence of data drawn from multiple
sources.

Dissociative disorders have been formally defined in
every version of the DSM published by the American Psy-
chiatric Association since DSM-I in 1952. A number of the
DSM-defined disorders are discussed in this chapter to pro-
vide detailed descriptions of dissociative psychopathology.
These discussions include the essential features of the dis-
order, a table of the DSM-IV-TR diagnostic criteria, rele-
vant epidemiology, and a brief description of currently
accepted treatment. In addition to the DSM disorders, the
chapter includes more general discussions of dissociative
symptoms that commonly occur across most of the DSM
disorders and thus can be considered core symptoms.

The best validated approaches to the measurement of
dissociation are also discussed. Current dissociation scales
and structured interviews for adults have been proven to be
as reliable and valid as corresponding measures for depres-
sion and anxiety. Although fewer in number, dissociation
measures for children and adolescents also exhibit good
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psychometric properties and are proving informative both
clinically and in the laboratory setting. The inclusion of
standard dissociation measures in clinical and experimental
research has revolutionized our understanding of the disso-
ciative process. A goal of this chapter is to review existing
quantitative research using standard dissociation measures
on etiological antecedents, the impact of dissociation on
development, dissociative alterations of cognition, and the
neurobiological markers and mechanisms of dissociation.

One of the major results of this process is the documen-
tation of the role of trauma in the etiology of pathological
levels of dissociation. Historically, dissociation has been
linked to trauma since the nineteenth century by authori-
ties such as Pierre Janet (van der Kolk, Brown, & van der
Hart, 1989; van der Hart, Brown, & van der Kolk, 1989)
the great French psychologist and psychiatrist. The advent
of good measures of dissociation allows us to quantify this
early observation for multiple different types of trauma in
independent samples. The magnitude of the relationship
of increased dissociation to traumatic antecedents is
equivalent to that demonstrated for trauma and posttrau-
matic stress symptoms. Induced stressor studies, such as
those conducted on military training of Special Forces
troops, further strengthen our conviction that experiences
of major stress and trauma play an etiological role in the
production of pathological levels of dissociation.

A second process making an etiological contribution to
dissociation appears to be a particular disorder of attach-
ment, Type D or Disoriented/Disorganized Attachment.
Type D attachment, most commonly found in maltreated
children, appears to be an important antecedent process
that predisposes individuals to dissociate in the context of
stress or trauma as opposed to exhibiting some other
symptomatic expression and/or coping response. Prelimi-
nary longitudinal data linking Type D attachment in in-
fancy to subsequent increased dissociation in adolescence
suggests that, together with early maltreatment /childhood
stressors, fundamental parent-child difficulties contribute
to the propensity to dissociate.

A final important goal of this chapter, in keeping with
the theme of this book, is to describe the current data
and thinking with respect to dissociation as a critical de-
velopmental process influencing cognition, behavior, and
psychopathology. A growing body of research is strongly
linking dissociation to a range of negative long-term se-
quelae. Sophisticated statistical studies confirm that dis-
sociation plays a significant role in the mediation of
traumatic experiences into these negative outcomes. An
awareness of the powerful developmental role played by

increased dissociation in certain forms of psychopathol-
ogy provides a clinical target for the next generation of
treatments and interventions with maltreated and trauma-
tized children.

BRIEF HISTORY OF DISSOCIATION AND
THE DISSOCIATIVE DISORDERS

Eighteenth and Nineteenth Century

The study of dissociation began in the late eighteenth
century with Eberhardt Gmelin’s (Ellenberger, 1970)
medical report of a German woman who alternatively “ex-
changed” her peasant personality for that of a French
aristocratic lady, with each personality amnesic for
the other. By the early nineteenth century, diagnoses of
dual, double, and duplex personality/consciousness were
being regularly reported in Europe and North America.
Widely hailed as the father of American psychiatry, Ben-
jamin Rush (Putnam, 1991) included examples in his med-
ical school lectures. He proposed that the condition was
caused by a disconnection between the two hemispheres
of the brain—a theory that continues to attract modern
interest. The case of Mary Reynolds, which was to become
the American archetype of multiple personality for
the remainder of the century, was first described shortly
thereafter.

In France, Antoine Despine (Despine, 1840) a country
doctor, compiled systematic case reports of several multi-
ple personality patients, including child and adolescent
cases. Many also suffered from classic conversion symp-
toms such as psychogenic blindness, deafness, and paraly-
sis. It was then commonly believed that these patients,
primarily women, suffered from sexual frustration. Hyste-
ria became the preferred diagnosis for these patients. In a
mid-nineteenth-century study involving nuns, prostitutes
and maid servants, Paul Briquet (Ellenberger, 1970) dis-
puted the notion that hysteria was an expression of forbid-
den impulses. He believed instead that these symptoms
arose as a result of overwhelming trauma and loss, fre-
quently in childhood.

Toward the end of the nineteenth century, Jean-Martin
Charcot (Ellenberger, 1970), director of the great French
psychiatric hospital La Salpêtrière, gave dramatic demon-
strations with “hysterical” patients who were “magnet-
ized” before crowds of physicians and the interested
public. Among those attending were Sigmund Freud,
Pierre Janet, and Joseph Babinski. Following Charcot’s
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sudden death, Babinski (Babinski, 1901, 1909), who be-
lieved that the patients’ symptoms were merely the effects
of Charcot’s “suggestion,” assumed directorship of the
Salpêtrière and halted further studies, thereby roundly
discrediting dissociation and hysteria. The then consider-
able prestige of French psychiatry influenced the adoption
of similar positions internationally, although American
academic interest in dissociation continued into the early
twentieth century under the influence of William James,
Morton Prince, and others.

Pierre Janet (Ellenberger, 1970), though similarly
critical of Charcot’s performances as encouraging of hys-
terical symptoms, nonetheless recognized the existence of
a legitimate underlying mental disturbance. Conducting
carefully documented case studies (ultimately numbering
in the thousands, which he ordered destroyed upon
his death), Janet elucidated the psychological principles
that he believed characterized dissociative psychopathol-
ogy. As had Briquet a half-century before him, Janet
attributed hysteria to overwhelming stress and actual
trauma. He believed that the fundamental process in disso-
ciation was the “narrowing of consciousness,” which pre-
vented the person from perceiving certain subjective
phenomena, such as traumatic memories. These then be-
came dissociated, quasi-independent aspects of the mind.
He developed a cognitive psychotherapy, including hypno-
sis, which sought to identify and correct these “fixed
ideas.” The First World War interrupted Janet’s writing
and teaching, and in the immediate postwar years the rise
of psychoanalysis, with its emphasis on repression of unac-
ceptable ideas and impulses, eclipsed his earlier therapeu-
tic approach of “psychological analysis.”

Today, most authorities regard Janet as the father of
modern theories of dissociation and note that many of
Freud’s early ideas were borrowed from him. Indeed, Freud
cites Janet’s work in his first book, Studies on Hysteria,
coauthored with Josef Breuer, which is widely revered as
the beginning of psychoanalysis (Breuer & Freud, 1957). In
his review of their book, Janet somewhat sarcastically ob-
serves that these young Austrians have discovered some of
his “already old ideas” (Ellenberger, 1970, p. 772). As time
passed, however, many psychoanalysts severely criticized
Janet, and his ideas were largely repudiated or forgotten in
the post-World War I infatuation with Freud’s theories
about sexual drives. Psychoanalytic thinking posited the
idea of a dynamic unconscious, which defended against un-
acceptable thoughts, wishes, and memories. Freud’s subse-
quent retraction of his seduction theory further detracted
from Janet’s position that hysterical patients had experi-
enced actual trauma.

Twentieth Century

World War II brought many “hysterical” battlefield casual-
ties, called “shell shock” in WWI, who exhibited florid
dissociative reactions, including amnesia for their own
identity, fugues, conversion blindness, and paralysis. Treat-
ment generally involved “narcosynthesis,” induced by hyp-
nosis or drugs such as sodium amytal, which created a
twilight mental state in which the traumatic memories un-
derlying the symptoms were recalled and defused in an
often emotional abreaction. Although their long-term ef-
fects were never followed up, these battlefield treatments
were regarded as hugely successful, returning the vast ma-
jority of soldiers to the front lines within days (Menninger,
1945). Despite initial optimism, the successes of military
psychiatry with abreactive treatments for acute traumatic
reactions could not be duplicated with peacetime mental
patients. The majority of these patients suffered from
chronic forms of mental illness such as Schizophrenia and
Bipolar Disorder. As a consequence, abreactive forms of
therapy were largely discarded in the 1950s, only to be re-
discovered and used with Vietnam veterans and Dissocia-
tive Disorder patients in the 1970s and 1980s.

The publication of the DSM-III in 1980 brought new at-
tention to the dissociative disorders as a distinct category
of psychiatric conditions. This renewed recognition of dis-
sociation, especially Multiple Personality Disorder, stimu-
lated both clinical recognition and reporting and more
formal research. Subsequently a large body of data has ac-
crued for DID (as Multiple Personality Disorder was re-
named in the DSM-IV), Depersonalization Disorder, and
dissociation in general.

Modern Perspectives on Dissociation

From the 1980s on, clinicians and researchers have re-
ported high rates of trauma, particularly child abuse, in
Dissociative Disorder patient samples. These reports, to-
gether with sensationalized media portrayals, have con-
tributed to a series of controversies that have affected
the credibility of dissociation despite the overwhelming
scientific data attesting to its validity as a pathological
process. The core controversies are (1) whether Dissocia-
tive Disorders, particularly DID, are an iatrogenic creation
induced by the therapist’s fascination/credulity with a
“suggestible” patient and (2) whether the traumatic memo-
ries recalled by many of these patients are based on actual
experiences (McHugh & Putnam, 1995). These primary
controversies, which are both predicated on a notion of in-
creased “suggestibility,” have become politicized around
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the implicit issue of true versus false claims of victimiza-
tion. These controversies have overshadowed much of the
research findings published in the past decade. Indeed, the
two sides generally discount each other’s data, although
relevant research has been done by both camps.

DEFINITIONS OF DISSOCIATION

Definitions of dissociation emerge from a number of
disciplines and research traditions, including hypnosis
research, descriptive psychiatry, information-processing
theory, and cognitive psychology. These definitions con-
verge around the notion that dissociation is manifest by
the failure to connect or associate mental information
in the fashion that it would normally be expected to be
linked. The DSM-IV states that “ the essential feature of
the dissociative disorders is a disruption in the usually in-
tegrative functions of consciousness, memory, identity, or
perception of the environment. The disturbance may be
sudden or gradual, transient or chronic” (American Psy-
chiatric Association, 1994, p. 477).

This failure to integrate certain kinds of information
operating over the course of development gives rise to a
set of life experiences that shape both dissociative and
compensatory behaviors. As a result, most measures of dis-
sociation ask about the frequency with which certain “un-
usual” experiences occur. For example, the Dissociative
Experiences Scale (Bernstein & Putnam, 1986) asks,
“Some people have the experience of finding themselves in
a place and having no idea how they got there. Circle a
number to show what percentage of the time (0% to 100%
in 11 steps) this happens to you.” This question inquires
about fugue episodes, a common experience for many peo-
ple with DID but extremely rare for individuals who do not
qualify as having a Dissociative Disorder.

Dissociative Symptoms

For the most part, clinically based measures of dissociation
inquire about the same basic set of constructs: (1) amnesias
and “lost” time; (2) alterations in sense of identity; (3) de-
personalization and derealization; (4) experiences of in-
tense absorption; and (5) passive influence experiences.
Most dissociation measures do not include all of these con-
structs, leading to some variability across studies. However,
there is very high convergent validity across the most widely
accepted measures of dissociation. A meta-analysis yielded
an overall combined correlation of r = .67 with a Cohen’s d
= 1.81 (a Cohen’s d ≥ 0.80 is considered evidence of a
strong effect; van Ijzendoorn & Schuengel, 1996).

Each of these dissociative constructs is typically mani-
fest both as a set of subjective experiences that the individ-
ual may report and as a set of distinct behaviors that may
be observed, recorded, and to some extent quantified. The
phenomenology of these dissociative signs and symptoms
has shown good stability across culture and over time.
Janet’s nineteenth-century dissociative patients by and
large resemble those seen on psychiatric wards today.
Clinical dissociative case series have been reported for
many different cultures, including non-Western, Latin,
Asian, European, and Near Eastern (Boon & Draijer, 1993;
Coons, Bowman, Kluft, & Milstein, 1991; Middleton &
Butler, 1998; Sar, Yargic, & Tutkun, 1996). Comparisons
of symptoms reveal many strong similarities across these
different samples. This reliability in the clinical manifesta-
tions of dissociation across time and culture is one element
of a larger proof of the validity of pathological dissociation
as a meaningful construct and the dissociative disorders as
a distinct manifestation of psychopathology. Nonetheless,
it should be acknowledged that there are cultural variations
in clinical dissociative presentations, so that different cul-
tures may package the core set of dissociative constructs in
unique ways.

The five DSM dissociative disorders, Dissociative Am-
nesia, Dissociative Fugue, Depersonalization Disorder,
DID, and Dissociative Disorder Not Otherwise Specified
(DDNOS), share overlapping dissociative symptoms. Each
disorder is characterized by a primary dissociative symp-
tom that dominates the clinical presentation, but careful
inquiry will reveal the existence of other dissociative
symptoms. To further confuse the reader, many dissocia-
tive symptoms share the name of the DSM disorder. For ex-
ample, Dissociative Amnesia is both a symptom that may
be found in several dissociative disorders and the name of a
DSM disorder. To clarify for the reader whether a symptom
or a DSM disorder is being discussed, all DSM disorders
are capitalized in the text.

Amnesia and Memory Symptoms

Time loss, blackouts, and various amnesias in the absence
of substance abuse or organic conditions are a hallmark of
pathological dissociation. Specific disturbances in memory
are core features of all of the dissociative disorders except
perhaps Depersonalization Disorder. Patients generally re-
port becoming aware of these gaps in the continuity of their
memory in two ways. In the first instance, they “come to”
in the midst of doing something, for example, finding them-
selves in a room talking with strangers or driving in a car.
Often, they have little or no recall of how they got to be
where they are or what they were doing there. The second
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way that large gaps in awareness of the continuity of time
come to an individual’s attention is when that person is
continually confronted with evidence of having gone some-
where or done something that he or she cannot recall. Fam-
ily and friends tell these individuals about events and
behaviors that they cannot remember, they find purchases
that they do not recall buying, or they find themselves mar-
ried to people whom they do not know. One patient told me
that she was tired of going to work and discovering that she
had quit her job in a stormy scene the day before.

Family and friends often describe the patient as forget-
ful or as always changing his or her mind. There is a per-
plexing quality to this forgetfulness in that the individual
often appears not to recognize people or possessions or for-
gets important information that he or she would be ex-
pected to remember without difficulty. At other times, a
dissociative individual may show profound shifts in per-
sonal preferences, for example, taste in food or clothing,
and refuse to acknowledge his or her prior favorite choice.
Dissociative individuals often report significant gaps in the
continuity of their autobiographical memory. For example,
a patient reported that she had clear memories of fifth and
sixth grade but no recall of seventh and eighth grade. These
gaps in autobiographical recall do not fit the profile of
“childhood amnesia,” which typically manifests as a sig-
nificantly decreased number of memories below age 5 to 6
years, with few memories before age 3 years. Rather, disso-
ciative patients often report abrupt, age- or event-demar-
cated gaps in autobiographical recall that do not fit the
memory decay curve associated with childhood amnesia.

Dissociative disturbances of memory wax and wane dy-
namically so that information that was unavailable in one
context may be readily available in others. Generally the
individual and his or her significant others find ways to ra-
tionalize these discrepancies in memory, preferences,
skills, and knowledge until some event occurs that makes it
overwhelmingly evident that this level of forgetfulness is
seriously compromising the quality and effectiveness of
the individual’s performance. Nonetheless, high levels of
dissociation operating over the course of development
shape an individual’s approach to situations and his or her
responses to certain events.

Alterations in Identity

Alterations in identity are a critical feature of all dissocia-
tive disorders and a core component of pathological disso-
ciation. These alterations take a number of forms. In
Dissociative Amnesia, the individual loses awareness of his
or her identity; these are the John and Jane Doe cases who
show up in most large city hospital emergency rooms sev-

eral times a year. In Dissociative Fugue, characterized by a
sudden trip or wandering episode, the individual is largely
amnesic for his or her principal identity but often elabo-
rates a secondary identity during the journey. When the
primary identity is reestablished, there is often a reciprocal
amnesia for the events and experiences of the secondary
identity. Memory for fugue experiences may, however, re-
turn gradually or in response to specific cues. In Deper-
sonalization Disorder, the individual often feels either
“unreal” or “dead.” Dissociative Identity Disorder or Mul-
tiple Personality Disorder is characterized by individuals
feeling as if they consist of a number of separate and dis-
tinct alter identities or personalities that exchange control
over behavior, often in a rather contentious fashion. The
DSM category of DDNOS is a heterogeneous collection of
dissociative syndromes and trance state conditions, many
unique to specific cultures or situations, which typically
includes full or partial spirit possession experiences or
episodes during which the individual is not fully cognizant
of his or her identity and behavior.

Depersonalization and Derealization

Depersonalization is both a symptom and a DSM disorder.
As a psychiatric symptom, depersonalization is remarkably
common and is included among the symptom profiles of a
wide span of disorders, ranging from epilepsy to Borderline
Personality Disorder. The DSM-IV-TR identifies the essen-
tial feature of depersonalization as the persistent or recur-
rent feeling of detachment or estrangement from one’s self.
The individual may report feeling like an automaton or as if
in a dream or watching himself or herself in a movie. There
may be a sensation of being an outside observer of one’s
mental processes, one’s body, or parts of one’s body. There
is often a sense of an absence of control over one’s actions.

Described clinically since the 1870s, depersonalization
was named in 1898 by L. Dugas (Dugas, 1898), who sought
to convey “ the feeling of loss of ego.” Freud, Janet, Eugén
Bleuler, and other nineteenth-century authorities reported
patients with symptoms of depersonalization and dereal-
ization. A 1914 report by Schilder (1939) is regarded as a
turning point in psychiatric interest. In 1954, Ackner (Ack-
ner, 1954a, 1954b) enumerated the essential features of
current diagnostic definitions. Symptoms of Depersonal-
ization as a DSM disorder include

(1) the feeling of unreality or strangeness apropos the self;
(2) the retention of insight and lack of “delusional elabora-
tion”; (3) the lack of affective response (“numbness”) ex-
cept for the discomfort regarding depersonalization; and (4)
an unpleasant property that inversely varies in intensity
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with the subject’s familiarity with the phenomenon. (Kaplan
& Sadock, 1991, p. 51)

In the past decade, research by Eric Hollander, Daphne
Simeon, and colleagues (Hollander et al., 1990, 1992, 1994;
Simeon et al., 1997, 2000; Simeon, Guralnik, Knutelska,
Yehuda, & Schmeidler, 2003; Simeon & Hollander, 1993)
has significantly increased our understanding of Deperson-
alization Disorder through systematic case series, medica-
tion trials, brain imaging, and improved measurement.

Derealization is defined as a “sensation of changed real-
ity or that one’s surroundings have altered” (Kaplan &
Sadock, 1991, p. 51). Derealization is quantified on dissoci-
ation scales by questions such as “Have you ever felt as if the
world and/or people around you was unreal, or seemed as if
in a dream (Bernstein & Putnam, 1986)?”

Transient experiences of depersonalization and dereal-
ization are the third most commonly reported psychiatric
symptom after depression and anxiety. A random sampling
of over 1,000 adults found a 1-year prevalence of 19% for
depersonalization and 14% for derealization (Aderibigbe,
Bloch, & Walker, 2001). Common in seizure patients and
migraine sufferers, depersonalization also occurs with the
use of marijuana, LSD, and mescaline, and less frequently
as a side effect of certain medications, particularly anti-
cholinergic agents. Albert Hoffman, the chemist who first
synthesized LSD, reported on his first deliberate ingestion:
“Occasionally I felt as if I were out of my body. . . . I
thought I had died. My ‘ego’ was suspended somewhere in
space and I saw my body lying dead on the sofa” (quoted in
Lee & Shlain, 1992, p. xviii). Depersonalization has also
been reported following meditation, hypnosis, mirror and
crystal gazing, and sensory deprivation experiences. It is
also common after mild to moderate head injury where
there is little or no loss of consciousness; for some reason,
it is much less likely if unconsciousness lasts for more than
a half-hour. Depersonalization, derealization, or out-of-
body experiences are also common following life-threaten-
ing experiences with or without serious bodily injury and
may occur in up to 70% of individuals with a serious injury
or near-death experience (Putnam, 1985).

Experiences of Intense Absorption and Deep Hypnosis

Experiences of intense absorption, deep hypnosis, or deep
relaxation are considered dissociative by some, but by no
means all, authorities. Their inclusion as dissociative comes
out of the hypnosis research tradition, which has long
equated hypnosis with dissociation. A number of lines of
evidence, however, indicate that clinical phenomena that are
often referred to as “pathological dissociation” are distinct

from seemingly analogous phenomena that may be induced
under hypnosis in highly hypnotizable individuals. More
than a dozen studies that have administered measures of
both hypnotizability and dissociation found virtually no
correlation between these two constructs (Putnam & Carl-
son, 1998). Nor do measures of hypnotizability correlate
with psychopathology in the same fashion as dissociation.
As a consequence, many authorities are dropping absorp-
tion items from their scales and interviews, as these are not
predictive of clinical consequences.

Passive Influence/Interference Symptoms

Passive influence or interference symptoms encompass
many first-rank Schneiderian symptoms, such as audible
thoughts, voices arguing with each other, divine or de-
monic powers controlling the body, thought withdrawal or
insertion, and “made” feelings, impulses, and actions.
Once considered to be pathognomonic for Schizophrenia,
passive influence experiences are not uncommon in pa-
tients with affective, organic, and dissociative disorders. In
fact, passive influence symptoms are more common in dis-
sociative patients than in patients with psychotic disorders
(Kluft, 1987). In dissociative patients, the agents of the
passive influence symptoms are usually experienced as in-
ternal, as opposed to individuals with psychotic disorders,
who typically feel controlled by external entities. In addi-
tion, dissociative patients may experience strong affects or
impulses that feel as if they are imposed on them and are
not their own feelings or desires.

Passive influence experiences are a central component
of spirit possession, which is a core feature of a number of
religious traditions. Possession typically takes either a di-
vine or a demonic form. In the divine form in Western reli-
gions, the individual usually feels as if he or she is a
passive vessel filled and moved by the Holy Spirit and he or
she is serving as an instrument of divine will. There is typ-
ically a powerful affective memory of this experience,
which may be life-changing. In African, Caribbean, and
South American cultures, the individual may become a di-
vine entity, with distinctive speech and demeanor. Often,
this god issues commands and pronouncements or bargains
with relatives and friends about its terms for relinquishing
possession of the body. The individual is typically amnesic
for the duration of the possession.

Demonic possession likewise occurs in both Western
and non-Western cultures and typically takes the form of
an evil entity either attempting to seize physical control or
tormenting the individual into doing something against his
or her will. In Western cultures, the individual is typically
aware of this possession and feels as if he or she is in a



664 Dissociative Disorders

physical struggle with the evil entity, “wrestling with
demons.” In non-Western cultures, the individual is often
amnesic for these experiences. Possession experiences
often occur in the context of a personal crisis and fre-
quently serve in some fashion to alter the individual’s life
circumstances in ways that reduce stress. Although more
common than generally appreciated, demonic possession is
typically treated by religious rituals and thus rarely en-
countered in clinical settings.

CLINICAL AND RESEARCH MEASURES
OF DISSOCIATION

Dissociation Scales and Diagnostic Interviews

Dissociation screening measures and scales have prolifer-
ated in the past decade. The best of these instruments equal
the levels of reliability and validity established for mea-
sures of depression, anxiety, and Posttraumatic Stress Dis-
order (PTSD). Measurement of dissociation has proven
particularly important to understanding the clinical contri-
bution of dissociation to trauma-associated disorders as
well as for laboratory studies. Many of these measures are
in the public domain and available on the Internet. Estab-
lishing the provenance of a given measure downloaded
from the Internet is critical to ensuring that a properly val-
idated version is being used, as, unfortunately, some mea-
sures have been significantly modified and then reposted
under their original name.

Symptom Screening Measures

A number of general dissociation screening scales exist.
The Dissociative Experiences Scale (DES), developed by
Bernstein and Putnam in the mid-1980s, is the most widely
used and has been included in hundreds of studies (Bern-
stein & Putnam, 1986; E. B. Carlson & Putnam, 1993). The
28 items primarily focus on amnesias, identity alteration,
depersonalization, derealization, and absorption. The over-
all DES score can range from 0 to 100. Using receiver op-
erating characteristics methodology, multiple studies
converge on DES scores of 30 or greater as a threshold for
identifying pathological levels of dissociation (Waller, Put-
nam, & Carlson, 1996). An overall DES score of 30 or a
score of 30 on the 8-item DES-T (taxon; see later discus-
sion) is typically used by studies dividing a sample into
high- and low-scoring subjects. Highly correlated with
other dissociation measures, the DES has excellent coeffi-
cients of internal and test-retest reliability across multiple
studies. A trifactorial solution with subscales for amnesia,

depersonalization, and absorption is typically found with
clinical samples, whereas general population samples often
yield a one-factor solution with absorption items loading
most strongly. Within reason, gender, socioeconomic sta-
tus, and IQ do not appear to have significant influence on
DES scores. Translated into over 40 languages, DES stud-
ies across cultures reveal strong similarities for both West-
ern and non-Western samples, attesting to the universality
of the core constructs of dissociation.

Developed by Marmar, Weiss, and colleagues (1994),
the Peritraumatic Dissociative Experiences Questionnaire
(PDEQ) assesses dissociative experiences at the time of the
traumatic event. A 10-item self-report version (PDEQ-10-
SRV) is widely used for both research and clinical screen-
ing. A meta-analytic study established that peritraumatic
dissociation is the single best predictive factor for the
subsequent development of PTSD (Ozer, Best, Lipsey, &
Weiss, 2003). Many of the somatosensory and conversion
symptoms common in dissociative patients, which include
motor inhibitions, loss of function, anesthesias and analge-
sias, pain, and problems with vision, hearing, and smell,
are tapped by the Somatoform Dissociation Questionnaire
(SDQ-20) developed by Nijenhuis (1999). Whereas the 20-
item version (SDQ-20) has good reliability and validity for
discriminating Dissociative Disorder patients, a 5-item
version (SDQ-5) can serve as a quick screening measure.
Administered by a trained rater, the Clinician Adminis-
tered Dissociative States Scale (CADSS) by Bremner et al.
(1998) has proven useful in laboratory studies of acute dis-
sociative states for assessing symptoms of amnesia, deper-
sonalization, and derealization.

For children and adolescents, three primary measures
have been used most widely. A parent /caretaker/teacher
20-item report measure, the Child Dissociative Checklist
(CDC), is a reliable and valid screen for dissociation in
children 5 to 12 years of age. Rating each behavior on a 3-
point scale, scores can range from 0 to 40, with scores of 12
or greater indicative of pathological levels of dissociation.
Several investigators have identified items of the ever pop-
ular Child Behavior Checklist (CBCL) that load on a disso-
ciative subscale. These CBCL dissociation subscales have
proven useful in research studies, although the clinical util-
ity has yet to be tested with dissociative patients (Becker-
Blease et al., 2004). An adolescent version of the DES, the
Adolescent Dissociative Experiences Scale (ADES), mea-
sures similar constructs of amnesia, identity alteration, de-
personalization, and derealization using age-appropriate
item content. A 30-item instrument, the ADES uses a 0 to
10 answer format and has good reliability and validity both
as a research tool and as a clinical screening instrument
(Armstrong, Putnam, Carlson, Libero, & Smith, 1997; Bo-
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nanno, Noll, Putnam, O’Neill, & Trickett, 2003; Brunner,
Parzer, Schuld, & Resch, 2000; Fehon, Grilo, & Lipschitz,
2001; Friedrich et al., 2001; Kisiel & Lyons, 2001; Noll,
Horowitz, Bonanno, Trickett, & Putnam, 2003).

Diagnostic Interviews

Two structured, DSM-based diagnostic interviews have
been developed: the Structured Clinical Interview for
DSM-IV Dissociative Disorders-Revised (SCID-D-R) and
the Dissociative Disorders Interview Schedule (DDIS). De-
veloped by Marlene Steinberg (1994), the SCID-D-R is
widely regarded as the gold standard for research studies.
A semistructured, clinician-administered interview, the
SCID-D-R assesses the presence and severity of amnesias,
identity confusion/alteration, depersonalization, and dere-
alization and renders a DSM-IV diagnosis for all five disso-
ciative disorders as well as for Acute Stress Disorder.
Administration time for the 276 questions typically ranges
from 1 to 2 hours for Dissociative Disorder patients. Inter-
rater and test-retest reliability is good to excellent and va-
lidity is well established in numerous studies. Translated
into at least a dozen languages, it yields largely similar re-
sults in different cultures.

Ross’s (Ross, Heber, et al., 1989) DDIS is primarily a
clinical diagnostic instrument but is sometimes used as a
screening measure. Inquiring about a wide range of phe-
nomena in addition to dissociative symptoms, the DDIS
also includes questions about child abuse history, Major
Depression, somatic complaints, substance abuse, and
paranormal experiences. This instrument requires about 60
minutes to administer to DID patients. Interrater reliability
is regarded as acceptable for all dissociative disorders ex-
cept Depersonalization Disorder, and convergent validity
includes strong correlations with the DES and with clinical
diagnoses of dissociative disorders.

DSM DISSOCIATIVE DISORDERS

Dissociative Amnesia

History and Epidemiology

Researchers are increasingly looking at the prevalence of
dissociative amnesia, originally studied in combat sam-
ples, in cases of sexual abuse, physical abuse, and emo-
tional abuse. During World War II, prevalence rates for
dissociative amnesia ranged from 5% to 14.4%, with only
a small percentage reported to have suffered significant
head injuries. In one study of 1,000 soldiers exposed to in-
tense combat, 35% had amnesia. In soldiers with minimal

battlefield exposure, past or family history of dissociation
or “hysterical” symptoms was associated with dissocia-
tive amnesia.

Dissociative Amnesia was found in approximately 6% of a
stratified, general population survey sample in Winnipeg,
Canada (Waller & Ross, 1997). Onset typically begins in late
adolescence and adulthood, with no apparent differences
across gender. Dissociative Amnesia may be especially diffi-
cult to assess in preadolescent children, where it can be diffi-
cult to differentiate from daydreaming, inattention, anxiety,
oppositional behavior, cognitive limitations, and psychotic
disturbances. Adolescents are better able to verbalize their
experiences of amnesia and may have personal names for the
phenomenon. For example, one teenager said, “I skip time,”
and another called the experience “flickering.” Most individ-
uals describe more than one amnesia episode.

Over 70 studies have examined dissociative amnesia in
child abuse samples using clinical, community, and forensic
populations, including retrospective, prospective, and longi-
tudinal study designs. In various studies of clinical popula-
tions and individuals who identified themselves as survivors
of abuse, 16% to 90% reported amnesia for the abuse at
some time in their lives, averaging about 20% across studies.
In studies of college undergraduates and women in the com-
munity, prevalence of amnesia for abuse ranged from 13% to
over 50%. A study by Goodman et al. (2003) using children
whose cases were accepted for prosecution and who there-
fore were highly likely to recall their sexual abuse, having
already repeatedly described it to police and district attor-
neys, found that 19% were unable to recall the target epi-
sode. Failure to recall the target episode was correlated
significantly with dissociation scale scores. To date, every
study that has investigated the existence of amnesia for sex-
ual abuse has found a nontrivial percentage of subjects re-
porting that at some time in their lives they were not able to
recall the sexual abuse or were not aware of having been sex-
ually abused until they “remembered it” many years later.

Diagnosis

The essential feature of Dissociative Amnesia, according
to the DSM-IV-TR, is the inability to recall important
personal information, usually of a traumatic or stressful
nature, that is too extensive to be explained by normal for-
getfulness (American Psychiatric Association, 2000).

More broadly defined, Dissociative Amnesia is a
reversible memory impairment in which groups of autobi-
ographical memories that would ordinarily be available
for recall cannot be retrieved or retained in a verbal form
(or, if temporarily retrieved, cannot be wholly retained in
consciousness). Although this amnesia may result from
trauma-related changes in the brain, gross destruction of
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brain structures that subserve memory does not occur,
and the disorder expresses itself as a potentially reversible
form of psychological inhibition.

The diagnosis of Dissociative Amnesia generally con-
notes four factors: (1) Relatively large groups of memories
and associated affects have become unavailable, not just
single memories, feelings, or thoughts; (2) the unavailable
memories usually relate to day-to-day information that
would ordinarily be a more or less routine part of conscious
awareness: who I am, what I did, where I went, what hap-
pened, whom I spoke with, what was said, what I thought
and felt at the time, and so on; (3) the ability to remember
new factual information, general cognitive functioning,
and language capacity are intact; and (4) the dissociated
memories often indirectly reveal their presence in more or
less disguised forms such as intrusive visual images, f lash-
backs, somatoform symptoms, nightmares, conversion
symptoms, and behavioral reenactments. Dissociative Am-
nesia is part of a larger spectrum of memory dysfunction
related to traumatic stress.

Dissociative Amnesia presents in two basic forms. The
first is a dramatic onset of amnesia for extensive and/or im-
portant personal information. These patients are often
brought to emergency rooms by police and usually cannot re-
call their name, age, marital status, and other information
central to one’s identity. During the acute episode, their be-
havior may include disorientation, perplexity, alterations in
consciousness, and aimless wandering. Despite being fre-
quently portrayed in the popular media, this presentation is
relatively rare.

An inability to recall significant aspects of one’s per-
sonal history is a common form of Dissociative Amnesia.
Most patients with Dissociative Amnesia do not complain
about this, and it is often discovered only while taking a
careful life history. Dissociative amnesic gaps are fre-
quently clearly demarcated in the individual’s mind so
that he or she is aware of a significant discontinuity in
memory. For example, although having clear memory for
earlier and later school years, a patient reported that she
did not “remember being in sixth grade.” Such symptoms
are usually associated with traumatic circumstances. It
was reported that during the sixth grade, she was kid-
napped for several months by her estranged father in a
custody dispute and sexually abused by him. A few indi-
viduals may deny recall of their entire childhood or other
major life epochs.

Treatment

Approaches to the treatment of Dissociative Amnesia have
been swept up in the controversy about its existence. Crit-

ics have accused therapists of using “recovered memory
therapy” in which they “implant false memories” of sex-
ual abuse or other fictitious trauma. There is scientific
evidence that pseudomemories can be created with thera-
peutic techniques such as hypnosis or narcosynthesis, so
therapists should be well versed in appropriate nonsugges-
tive approaches to facilitating the therapeutic processing
of traumatic material (Putnam, 1997). Nonetheless, all of
the currently endorsed, evidence-based trauma therapies
include a cognitive processing component in which trau-
matic memories are examined, distortions are corrected,
and new and hopeful life meanings are constructed (Foa,
Keane, & Friedman, 2000).

In individuals presenting clinically with Dissociative
Amnesia or Dissociative Fugues, hypnosis can be a useful
adjunct to recalling personal information such as name and
life circumstance. Having been involved in over a dozen such
acute cases, I have found that hypnosis can be very useful in
helping persons recall who they are. The directly verifiable
information obtained in this fashion has always been essen-
tially correct, demonstrating that hypnosis may facilitate
the accurate recall of dissociated identity and other perti-
nent information in such cases. Once an individual’s identity
has been established, arrangements can be made for an ex-
tended treatment, which may focus on the acute traumatic
precipitant and/or the more extensive prior traumatic his-
tory that is strongly associated with a propensity to experi-
ence dissociative amnesia or fugue episodes. The second
presentation of Dissociative Amnesia, the extended autobio-
graphical gap in memory for often traumatic experiences, is
best addressed in a psychotherapy setting using nonsugges-
tive approaches and generally does not require the use of
hypnosis or narcosynthesis. If there is a possibility that the
memories recalled during treatment may be used in a legal
proceeding, every effort should be made to document that
they were recalled in a nonsuggestive fashion, and hypnosis
and other techniques should be avoided. In forensic cases,
videotaping the interview is usually the best way to docu-
ment how the interview was conducted, what questions were
asked, and the specific responses elicited.

Dissociative Fugue

Dissociative Fugue is the least understood of the dissocia-
tive disorders. As defined by the DSM-IV-TR, the essen-
tial feature is a sudden, unexpected travel away from
home or one’s customary place of daily activities, with in-
ability to recall some or all of one’s past (Criterion A).
This is accompanied by confusion about one’s identity,
sometimes with the assumption of a new identity (Crite-
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rion B). Dissociative Fugue may not occur exclusively
during the course of DID or be due to the direct physio-
logical effects of a substance or a general medical
condition (Criterion C). Dissociative Fugue symptoms
must cause significant distress or impairment in social,
occupational, or other important areas of functioning
(Criterion D).

History and Epidemiology

Charcot (Putnam, 1989) described a number of cases of
dissociative fugue, which he divided into an epileptic,
traumatic, or hysterical etiology. In the United States,
William James (1890) described one of the classic cases
of fugue, that of Ansel Bourne. Bourne was an itinerant
preacher who disappeared from his home in Providence,
Rhode Island. After withdrawing $500 from his bank ac-
count to pay some bills in January 1887, Bourne “awoke”
2 months later. He found himself in Norristown, Pennsyl-
vania, where he had been living quietly under the name of
A. J. Brown and working as a shopkeeper. Subsequently,
he had no memory for the time between his disappearance
and his awakening in the Bourne identity. Under hypnosis,
he could describe his activities during the fugue but was
not able to retain this information during normal con-
sciousness. As is often the case during a fugue, Bourne
apparently behaved normally and did not attract attention
to his situation.

Janet (Janet, 1890) also described cases, hypothesizing
that fugues involve the dissociation of more complex
groups of mental functions than occurs in amnesia and that
they are organized around a powerful emotion or feeling
state that is linked to many mental associations, all of
which are accompanied by a wish to run away. Military
psychiatrists described many cases of Dissociative Fugue
in both World Wars.

No cases of Dissociative Fugue were diagnosed in the
single epidemiological study of dissociative disorders con-
ducted to date. Fugues are thought to be more common dur-
ing natural disasters, wartime, or times of major social
dislocation and violence, although no systematic data exist
on this point. Pre-DSM-III cases are often difficult to as-
sess as prior diagnostic criteria were sometimes quite dif-
ferent. Most case reports describe males, primarily in
military samples, but insufficient data exist to document a
gender bias to this disorder. Fugue is usually described in
adults, but adolescent cases have been reported.

Diagnosis

The underlying cause of most fugue episodes is thought to
be overwhelming or traumatic circumstances, which pro-

duce an altered state of consciousness dominated by a wish
to flee and forget. Fugues have been linked to combat,
rape, recurrent childhood sexual abuse, massive social dis-
locations, and natural disasters. In cases where there is not
an immediate traumatic precipitant, there is often an an-
tecedent history of serious trauma or social disruption. In
these cases, individuals were usually struggling with ex-
treme emotions or impulses such as overwhelming fear,
guilt, shame, and/or intense incestuous, sexual, suicidal, or
violent urges.

Dissociative fugues have been reported to last from min-
utes to months, with some individuals reporting multiple
fugues. In some severe cases of PTSD, nightmares may ter-
minate in a fugue in which the patient runs outside or
elsewhere. Classically, three types of fugue have been de-
scribed: (1) fugue with awareness of loss of personal iden-
tity; (2) fugue with change of personal identity; and (3)
fugue with retrograde amnesia. During a fugue, individuals
most often do not attract attention or exhibit overt psycho-
pathology. Occasionally, some individuals display bizarre,
disorganized, or dangerous behavior, such as a soldier who
begins a fugue episode by standing up and walking away,
exposing himself to intense enemy fire. Following termina-
tion of a fugue, the person may experience perplexity,
confusion, trance-like behaviors, depersonalization, dere-
alization, and conversion symptoms, in addition to amnesia
for the events of the fugue. Some patients terminate a fugue
with an episode of generalized Dissociative Amnesia. They
may be brought to public attention in an attempt to discover
who they are and from where they have come.

Dissociative Fugue can be differentiated from Dissocia-
tive Amnesia in that individuals with Dissociative Amnesia
may engage in confused wandering during an amnesia epi-
sode. In Dissociative Fugue, there is purposeful travel away
from the individual’s home or customary place of daily
activities, and usually the individual is preoccupied with
a single idea accompanied by a wish to run away from
some stressor. Patients with DID may have symptoms of
dissociative fugue, usually recurring throughout their lives.
Some complex-partial seizures patients wander or exhibit
semipurposeful behavior during seizures or postictally, for
which there is amnesia. In an epileptic fugue, however,
individuals often exhibit abnormal behavior, including
confusion, perseveration, and abnormal or stereotypic
movements. A variety of general medical conditions, toxic
and substance-related disorders, delirium, dementia, and
organic amnestic syndromes may give rise to random wan-
dering. In most cases, however, the somatic, toxic, neuro-
logical, or substance-related etiology can be identified by
history or by physical and laboratory findings.
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Treatment

An eclectic, psychodynamically informed psychotherapy
focused on helping the patient recover memory for identity
and recent experience is the recommended treatment for
Dissociative Fugue. Adjunctive techniques such as hyp-
notherapy and pharmacologically facilitated interviews to
assist with memory recovery are frequently necessary.
Therapy should be carefully paced to avoid overwhelming
the individual with traumatic material. Clinical stabiliza-
tion, safety, and a therapeutic alliance using supportive
and educative interventions constitute the initial phase.
Once stabilization is achieved, subsequent therapy is
focused on helping the patient regain memory for identity,
life circumstances, and personal history. During this
period, extreme emotions and/or severe psychological
conflict related to trauma may emerge. A supportive and
nonjudgmental stance, especially if the fugue has been pre-
cipitated by intense guilt or shame over an indiscretion, is
an important therapeutic element. Simultaneously, it is im-
portant for the therapist to balance this stance with helping
the patient take realistic responsibility for misbehavior that
may have occurred.

Dissociative Disorder Not Otherwise Specified

All of the conditions characterized by a primary dissocia-
tive response that do not meet diagnostic criteria for one
of the DSM-IV-TR dissociative disorders are covered
under the catch-all diagnosis of DDNOS. Dissociative
Disorder Not Otherwise Specified is a heterogeneous col-
lection of dissociative reactions, some of which are com-
mon expressions of distress in other cultures but relatively
rare in Western societies. Included in DDNOS are the
many cultural variants of dissociative trance. Anthropolo-
gists have identified forms of dissociation in every cul-
ture that they have examined. In some instances, this takes
the form of specific trance-state disorders; in others, it is
manifest in religious rites and rituals; and in still others,
in the form of traditional healing practices. All of these
forms of dissociation are common in many non-Western
societies. Increasingly, measures such as the DES and
SCID-D are being adapted for these cultures and used to
investigate these conditions.

The DSM also includes under DDNOS those dissociative
reactions elicited by coercive persuasive practices such as
torture, brainwashing, thought reform, mind control, and
indoctrination intended to induce an individual to relin-
quish basic political, social, or religious beliefs in exchange
for antithetical ideas and beliefs. Finally, Ganser’s syn-
drome, a rare and poorly understood condition, character-

ized by the giving of approximate answers is also included
in this category.

Dissociative Trance Disorder

Dissociative Trance Disorder is manifest by a temporary,
marked alteration in the state of consciousness or by loss of
the customary sense of personal identity without the re-
placement by an alternative sense of identity. There is
often a narrowing of awareness of the immediate surround-
ings or a selective focus on stimuli within the environment
and/or the manifestation of stereotypic behaviors or move-
ments that the individual experiences as beyond his or her
control. A variant of this, Possession Trance, involves sin-
gle or episodic alternations in the state of consciousness
characterized by the exchange of the person’s customary
identity with a new identity, usually attributed to a spirit,
divine power, deity, or another person.

The best described example of the dissociative trance-
state disorder form of DDNOS is Ataque de nervios
(Lewis-Fernandez et al., 2002; Schechter et al., 2000).
Ataque de nervios is characterized by somatic symptoms
such as fainting, numbness and tingling, fading of vision,
seizure-like convulsive movements, palpitations, and
sensations of heat rising through the body. Individuals
may moan, cry out, curse uncontrollably, attempt to harm
themselves or others, or fall down and lie with death-
like stillness. During an episode of Ataque de nervios,
there is a narrowing of consciousness and lack of aware-
ness of the larger environment. Following an episode, the
individual typically has partial or full amnesia for the
events and his or her actions. Attacks may occur only
once, be episodic, or occasionally become chronically re-
curring with significant functional impairment. DES
scores were correlated with frequency of episodes in one
study (Lewis-Fernandez et al., 2002).

Family, marital, or other interpersonal conflicts or losses
are the most common precipitants of Ataque de nervios. Al-
cohol, physical or sexual violence, financial loss, or stress
and fear may also trigger an attack. Histories of physical and
sexual abuse are commonly reported but are not strongly
correlated with severity or frequency of episodes. A sense of
being overwhelmed, hopeless, and helpless often evokes an
episode. This is followed by an abrupt narrowing of con-
sciousness and the appearance of more florid symptoms. At-
tacks are usually a few hours in duration but can last from
minutes to days.

Brainwashing, Mind Control, Thought Reform

The concept of brainwashing, mind control, or thought re-
form emerged from the Korean conflict after some Ameri-
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can prisoners of war made anti-American statements. A
journalist, Edward Hunter ( later identified as a CIA agent),
proposed that the Chinese Communists had discovered tech-
niques to modify mental attitudes and beliefs, a process he
called brainwashing. Following the Armistice, a team of
psychiatrists and psychologists interviewed the returning
prisoners and concluded that they had not been subjected to
a systematic thought reform program. Rather, the state-
ments were the result of rewarding severely deprived prison-
ers with food and warm clothing, but their basic attitudes
had not, in fact, been altered. However, the subsequent re-
lease of another group of prisoners (missionaries, business-
men, doctors, and students) caught in China at the beginning
of the war did seem to suggest that some form of thought re-
form had occurred with these individuals, several of whom
continued to falsely insist that they were spies.

In the late 1960s and 1970s, allegations of brainwashing
or mind control resurfaced in the context of counterculture
religious movements. Dr. Louis (Jolly) West (West & Singer,
1980), who consulted on the famous case of Patty Hearst, the
heiress who was kidnapped, tortured, sexually abused, and
held in prolonged solitary confinement, was largely responsi-
ble for the reintroduction of this concept. After prolonged
isolation and mistreatment, Hearst developed another iden-
tity, the revolutionary Tania, who aided her captors in crimi-
nal acts, including bank robbery and murder. Margaret T.
Singer (West & Singer, 1980), a psychologist associated with
West, subsequently widely publicized her ideas about “condi-
tioning techniques” that she believed were used by religious
cults to render their members incapable of complex rational
thought and unable to make decisions. In a series of lawsuits
by ex-cult members, she testified that these techniques were
capable of overpowering a person’s free will and that the
group’s control over a member could be total. The notion that
brainwashing was a common practice in religious cults was
popularized by media coverage of these sensational trials.

A group of academics, primarily psychologists and soci-
ologists, subsequently challenged Singer, pointing out that
individuals who joined cults often came from dysfunctional
families. Marc Galanter (Galanter, 1982), a psychiatrist in-
volved in some of these cases, reframed the religious cult
mind control debate by advocating the more neutral term
“charismatic religious sects.” He pointed out that an indi-
vidual’s behavior in such a social group may reflect psy-
chological adaptation rather than psychopathology. The
manner of leaving the group, voluntarily or by being kid-
napped and involuntarily deprogrammed, was a significant
predictor of an individual’s report of whether he or she had
been brainwashed, with the latter the most likely to express
this belief. In the context of a particularly sensational case
(Molko vs. Holy Spirit Association), the American Psycho-

logical Association and the American Sociological Associ-
ation submitted amicus briefs refuting the concept of
brainwashing as lacking scientific validity. This served to
nullify its legal status as a legal defense. Although the aca-
demic community has largely avoided the subject, the no-
tion of brainwashing continues to fascinate the public and
to be invoked by a few psychotherapists and others as evi-
dence of occult or government conspiracies.

Ganser’s Syndrome

Ganser’s syndrome is a poorly understood condition, re-
classified from a factitious disorder to a dissociative disor-
der in the DSM-III, characterized by the giving of
approximate answers (paralogia) together with a clouding
of consciousness and frequently accompanied by psy-
chogenic somatic or conversion symptoms (Andersen, Ses-
toft, & Lillebaek, 2001). The symptom of “passing over”
(vorbeigehen) the correct answer for a related but incorrect
one is the hallmark of Ganser’s syndrome. The approxi-
mate answers often just miss the mark but bear an obvious
relation to the question, indicating that it has been under-
stood. For example, when asked how old she was, a 25-
year-old woman answered, “I’m not 5.” Another patient,
when asked how many legs a horse had, replied, “Three.” If
asked to do simple calculations (e.g., 2 × 2 = 5) or for gen-
eral information (capital of the United States is New York)
or to identify simple objects (a pencil is a key) or to name
colors (green is gray), these individuals give erroneous but
comprehensible answers.

There is also a clouding of consciousness, usually mani-
fest by disorientation, amnesias, loss of personal informa-
tion, and some impairment of reality testing. Visual and
auditory hallucinations occur in roughly half of the cases.
Many of the case reports include histories of head injuries,
dementia, or organic brain insults. Neurological examination
may reveal what Ganser (Ganser, 1898) called “hysterical
stigmata,” for example, a nonneurologic analgesia or shift-
ing hyperalgesia. Many authorities make a distinction be-
tween Ganser’s symptoms of approximate answers, which
may occur in a number of psychiatric and neurological con-
ditions, and Ganser’s syndrome, which must be accompa-
nied by other dissociative symptoms such as amnesias,
conversion symptoms, or trance-like behaviors.

Dissociative Identity Disorder

Diagnosis

Dissociative Identity Disorder, formerly Multiple Person-
ality Disorder, is the best researched of all the dissocia-
tive disorders. In many respects, it is the paradigmatic
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dissociative disorder in that the symptoms of all the other
dissociative disorders are common, including amnesias,
fugues, depersonalization, derealization, and possession-
like experiences.

The DSM-IV-TR defines DID as characterized by “the
presence of two or more distinct identities or personality
states” that “recurrently take control of the person’s behav-
ior,” accompanied by an “inability to recall important per-
sonal information that is too extensive to be explained by
ordinary forgetfulness” (American Psychiatric Associa-
tion, 2000, p. 529). These identities or personality states—
sometimes called “alters,” “self states,” “alter identities,”
or “parts”—differ from one another in that each presents as
having “its own relatively enduring pattern of perceiving,
relating to, and thinking about the environment and self.”

History and Epidemiology

During the nineteenth century there was a lively academic
interest in dual and multiple personality cases, which stim-
ulated a larger public awareness that was shaped in large
part by often inaccurate artistic and general media repre-
sentations. Multiple personality became a common plot de-
vice in pulp thrillers as well as part of the larger public
interest in mysticism, mediumship, and the occult that
flourished at the end of the century. Although some nine-
teenth-century case reports include paranormal features,
most are fairly straightforward clinical accounts, which
typically resemble today’s cases.

By the 2nd decade of the twentieth century, the study of
DID had begun to wane. Authorities suggest a variety of
factors contributing to this loss of interest, including the
rising dominance of Freudian paradigms of hysteria, the
disrepute into which hypnosis fell at this time, the rise of
Bleuler’s then newly coined diagnosis of Schizophrenia,
which specifically included dissociative patients, and a
loss of interest in the works of Janet, Prince, and others
who had been so crucial in the development of models of
dissociation. Morton Prince observed that their ideas were
being drowned by the rising tide of psychoanalysis, which
he regarded as antithetical to the concept of dissociation
(cited in Hale, 1975).

Although scattered multiple personality cases continued
to be reported in reputable journals in the 1930s to 1960s,
most notably the famous “The Three Faces of Eve,” (Thig-
pen & Cleckley, 1957) it was not until the 1970s that sys-
tematic research was again undertaken. The modern era
begins with the work of Arnold Ludwig and colleagues
(Larmore, Ludwig, & Cain, 1977; Ludwig, 1983; Ludwig,
Brandsma, Wilbur, Bendfeldt, & Jameson, 1972) at the
University of Kentucky during the 1970s. These studies in-

cluded systematic comparisons of psychophysiological and
neurocognitive measures across the alter personality states
of individuals with Multiple Personality Disorder. Begin-
ning in the 1980s, researchers in North America, Europe,
Turkey, Japan, and elsewhere began systematic research
studies on the phenomenology, epidemiology, psychobiol-
ogy, and treatment of DID in adults, children, and adoles-
cents. Despite the thousands of cases described in the
world’s literature and the hundreds of scientific papers on
multiple personality and dissociation, controversy contin-
ues over the validity of the disorder, with a vocal minority
of clinicians subscribing to an iatrogenic explanation for
multiple personality.

The best epidemiological data available for multiple
personality come from the Winnipeg stratified sample (n
= 1,055) study by Ross, Joshi, and Currie (1989). This
yielded a prevalence rate of 3.1%, although a more conser-
vative reanalysis of these data suggests a prevalence of
about 1.3% for DID. An independent analysis of the DES
data collected on the same sample yielded a prevalence
rate of 3.3% for “pathological dissociation,” a construct
including DES items for amnesia, depersonalization, dere-
alization, identity confusion and alteration, and inner
voices (pseudohallucinations), a symptom profile typical
of clinical DID patients (Waller & Ross, 1997). A second
epidemiological study of a community sample (N = 1,007)
in Memphis, Tennessee, found that although dissociative
symptoms were common, only 2% scored in the Taxon
level on the DES-II (Seedat, Stein, & Forde, 2003). Higher
dissociation levels were associated with male gender,
minority status, and harmful alcohol consumption, all
variables associated with higher incidence of risk for dis-
sociative disorders and for traumatic experiences.

The prevalence rate of DID in general psychiatric pa-
tient samples has been investigated by several studies using
the SCID-D or DDIS structured diagnostic interviews
(Putnam, 1997). Across these studies, including samples
from the United States, Canada, Turkey, and several west-
ern European countries, an average of 5% to 15% of adult
psychiatric inpatients meet DSM criteria for DID. Higher
rates were found in substance abuse treatment populations
and inpatient adolescents.

Gender differences in the frequency of DID have long
been noted. Clinical studies generally include 5�1 to 9�1 fe-
male to male ratios. Interestingly, research with measures
such as the DES finds no evidence of gender differences in
the propensity or capacity to dissociate. Developmental
studies indicate that the ratio of female to male DID cases
steadily increases from 1�1 in early childhood to about 8�1
by late adolescence (Putnam, Hornstein, & Peterson, 1996).
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A number of reasons have been proposed for the increased
numbers of female DID patients, including gender-related
differences in the types, age of onset, and duration of mal-
treatment experienced by males and females; differences in
clinical presentations such that male cases are more likely
to be missed; and the possibility that more male DID cases
end up in the criminal justice and/or alcohol and drug treat-
ment systems rather than the mental health system.

Dissociative Identity Disorder is strongly linked to ex-
periences of severe, early childhood trauma, usually mal-
treatment. All studies, in both Western and non-Western
cultures, that have systematically examined this link have
documented this relationship. Across a wide variety of
studies, the reported rates of severe childhood trauma for
both child and adult DID patients range from 85% to 97%
of cases. The most frequently reported sources of child-
hood trauma in clinical research studies are physical and
sexual abuse, usually in combination. Other kinds of
trauma have also been reported, including painful medical
and surgical procedures and wartime trauma. Critics have
raised questions about the validity of DID patients’ self-
reports of childhood trauma. Recent studies, including
large samples of maltreated children with dissociative dis-
orders and intensively validated case studies, have pro-
vided rigorous independent corroboration of the patients’
reports of maltreatment (Hornstein & Putnam, 1992;
Lewis, Yeager, Swica, Pincus, & Lewis, 1997). These stud-
ies continue to strongly support a developmental link be-
tween childhood trauma and DID.

Evaluation of Memory and Amnesia Symptoms

Dissociative disturbances of memory are manifest in sev-
eral basic ways and are frequently observable in clinical
settings. Clinicians should routinely inquire about experi-
ences of “losing time,” blackout spells, and major gaps in
the continuity of recall for personal information. These ex-
periences are rarely spontaneously reported by patients,
who often consider them to be evidence of “craziness.”
Thus, active inquiry by the interviewer is necessary to un-
cover amnesia. The clinician should ask for specific exam-
ples when the patient acknowledges a symptom such as
time loss. Sometimes, patients describe “coming to” or
“waking up” in the middle of an activity with little or no
recall of how they came to be there. At other times, patients
find evidence of having done or acquired things for which
they have no memory. Family members and friends may
tell them about significant things that they have said or
done for which they have no recall. They may have traveled
to some unexplained place (a fugue episode) or may not be
able to remember what they did for days or even weeks.

Dissociative time loss experiences are too extensive to be
explained by normal forgetting. Typically, they have clearly
demarcated beginnings and endings. It is important to es-
tablish that such time loss experiences are not associated
with drug or alcohol use. Unfortunately, the high comorbid
rates of drug and alcohol abuse in dissociative patients
complicates this determination.

Perplexing fluctuations in skills, habits, or well-learned
abilities such as fluency in a foreign language or athletic
abilities are common in patients with severe dissociative
memory disturbances. Patients report the experience of
“all of a sudden drawing a complete blank” for skills or
knowledge, whereas at other times the skills are present
and the information is easily and reliably recalled. This
“perplexing forgetfulness” is thought to relate to the state-
dependent disturbances of implicit memory functions
noted in experiments with dissociative patients (Bremner,
Krystal, Southwick, & Charney, 1995; DePrince & Freyd,
1999, 2001; Dorahy, 2001; Eich, Macaulay, Loewenstein,
& Dihle, 1997).

Significant gaps in autobiographical memory, particu-
larly for childhood events, are often reported for dissocia-
tive patients. The historical gaps are usually sharply
defined and do not fit the normal, age-related decrease in
memory for events of younger ages. In dissociative patients,
recall of autobiographical memories may have a deperson-
alized quality such that recalled events are likened to re-
calling a dream or as if they had happened to someone else.

Dissociative Process Symptoms

Dissociative process symptoms include depersonalization
and derealization, dissociative hallucinations, passive in-
fluence/interference experiences, and dissociative cogni-
tion. Some authorities also include dissociative alterations
in identity. Depersonalization and derealization are com-
monly reported by DID patients, as well as out-of-body ex-
periences. Patients frequently describe feeling “spaced
out” or cut off from themselves and others. There is a dis-
tant or unreal, hazy or foggy quality to the world at large.
Patients may liken it to being in a dream. Out-of-body ex-
periences commonly take the form of watching oneself
from a great distance. The observer’s point of view may be
experienced as either internal or external to the patient.
That is, some patients report a sense of an internal dis-
tance, as if watching from “somewhere way back in my
head.” Experiences of watching oneself do something—
often dangerous—but being unable to stop one’s actions
are also common.

Dissociative auditory hallucinations typically take the
form of voices heard in one’s head (sometimes called
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pseudohallucinations), as opposed to voices coming from
the environment. Dissociative hallucinations typically
have distinctive qualities of age, gender, and affect that
mark them as individual. The voices may comment nega-
tively about the patient, argue with each other, or com-
mand the patient to perform certain acts. They also have
secondary process characteristics in that they may, at
times, discuss neutral topics with the patient, provide use-
ful information, or support and comfort during stressful
experiences. Patients usually recognize the voices as hal-
lucinations, but they may be reluctant to disclose their ex-
istence for fear of being considered psychotic. Unless they
are stressed, many patients report some capacity to ignore
or disregard hallucinations. Over the course of treatment,
specific alter personality states often come to be identi-
fied with specific hallucinated voices. Visual hallucina-
tions typically take the form of graphic images, usually
having traumatic or frightening content. Tactile, somatic,
and olfactory “hallucination-like” experiences can occur
in DID patients, leading to misdiagnosis of other neurolog-
ical disorders (Devinsky, Putnam, Grafman, Bromfield, &
Theodore, 1989).

Cognitive Impairments

The recognition that dissociative patients frequently
manifest subtle, but often clinically significant, cognitive
impairments emerges from clinical research with psycho-
logical and cognitive test batteries. Research using projec-
tive testing finds distinctive cognitive process markers,
including evidence of confusing and contradictory re-
sponses to the same stimulus. Distinctive responses to
standardized projective testing can often be helpful in dis-
tinguishing dissociative patients from other diagnostic
groups, such as patients with affective disorders, nondisso-
ciative forms of PTSD, personality disorders, psychotic
disorders, and factitious disorders (Armstrong, 1996;
Armstrong & Loewenstein, 1990; E. B. Carlson & Arm-
strong, 1994).

Silberg (1996b) has described specialized approaches
to psychological and cognitive testing in children and
adolescents. A number of behavioral features during
testing were observed significantly more often in disso-
ciative children compared with other children admitted
to a psychiatric unit. These included forgetting, staring,
unusual motor behaviors, dramatic fluctuations, fearful
and angry reactions and physical complaints during
the testing, and expressions of internal conflict. Test
responses included increased images of multiplicity,
malevolent religiosity, depersonalized imagery, extreme
dichotomization, images of mutilation and torture, and

magical transformation. A discriminant analysis correctly
classified 93% of the sample.

Dissociative Alterations in Identity

Odd first-person plural or third-person singular/plural
self-references are typical early clinical manifestations of
dissociative alterations in identity. Patients may refer to
themselves by their own first name or make depersonal-
ized self-references such as “ the body” when referring to
themselves. When describing traumatic events, they may
take considerable referential distance, for example, “The
father hurt the body, so she was upset. We tried to protect
her, but it didn’t work.” Patients often report a profound
sense of concretized internal division or personified inter-
nal conflicts between different “parts” of themselves. In
many cases, these parts have proper names or are desig-
nated by a strong affect, behavior, or function, for exam-
ple, “ the angry one” or “ the wife.” Patients may suddenly
change the way they refer to others in relation to them-
selves, for example, “ the son” replaces “my son” at some
point in the discussion.

“Switching behaviors” occur when DID patients change
alter personality states. They may manifest during evalua-
tion or therapy sessions. Intrainterview amnesias, in which
the patient does not seem to recall or is very confused
about the process and content of that session, are a common
manifestation. Switching may be evidenced by abrupt
shifts in the train of thought or sudden inexplicable changes
in affect or in rapport. Physical signs of switching may be
observed in conjunction with shifts in affect. These include
pronounced upward eye rolls or bursts of rapid blinking and
eyelid fluttering. There are often alterations in the pa-
tient’s tone of voice and manner of speaking, posture, and
demeanor. When possible indications of dissociation are
noted, the clinician should ask nondirective, open-ended
questions that seek to clarify what the patient is experienc-
ing and recalling about what just happened. The clinician
should try to establish whether the patient can give a coher-
ent and continuous description of their immediately pre-
ceding interactions. Significant gaps or confusion should
be identified and delineated as much as possible. This is a
good moment to inquire whether the patient has experi-
enced similar discontinuities in other contexts. If a patient
acknowledges prior experiences, it is important to ask for
specific examples, both to make certain that these experi-
ences are sufficiently extensive and complex enough to
qualify as dissociative and to get a sense of when such ex-
periences are likely to occur.

The alter personalities of DID patients are best concep-
tualized as discrete behavioral states, each organized
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around a prevailing affect, a sense of self (often including a
distinct body image), a set of state-dependent autobio-
graphical memories, and a limited behavioral repertoire.
Authorities have long cautioned that alter personalities
should not be regarded as “separate people” (Putnam,
1997). Rather, the alter personalities should be conceptual-
ized as relatively stable and enduring patterns of behavior
that are largely unintegrated with each other and often in
direct conflict. A common, and serious, clinical mistake
made by novice therapists is to conceptualize and treat spe-
cific alter personalities as if they are distinct individuals
with interests that are independent of the person as a
whole. The basic therapeutic stance is that all of the alter
personalities belong to a greater whole and share a basic
set of interests.

This set of alter personality states, frequently referred
to as the “personality system,” constitutes the larger
personality of the individual. Much of the therapeutic
focus is directed toward this larger personality system and
thus toward the individual as a whole. The psychological
and physiological differences observed among the alter
personality states of individuals with DID is a source of
continuing fascination. Popular accounts in the media
overemphasize the differences among alters. Laboratory
studies do support the existence of significant differences;
however, much general information and many functions
and abilities are shared in common across alter personality
states. These shared aspects of function, knowledge, and
behavior indicate the fundamental unity of the mental
processes of the dissociative individual. This common
ground provides a foundation for therapeutic efforts fo-
cused on the development of a consciously integrated sense
of self in the DID patient.

As a group, DID patients show considerable variability
in the complexity and therapeutic tractability of their alter
personality systems. For more than a century, clinicians
have sought to classify DID patients by differences in the
organization and dynamics of alter personality systems.
However, the validity of these classifications remains to be
proven. Alter personality types that are commonly re-
ported include child alter personalities, internalized perse-
cutory alters who inflict pain and may attempt to kill the
individual, and depleted and depressed “host” personality
states who function as the primary identity with respect to
the world at large. Alter personality states often personify
painful psychological issues and frequently occur as polar-
ized pairs representing antithetical positions. Alter person-
ality states representing neutral and conflict-free processes
also occur. In many DID patients, almost every aspect of
mental life is structured and personified in this form.

Dissociative Identity Disorder is conceptualized as a
trauma-based disorder; therefore, it is not surprising that
the majority of these patients also meet diagnostic criteria
for PTSD either by clinical criteria or by using standard-
ized measures and diagnostic inventories. Depending on
the study, 70% to 100% of DID patients have been shown
to meet diagnostic criteria for PTSD by DSM-III-R/IV/IV-
TR criteria. In addition, DID patients commonly exhibit
multiple types of psychophysiological, somatoform, and
conversion symptoms. For example, across studies, 40% to
60% of DID patients also met diagnostic criteria for Soma-
tization Disorder, and many others will meet diagnostic
criteria for Somatoform Pain Disorder and/or Conversion
Disorder (Ellason, Ross, & Fuchs, 1996; Sar, Akyuz, Kun-
dakci, Kiziltan, & Dogan, 2004).

Treatment

Course and Prognosis. The natural history of un-
treated DID is largely unknown. A small number of single
case studies of partially treated patients followed up many
years later suggests that the disorder becomes less active
over time, with a decrease in dramatic dissociative symp-
toms and diminishing conflicts among the alter personality
states. The cases are too few, however, to risk generaliza-
tion. A few small sample studies of DID cases diagnosed in
middle age and in geriatric populations indicate that major
dissociative symptoms can persist and/or appear in older
patients. Clinical experience suggests that a life course of
relapse and remission depending on life circumstances is
likely in many untreated or partially treated cases. Patients
may also be successful in masking or suppressing symptoms
for periods of time, even in the face of considerable stress.
This may be mistaken for spontaneous remission of the dis-
order. There is a great need for better longitudinal charac-
terization of all of the dissociative disorders, but most
especially the outcomes for treated and untreated DID.

Shared clinical experience with DID cases suggests to
many that there are several distinct subgroups of DID pa-
tients. Dissociative Identity Disorder patients range from
those who function at quite high levels for long periods of
time to those who are severely impaired and whose dys-
functional life trajectories began early in childhood. Both
clinical presentation and general prognosis vary to some
extent across the life span. Children with diagnosable
DID show many dissociative symptoms and behaviors but
typically have fewer and less crystallized alter personal-
ity states. The alter personalities seen in children are typ-
ically less invested in their individuality. Thus, if
diagnosed early, children often have an excellent progno-
sis. Indeed, many children appear to have essentially



674 Dissociative Disorders

spontaneous resolution of their DID when they are re-
moved from abusive and neglectful environments. How-
ever, in adolescence, alter personalities typically become
more behaviorally and affectively distinct and more ag-
gressively invested in their autonomy. Additional alter
personalities, typically thematically associated with life
stresses, such as academic, athletic, social, or sexual chal-
lenges, may appear; then the intrapersonality system
dynamics become more complicated and polarized. Ado-
lescents, as a group, have a poorer short-term prognosis
than children or adults. This is, in part, because they are
often not invested in their treatment and do not see their
dissociative symptoms as a problem. Adolescents, partic-
ularly if not deeply engaged in school or work, do not ex-
perience the same kinds of negative consequences for the
discontinuities in their behavior that adults seeking to
keep jobs and raise families encounter. Better outcome
with DID adolescents has been reported when the pa-
tient’s family was successfully engaged in treatment.
Young adults usually come to clinical attention in the
midst of a crisis and may have significant comorbid affec-
tive, somatic, posttraumatic, and substance abuse issues
in addition to their core dissociative pathology.

Current approaches to the treatment of DID have
evolved considerably over the past 2 decades. A major fac-
tor has been the reconceptualization of DID as a complex
developmental trauma disorder. In addition, the broad
spectrum of functioning seen in DID patients has also been
better appreciated. A phasic or stages-of-treatment model,
similar to the current standard psychotherapeutic approach
for PTSD, is now the standard approach to DID. The phases
or stages of treatment include (1) symptom stabilization,
(2) a period of focused in-depth attention to traumatic ma-
terial (which is considered optional in some cases), and (3)
a phase of “integration” or “reintegration” in which the
DID patient practices new cognitive and emotional regula-
tory skills in place of dissociative defenses. Obviously,
these stages are partly heuristic, and aspects of each may
be part of the others.

Outcome Studies. Case reports of successful treat-
ments for DID date back over a century. Systematic out-
come studies, however, have only appeared within the past
2 decades. These studies remain largely descriptive, with
many methodological confounds. The first such study fol-
lowed up 20 DID patients an average of 3 years after in-
take following treatment (Coons, 1986). Many of these
patients were in treatment with therapists new to DID.
Nonetheless, two-thirds of the clinicians treating these pa-

tients reported moderate to great improvement. Severe re-
traumatization at some point during the course of treat-
ment was associated with poorer outcomes. A chart review
study of 101 Dutch Dissociative Disorder outpatients
found that clinical improvement was related to the inten-
sity of the treatment, with more comprehensive therapies
having better outcomes (Boon & Draijer, 1993). Using the
DES to track treatment progress of 21 DID inpatients,
Ross (1989; Ross, Joshi, et al., 1989) found a significant
drop in overall scores over a 4-week hospitalization. To
date, the largest and best conducted treatment outcome
study reevaluated 54 DID inpatients 2 years after dis-
charge to outpatient treatment (Ellason & Ross, 1997).
Overall, there were significant decreases in psychopathol-
ogy, including the number of Axis I and Axis II disorders.
The study also found decreased DES scores, decreased de-
pression on the Beck and Hamilton scales, and decreased
dissociative symptoms on all of the subscales of the DDIS.
The most improved were patients who were reported to be
“integrated” according to specific criteria.

The cost-effectiveness of DID treatment has been the
subject of two studies (Loewenstein, 1994; Ross & Dua,
1993). Both found that outcome depends on clinical profile.
The most responsive group showed significant remission of
symptoms within 3 to 5 years after beginning appropriate
treatment. A second DID subgroup, with more alter per-
sonalities and more Axis II features, had good outcomes
but required more hospitalizations in addition to outpatient
treatment. The third group, characterized by the longest
period of treatment before DID diagnosis, largest number
of alters, and most personality disorder problems, had a
more lengthy, more expensive, and more problematic
course (Ellason & Ross, 1997). When compared with prior
treatment costs for these patients, however, treatment
specifically targeting DID symptoms showed significant
reductions in overall cost after the 1st year. A secondary
finding is that more intensive treatment for DID patients
has not only reduced overall psychiatric costs, but also de-
creased medical costs associated with somatoform symp-
toms. It should be noted that these are preliminary studies
with significant limitations, including the diverse and non-
standardized nature of the therapy and lack of comparison
groups. Nonetheless, they indicate that many DID patients
do improve when treatment is focused on their dissociative
symptoms. In the long run, overall treatment costs may be
saved by adopting the phasic trauma treatment model for
these patients. More and better treatment outcome research
for DID is desperately needed, but so far has not attracted
the necessary funding.
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PSYCHOLOGICAL TRAUMA AND
DISSOCIATION: SCIENTIFIC APPROACHES

Janet is credited by many as being the first to recognize the
relationship between dissociation and trauma (van der Hart
& Friedman, 1989). His insight remained largely unappre-
ciated until almost a century later. In the past 2 decades,
research has elucidated multiple lines of evidence linking
dissociative disorders with antecedent trauma. In aggre-
gate, these separate lines of evidence constitute a strong
case for significant trauma as a necessary antecedent to the
development of pathological dissociation.

Clinical Cases

The basic set of these lines of evidence involves quantifica-
tion of Janet’s early clinical observations. For each of the
DSM dissociative disorders, multiple independent case se-
ries exist, including non-Western samples, documenting
unusually high rates of trauma in Dissociative Disorder pa-
tients (although this linkage is weaker for Depersonaliza-
tion Disorder). Critics often point out that these studies are
retrospective, and thus the accuracy of the reports of
trauma cannot be established. However, several case series
exist in which the majority of subjects had one or more
traumas verified (Coons, 1994; Putnam, Hornstein, et al.,
1996). Lewis et al. (1997), for example, were able to inde-
pendently verify childhood trauma in 12 convicted murder-
ers with DID.

Peer-reviewed studies, now numbering in the hundreds,
comparing traumatized and nontraumatized groups have
found significantly higher levels of dissociation, as mea-
sured by well-validated instruments such as the DES, in the
traumatized groups for a variety of types of trauma (van
Ijzendoorn & Schuengel, 1996). This finding for many dif-
ferent forms of trauma (e.g., combat, rape, natural and
man-made disasters, and child abuse) has been documented
for many and varied cultures, indicating the universality of
the association between trauma and dissociation. Measures
of trauma severity, for example, rape and combat severity
scales, are correlated about equally with PTSD and disso-
ciation measures (r ∼ .25 to .40), indicating a weak to mod-
erate dose effect-like relationship. The lack of a stronger
correlational relationship between trauma and PTSD and
dissociation probably reflects the difficulties in quantify-
ing the subjective elements of traumatic experiences.
Although these findings clearly link dissociation with an-
tecedent trauma, they are not sufficient to demonstrate that
the trauma actually causes the dissociation.

Thus, numerous lines of independent evidence point
toward a causal relationship between trauma and dissocia-
tion. Thus far, for all cultures in which it has been in-
vestigated, a significant relationship has been found
between dissociation and many forms of trauma. In the
immediate aftermath of a trauma, significant levels of dis-
sociation appear to predispose an individual to develop
PTSD and trauma-related psychopathology, although ad-
ditional factors involving the psychological appraisal of
past trauma appear to be involved. Thus, dissociation may
serve as a major mediating process between traumatic ex-
periences and subsequent psychopathology. As a mediat-
ing factor, dissociation could serve as an important target
for prevention and early intervention efforts. In part,
stress-resistant individuals are characterized by a lack of
dissociative responses to significant stressors.

Military Stress Studies

Charles A. Morgan and colleagues (2001) have conducted a
remarkable series of studies on military special operations
units under extremely stressful conditions. These studies
are as close as we can ethically come to an experimental
model of trauma-induced dissociation (Morgan et al.,
2001). Morgan examined the neurobiological and psycho-
logical effects of intense stress uniformly applied to drug-
free, healthy, nonclinical subjects in units undergoing forms
of simulated combat, such as survival school. Stressors in-
cluded semistarvation, exhaustion, sleep deprivation, lack
of control over hygiene and bodily functions, and lack of
control over movement, social contact, and communication.
In these soldiers, the neuroendocrine stress effects equaled
or exceeded those measured in other individuals in life-
threatening experiences. There were significant overall and
scale item differences between pre- and posttest scores on
the CADSS. The greatest effects were for depersonaliza-
tion items such as looking at the world through a fog, feel-
ing time slow down, and spacing out. Forty-one percent of
the variance in health complaints following the stress expe-
rience was accounted for by dissociation scores.

The results of Morgan’s military studies are congruent
with clinical reports of the high frequency of dissociation,
especially depersonalization symptoms, in normal individu-
als exposed to life-threatening stress. The ubiquity of disso-
ciative experiences during extreme stress suggests that
other factors, perhaps past traumatic experiences, are in-
volved in the peritraumatic dissociation-PTSD linkage dis-
cussed earlier. In the military studies, both pre- and
poststress dissociative symptoms were significantly corre-
lated with perceived life threat from a prior trauma. Intense
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subjective appraisal of life threat from past trauma was as-
sociated with the highest dissociation scores. Interestingly,
Special Forces soldiers, a highly traumatized subgroup, had
low life-threat appraisals of their past trauma and the lowest
pre- to poststress change in dissociation scores. These indi-
viduals, who often had horrendous histories of early
trauma, nonetheless discounted its severity and impact. The
existence of this “stress hardy” group underscores the im-
portance of psychological adaptation to past trauma on re-
sponses to current trauma. A significant relationship (r =
.67) was found between the pre-post change dissociation
scores and somatic symptoms. This is compatible with clin-
ical studies reporting significant correlations between som-
atization and dissociation.

Mediation of Trauma Outcomes

A number of studies now indicate that dissociation serves
as a mediator of the relationship between antecedent
trauma and subsequent psychopathology, including PTSD,
aggression, and other externalizing symptoms (Kisiel &
Lyons, 2001; Offen, Thomas, & Waller, 2003; Somer,
2002). Thus, if the level of dissociation is statistically con-
trolled, the strength of the relationship between an-
tecedent trauma and current psychopathology is
significantly decreased or disappears. High levels of dis-
sociation may also alter the psychophysiological responses
of traumatized individuals to traumatic reminders. Divid-
ing traumatized subjects into high and low dissociative
subgroups based on standard scales reveals that high dis-
sociators show lower psychophysiological arousal when
confronted with stimuli that are reminiscent of their trau-
matic experiences (e.g., Griffin, Resick, & Mechanic,
1997). Nonetheless, the high dissociative subjects often
report significantly more psychological distress than the
low dissociative group, who typically show more classic
patterns of hyperarousal for physiological indices such as
heart rate and skin conductance. These findings should be
considered preliminary and require further replication.
These data do indicate that increased dissociation associ-
ated with trauma may serve as an important mediating
process involved in the transformation of traumatic expe-
riences into subsequent psychopathology.

Sophisticated statistical methods, physiological mea-
sures, and brain imaging technologies are now uncovering
new lines of evidence indicating that increased dissociation
is instrumental in shaping outcomes related to traumatic
experience and psychophysiologic responses to future
stress and trauma. Peritraumatic dissociation, sometimes
measured proximal to the trauma and sometimes retrospec-
tively about the trauma, has been found to predict the sub-

sequent development of PTSD in many, but not all, studies
(Ozer et al., 2003). Predictive power is both a form of va-
lidity and clinically important for identifying individuals at
risk for developing PTSD following an acute trauma.

Dissociation in the Laboratory

The experiments of Morton Prince (Prince & Peterson,
1908) using a crude polygraph to measure galvanic skin re-
sistance (GSR) across the alter personality states of a DID
patient—a physiological measure that remains of interest
today—initiated the scientific study of DID in 1908.
Prince recorded differential GSR reactivity responses to
words that were emotionally charged for one alter person-
ality but not for another. Several dozen psychophysiological
and cognitive performance studies were added to the liter-
ature over the next century (Alvarado, 1989). Most of these
reported data indicating that DID alter personality states
differ in responses to common stimuli. However, the small
sample sizes—typically only a single case—and the lack of
control subjects limit their credibility. The few better-con-
trolled studies with larger samples generally support the
earlier findings of differences across alter personality
states. The heterogeneity of research methods and mea-
sures together with the often idiosyncratic differential re-
sponses elicited in DID subjects have limited opportunities
for replication across studies. However, investigation of
differential neurobiological responses and differences in
cognitive performance across alter personality states of
DID patients remain an important source of information
about the nature of dissociation.

A new avenue of experimental investigation was opened
up with the advent of reliable and valid measures of disso-
ciation. The correlation of scale scores with a variety of
physiological, neuroendocrine, cognitive, and brain imag-
ing data facilitates examination of the biological underpin-
nings of dissociation and the impact of dissociation on
physical and mental functioning. The division of subjects
into high and low dissociative subgroups has led to the
identification of significant differences in physiological
and cognitive measures.

Studies with the CADSS document dissociative-like
experiences pharmacologically induced in normal con-
trols and in clinical populations such as PTSD patients
(Bremner et al., 1998). These studies primarily focus on
traumatized individuals who suffer from PTSD or
trauma-associated psychopathology but who do not have a
dissociative disorder. Laboratory studies using pulsed
photo and audio stimulation have induced dissociative
symptoms in normal individuals (Leonard, Telch, & Har-
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rington, 1999). Subjects scoring higher on pretest dissoci-
ation measures show greater effects, although these are
well below clinical thresholds. In aggregate, the large
numbers of studies including measures of dissociation in
their assessment have taught us much of what we have
learned in the past decade.

Brain Imaging Studies of Dissociation

Case reports continue to describe EEG differences across
DID alter personality states, but investigators are increas-
ingly turning to the newer brain imaging technologies in
their efforts to document dissociation. A functional mag-
netic resonance imaging (fMRI) study of 12 switches
among three alter personality states in a single patient
found changes in brain activity bilaterally in the hippocam-
pus and in the right parahippocampal and medial temporal
regions (Tsai, Condie, Wu, & Chang, 1999). Saxe, Vasile,
Hill, Bloomingdale, and van der Kolk (1992) used single
positron emission tomography (PET) to scan four alter
personality states. The left temporal lobe was the brain re-
gion that showed the greatest variation across personality
states. Using single PET imaging, Sar, Unal, Kiziltan, Kun-
dakci, and Ozturk (2001) compared 15 DID patients with 8
controls. They reported that the DID patients showed sig-
nificant hypoactivity bilaterally in the orbitofrontal region
and increased left lateral temporal activity. In a PET study
of 11 DID subjects who listened to traumatic and neutral
scripts in a “ traumatic” and “neutral” personality, Rein-
ders et al. (2003) found correlates to two distinct activation
states marked by different regional cerebral blood flow
patterns. Thus, to date, multiple imaging studies of DID
patients have found significant differences across alter per-
sonality states, although no signature differences have
been identified.

Two studies have focused on the functional imaging of
depersonalization. Mathew et al. (1999) infused THC, an
active component in marijuana, into 59 normal subjects,
who showed significantly increased overall cerebral blood
flow with the largest changes in the right hemisphere. In-
creases in depersonalization were most significantly corre-
lated with increased blood flow in the frontal lobes and
anterior cingulated cortex. Using PET imaging with Deper-
sonalization Disorder patients and controls, Simeon and
colleagues (2000) found that the patients had lower activity
in the right superior and middle temporal gyri and higher
activity in the parietal and left occipital cortex. It is diffi-
cult to compare these two studies, as one uses healthy con-
trols receiving a psychoactive drug producing mild to
moderate feelings of depersonalization and the other uses
chronic Depersonalization Disorder patients. They do,

however, suggest that feelings of depersonalization may be
detectable with functional brain imaging methods.

In a series of well-conducted, well-controlled studies,
Ruth Lanius and colleagues (Lanius, Bluhm, Lanius, &
Pain, in press; Lanius, Hopper, & Menon, 2003; Lanius
et al., 2002, 2004; Lanius, Williamson, et al., 2003) have
conducted the most systematic fMRI investigations of
both PTSD and dissociative symptoms in traumatized in-
dividuals. Using the script-driven traumatic imagery
methodology developed with PTSD patients, they have
compared patients exhibiting dissociative responses with
those exhibiting hyperarousal responses (Lanius et al.,
2002). Compared with the PTSD patients exhibiting hy-
perarousal, the dissociative subjects had higher brain acti-
vation in the superior and middle temporal gyri, inferior
frontal gyrus, and occipital and parietal lobes. PTSD pa-
tients with hyperarousal responses showed increased
heart rate during the traumatic imagery segment, but
those with dissociative responses did not.

In a remarkable case study, Lanius and colleagues (La-
nius, Hopper, et al., 2003) assessed the fMRI and heart
rate responses of a couple who were trapped in their auto-
mobile during a massive highway wreck involving over
100 vehicles. The couple witnessed a child burn to death
and feared that they would also die. Both met diagnostic
criteria for PTSD 4 weeks after the accident, when they
participated in a script-driven imagery study. The hus-
band reported a vivid memory for the experience, includ-
ing his desperate search for an escape route. His heart rate
increased dramatically and he manifested increases in
brain activity over baseline in the anterior, frontal, ante-
rior cingulated, superior temporal, parietal, occipital, and
left thalamic regions. In contrast, his wife reported feel-
ing extremely numb and frozen during the traumatic
script segment. Her fMRI showed only a tiny increase in
activity in the occipital region and her heart rate did not
change. Although their traumatic exposure was about as
matched as possible, these two individuals had markedly
different subjective responses to a standard traumatic re-
minder, which were paralleled by distinct differences in
brain activation patterns.

In aggregate, imaging studies indicate that there are
brain activation markers that distinguish dissociative phe-
nomena from other conditions. In several of the studies, the
brain regions showing increases or decreases in metabolic
activity were largely overlapping. No definitive dissocia-
tive pattern has emerged, however, and much additional re-
search will likely be required before we understand what
we are really seeing in these imaging studies. Nonetheless,
the fact that dissociative effects can be detected in brain
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imaging as well as in physiological and cognitive studies
offers an opportunity to trace some of the neural circuitry
underlying this powerful process.

Memory and Cognitive Studies

A central feature of the dissociative disorders is their dys-
functions of memory. Prince’s original GSR experiment
sought to capture the often reported directional amnesias
between alter personality states (Prince & Peterson, 1908).
Many of the case studies that followed also sought to docu-
ment these amnesias. Until the 1985 NIMH study by Sil-
berman, Putnam, Weingartner, Braun, and Post, several
small case series published by Ludwig, Larmore, and col-
leagues during the 1970s were the most sophisticated in-
vestigations of DID (Larmore et al., 1977; Ludwig, 1983;
Ludwig et al., 1972). Silberman et al. used 9 DID patients
and 10 matched controls, who were tested as themselves
and in a simulated alter personality state. Testing the sepa-
rateness of memory between pairs of reportedly mutually
amnesic alter personality states by measuring intrusions
from categorically similar word lists learned by the other
alter personality states, Silberman et al. found that “ the
DID patients were more likely to compartmentalize the
stimuli learned, whereas those mimicking dissociation
showed far less evidence of information partitioning”
(quoted in Dorahy, 2001, p. 778). Preliminary studies sug-
gesting that dissociation had differential impacts on the
domains of implicit and explicit memory remain to be
replicated (Dorahy, 2001).

Recent studies of memory in DID patients have, however,
found that the most salient marker of which information is
likely to be available or unavailable across alter personality
states is the degree of cognitive processing required for
stimulus comprehension and interpretation (Dorahy, 2001).
The greater the mental effort required and the more the en-
coding of that information is biased in some fashion by the
“personality” of a given alter personality state, the less
likely that information is to transfer to another personality
state. Studying the alter personalities of 9 DID subjects
with a battery of explicit and implicit memory tests, Eich
et al. (1997) concluded that the distinction between explicit
and implicit memory was not the critical factor. Rather, it
“appears that how much leakage occurs across alter person-
ality states depends on the extent to which encoding and re-
trieval processes are susceptible to personality-specific
factors” (p. 421). Similarly, Peters, Uyterlinde, Consemul-
der, and van der Hart (1998) substantiated the existence of
directional or asymmetric amnesias across alter personality
states but did not find performance differences between im-
plicit and explicit memory tests.

The existence of differential and directional amnesias
across DID alter personality states have been found in all
but one study to date. The more rigorous studies, however,
also document considerable leakage or transfer of informa-
tion across alter personality states, which report being
completely amnesic for one another. At the end of the nine-
teenth century, Ribot (1882) first articulated the most par-
simonious neuropsychological explanation put forward thus
far: that these amnesias are examples of state-dependent
learning and retrieval. The degree of amnesia demon-
strated in DID patients, however, exceeds that which is
typically seen in experimental studies of state-dependent
memory (Peters et al., 1998). The advent of fMRI studies
of cognition and memory offers opportunities to take a new
look at differences in encoding and retrieval of learned in-
formation across DID alter personality states.

Studies of individuals with high and low dissociative
tendencies have revealed interesting differences in cogni-
tive performance. Using DES scores, DePrince and Freyd
(1999) divided undergraduates into high and low dissocia-
tive groups and administered selective and divided atten-
tion tasks using a version of the Stroop color naming test.
This task requires the subject to name the color of ink that
a word is printed in as rapidly as possible, but to ignore the
word itself. Subjects were tested under two conditions. In
the first, they named the color but ignored the words; in the
second, they named the color and were told to memorize
the words for later recall. The word list contained both neu-
tral words and selected emotionally charged words. Fol-
lowing each condition, subjects were tested on their recall
of words, although they had not been instructed to memo-
rize the words in the first condition. Interference with the
Stroop task was measured as the length of time required for
the subject to accurately name the color of ink. High DES
subjects showed more interference on the selective atten-
tion task ( just naming the color) but performed better on
the dual attention task (naming the color and memorizing
the word). The researchers replicated these findings using
a directed forgetting paradigm and new divided attention
tasks. In the divided attention segment, the high DES sub-
jects recalled fewer traumas but more neutral words than
did the low DES subjects (DePrince & Freyd, 2001).

These studies, together with the Silberman et al. (1985)
study, show that certain memory tasks can be constructed
such that highly dissociative individuals perform better
than control subjects. Memory tasks that involve division of
attention or compartmentalization of highly similar infor-
mation seem to favor highly dissociative individuals. Mem-
ory tasks that demand focused attention place them at a
significant disadvantage. These attentional and memory
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differences, perhaps together with other, as yet unrecog-
nized cognitive differences, operating during critical peri-
ods of development and over the life span of the individual
could lead to considerable deviation from normal develop-
mental trajectories, as described in the section on the de-
velopmental model.

Psychophysiology of Dissociation

Reports of differences in handedness, visual ability, differ-
ential responses to various visual, tactile, olfactory, and au-
ditory stimuli, and marked variations in energy level date
back to some of the earliest case descriptions and by the
nineteenth century became a staple of most case reports (Al-
varado, 1989). Prince’s GSR study begins a tradition of ef-
forts at documentation using the most advanced technology
of the time. By the 1950s, EEG became a favored measure,
with famous cases such as Thigpen and Cleckley’s (1957)
The Three Faces of Eveand Lugwig’s (Ludwig et al., 1972)
Jonas demonstrating reported differences in mean alpha fre-
quency across alter personality states. Today, these studies
would be challenged for their uncontrolled designs and sim-
ple methodology. Recent, better-controlled studies, however,
continue to find interesting differences. Measuring a battery
of autonomic nervous system indices, including GSR, Zahn
and colleagues (Zahn, Moraga, & Ray, 1996) found that 8 of
9 DID patients consistently manifested physiologically dis-
tinct personality states over several weeks. Three of the five
simulating controls could, by using either hypnosis or deep
relaxation, also manifest distinct “personality states,” al-
though these were significantly physiologically different
from those produced by the DID patients.

J. J. B. Allen and Movius (2000) compared event-related
potentials elicited by words learned in either the same or a
different alter personality state for 4 DID patients. By this
measure, they found little support for the existence of am-
nesia between personality states when compared with con-
trols from another study who had deliberately concealed
knowledge of previously learned words. Hopper et al.
(2002) compared EEG coherence, a statistical estimate of
the correlation between pairs of electrodes as a function of
frequency, across the alter personality states of 5 DID pa-
tients and 5 simulating controls. The patients showed sig-
nificant differences between personality states for alpha
coherence in six brain regions; there were no differences
for the controls. On average, the alpha coherence was
higher in the host personality states than in the designated
alter personality. EEG coherence is thought to be less sen-
sitive to movement and muscle artifacts, which are poten-
tial confounds for prior EEG studies (Putnam, 1997).

The strategy of dividing traumatized subjects into high
and low dissociative subgroups has also yielded interesting
results for psychophysiological measures. Griffin and col-
leagues (1997) measured heart rate and skin conductance
in 85 rape victims within 2 weeks of their rape. When
asked to describe the rape, the high dissociative group re-
ported the greatest subjective sense of distress, yet they
decreased their heart rate and GSR arousal level relative to
a neutral baseline. Other investigators are reporting simi-
lar findings in both child and adult samples. Using an
index that includes both heart rate change and subjective
distress, Bonanno and colleagues (2003) found that in-
creased dissociation predicted a drop in heart rate together
with an increased sense of distress for both sexually
abused and control girls talking about a self-selected
“most traumatic” life experience. This combination of in-
creased distress and decreased heart rate predicted more
PTSD symptoms, blunted emotion, and poorer outcome.
Similar correlations between increased dissociation and
decreased heart rate to stressors have been found in other
studies (Koopman et al., 2004).

An inverse relationship between dissociation scores and
urinary catecholamines has been reported by two studies. In
59 motor vehicle accident victims, peritraumatic dissocia-
tion was correlated with epinephrine but not norepinephrine
in males, whereas females showed a reversed pattern of
significance (Delahanty, Royer, Raimonde, & Spoonster,
2003). Simeon et al. (2003) found strong negative correla-
tions between urinary norepinephrine and depersonalization
scores in subjects with a DSM-IV diagnosis of Depersonal-
ization Disorder. These results are congruent with the heart
rate data, suggesting that high levels of dissociation act to
suppress arousal in the face of stressors but do little or noth-
ing to dampen subjective distress.

Neurobiology of Dissociation

Two primary sources of information inform our under-
standing of the neurobiology of dissociation. First, a body
of case reports describes dissociative reactions in the con-
text of illicit drug use or as a side effect of medications.
Drugs that can precipitate dissociative-like reactions in-
clude alcohol, barbiturates and related hypnotics, benzodi-
azepines, scopolamine, ß-adrenergic blockers, marijuana,
other psychedelics, and anesthetics such as ketamine and
its relatives. The number of different types of drugs pro-
ducing dissociative-like reactions would suggest that many
neurotransmitter systems could be involved in producing
dissociative reactions.
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A second source of information is the data from
challenge studies using a range of “dissociative” drugs.
Challenge studies with marijuana, infusions of lactate,
yohimbine, mCPP, and ketamine elicit depersonalization
in some subjects. These studies serve to narrow down the
number of neurotransmitter systems likely to make signif-
icant contributions to dissociative states. The N-methyl-
d-aspartate (NMDA) glutamate receptor, in particular,
appears to play a central role in producing dissociative
symptoms (Chambers et al., 1999).

Many of the drug challenge studies were conducted by
John Krystal, Douglas Bremner, Steven Southwick, and
colleagues (Bremner, Davis, Southwick, Krystal, & Char-
ney, 1993; Bremner et al., 1995; Chambers et al., 1999;
Charney, Deutch, Krystal, Southwich, & Davis, 1993;
Krystal, Bennett, Bremner, Southwick, & Charney, 1995;
Krystal et al., 1994) at the PTSD research center of the
Yale-New Haven Veterans Administration Hospital. In a
series of studies, they found that ketamine, an NMDA an-
tagonist that increases glutamate release, produced dose-
dependent increases in dissociation scores. In high doses,
ketamine slows perception of time and produces tunnel vi-
sion, derealization, and depersonalization, similar to that
described by trauma victims. Pretreatment with an anti-
convulsant, either a benzodiazepine or lomotragine, which
decreases glutamate release, reduces but does not entirely
eliminate the dissociative effects of ketamine. Thus, dis-
sociation, widely regarded as unresponsive to medication,
may be susceptible to certain classes of drugs.

Krystal and colleagues (Chambers et al., 1999) propose
the most comprehensive neurobiological theory of dissocia-
tion to date. This theory draws on preclinical data indicat-
ing that stress increases the release of glutamate and shows
the similarity of the hyperglutamatergic effects of NMDA
antagonists with stress- and trauma-induced dissociative
symptoms. In summary, Krystal postulates that NMDA
blockade decreases inhibitory tone, leading to increased
glutamate release and consequently dissociative symp-
toms. This theory also accounts for the structural brain
changes in the hippocampus found in MRI studies of PTSD
subjects and controls. In two studies (DeBellis et al., 1999;
Stein, Koverola, Hanna, Torchia, & McClarty, 1997), dis-
sociation measures strongly correlated with volume loss in
key brain regions implicated in PTSD.

Glutamate has a well-documented role in neuroplastic-
ity, and increased glutamate release can lead to neurotoxic
cellular events (De Bellis et al., 1999; Stein et al., 1997).
Studies with marijuana and mCPP, however, implicate
serotonin, and studies with yohimbine suggest that nora-
drenergic components may play roles in dissociation and
PTSD symptoms, so additional systems beyond the NMDA

receptor system may be involved. Morgan and colleagues
(2002), for example, found an important role for neuropep-
tide peptide Y (NPY) in dissociative responses to extreme
stress. In two studies of military subjects undergoing high-
stress training, they found a strong negative relationship
between NPY levels and dissociative symptoms (Morgan
et al., 2002). Thus, a number of candidate neurotransmitter
systems have been identified that may contribute to disso-
ciative symptoms individually and interactively.

THE CONTINUUM VERSUS THE TAXON
MODEL OF PATHOLOGICAL DISSOCIATION

A century-old debate about whether dissociation occurs
along a continuum proceeding from normal to pathological
or represents a wholly different type of psychological orga-
nization has been resurrected by recent interest in the
taxon model of dissociation. Janet (Putnam, 1989) advo-
cated for a dissociative type, set apart from normal individ-
uals. He believed that constitutional factors, suggestibility,
and powerful emotional events contributed to the creation
of a group of individuals who were fundamentally different
from normal individuals. On the other hand, William James
and Morton Prince (Putnam, 1989) argued for a continuum
model, ranging from “normal” dissociative phenomena,
such as absorption, to pathology, such as amnesias, fugues,
and multiple personalities. Until recently, the continuum
theory carried the day, although a few authorities cau-
tioned about the possibility of a discontinuity of dissocia-
tive or trance phenomena. However, as data accrued across
clinical and normal samples, it became apparent that there
existed a distinct group of individuals who score high on
dissociation measures irrespective of their psychiatric di-
agnosis. Different diagnostic groups contained different
percentages of these high scorers, yielding different diag-
nostic group mean scores. The greater the percentage of
high scorers, the greater the elevation of the group’s mean
score relative to the group’s modal score. On the DES, for
example, high scorers cluster around a mean score of 45,
with the rest of the sample clustering around 8 (Putnam,
Carlson, et al., 1996).

Based on these observations, a statistical study directly
investigating the possibility of a dissociative “ type” of
individual was undertaken. Using newly developed taxomet-
ric approaches, Waller et al. (1996) examined item-response
data for manifestations of a latent class variable. Eight DES
items, composing the DES-T subscale, could robustly differ-
entiate Dissociative Disorder patients from other psychiatric
patients and normal controls. Indeed, the normal controls al-
most never endorsed these eight items. Subsequent studies
confirm that a taxonic approach is a clinically useful way to
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identify a distinct subgroup of dissociative patients within
any given diagnosis. These high dissociative individuals will
differ on important symptoms and features from the rest of
the diagnostic group (J. G. Allen, Fultz, Huntoon, &
Brethour, 2002; Seedat et al., 2003; Waller, Ohanian, Meyer,
Everill, & Rouse, 2001). Dividing subjects into high and low
scorers has proven fruitful for identifying distinctly differ-
ent physiological and cognitive responses to stimuli that
serve as traumatic reminders.

Implications of the Taxon Model

A taxonic model of dissociation would imply a signifi-
cantly different developmental trajectory than the contin-
uum model. It would also require a different approach to
treatment, that is, changing a type rather than lowering an
elevated level of dissociation. The typological differences
between high dissociators and others either could be the re-
sult of a strong genetic predisposition or could arise from a
fundamentally different early developmental trajectory. A
convincing genetic difference remains to be demonstrated,
but research linking dissociation with Type D attachment
disturbances offers a potential mechanism for the latter.

The continuum model of dissociation conceptualizes a
positive treatment response as moving the individual back
toward the “normal” segment of the dissociation continuum.
In a taxonic model, a positive treatment outcome implies
shifting the individual’s type from the dissociative to the
nondissociative type. Treatment outcomes such as fusion or
integration into a unified personality of the DID alter per-
sonalities suggests this possibility (Kluft, 1984b). Beyond
these clinical accounts, however, no empirical data exist to
confirm that integration clinically produces a taxonic
change. To date, the few treatment outcome studies of DID
patients including pre- and posttreatment dissociation mea-
sures show moderate (but significant) decreases in scale
scores rather than a significant taxonic shift from the disso-
ciative to nondissociative categories (Choe & Kluft, 1995;
Coons, 1986; Kluft, 1988; Ross, 1989). The taxonic model
has proven valuable in spurring researchers to compare high
and low dissociators on a variety of measures. The clinical
utility of the taxon as an index of therapeutic success re-
mains to be tested.

CHILD AND ADOLESCENT DISSOCIATION

In the 1970s, pioneers with child cases such as Cornelia
Wilbur and Richard Kluft sparked modern interest in dis-
sociative disorders in children and adolescents (Kluft,
1984a; Putnam, 1997). In particular, Wilbur’s recognition

of the role played by child abuse in DID was instrumental
in focusing attention on the effects of early trauma on
child development. Long forgotten case reports, in which
nineteenth-century clinicians sometimes used Latin
phrases to mask their suspicions of incest, were subse-
quently rediscovered. Small case series and reviews of
childhood dissociative disorders began appearing by the
mid-1980s, with ever more systematic studies appearing in
the past decade. In modern cases, significant early trauma
is a common feature.

Diagnosis

For the most part, the core phenomenology of child and
adolescent dissociative disorders is similar to correspon-
ding adult dissociative symptoms (Hornstein & Putnam,
1992). The day-to-day manifestation of the dissociative
symptoms does vary with the child’s age, as is the case for
childhood manifestations of virtually all lifelong psychi-
atric disorders. Older children and adolescents, in general,
are more overtly symptomatic than younger children. This
may reflect, in part, the ability of older children to better
report subjective distress as well as their greater opportu-
nity to manifest their psychopathology in ways that bring
attention to their problems.

Putnam, Hornstein, et al. (1996) found that amnesias,
identity disturbances, and auditory hallucinations in-
creased with age in a pooled sample of 177 child and ado-
lescent dissociative disorder cases. Trance-like and
spaced-out behavior, however, were ubiquitous across all
age groups. Comorbid pathology such as suicidal ideation,
self-mutilation, and somatization increased with age in
parallel with dissociative symptoms. Children and adoles-
cents with DID were the most symptomatic across all age
groups. This is congruent with the belief that DID is the
most severe of the dissociative disorders.

Males and females did not differ on dissociative symp-
toms, but females were significantly more symptomatic for
anxiety and phobic symptoms, PTSD, sleep disturbances,
sexual acting-out, and somatization. These findings closely
parallel the gender differences in adult clinical profiles.
The other significant finding was the steady increase in the
ratio of female to male cases reported for each age group
(Putnam, Hornstein, et al., 1996). By late adolescence, ap-
proximately 80% of the cases in the sample were female
(Figure 18.1, “Age”), which duplicates the percentages of
females reported in many adult samples (Putnam, 1997).

The most extensive examination of the clinical phenom-
enology of formally diagnosed child and adolescent disso-
ciative disorders is a sample of 64 cases collected at two
separate sites. Using a standard case collection protocol,
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Figure 18.1 Increasing ratio of female to male dissociative
disorder diagnoses by age. Source: From “Clinical Phenomenol-
ogy of Child and Adolescent Dissociative Disorders: Gender and
Age Effects,” by F. W. Putnam, N. L. Hornstein, & G. Peterson,
1996, Child and Adolescent Psychiatric Clinics of North Amer-
ica, 5(2), pp. 351–360.

Hornstein and Putnam (1992) first compared the two case
series on 16 clinical factors, abuse histories, and CDC
scores. Finding no differences, they combined the two sam-
ples and enumerated the clinical profiles. There were sig-
nificant differences between cases diagnosed as DID
versus DDNOS. On every measure, the DID cases were
more symptomatic, with most differences reaching Bonfer-
roni-corrected levels of significance. Dissociative Identity
Disorder patients were significantly older than DDNOS pa-
tients. The average child in the sample had received 2.7
(± 1.3) prior diagnoses, the most common being Major
Depression (45.3%) and PTSD (29.6%). Affective and anx-
iety symptoms were prominent in many clinical presenta-
tions, and suicidal ideation was common in both groups,
with DID cases making significantly more attempts. Rapid
mood swings and marked irritability were almost univer-
sally reported for all cases.

The most common dissociative symptom was frequent
episodes of amnesia reported by and observed in these chil-
dren. Dissociative Identity Disorder cases had more total
amnesias and more amnesias that could not be directly re-
lated to traumatic precipitants or reminders. Dissociative
Identity Disorder patients had significantly more passive
influence experiences (made thoughts and feelings, invol-
untary motor activity, automatic writing, etc.). Dissocia-
tive Identity Disorder cases also had more auditory
hallucinations, particularly command hallucinations, urg-
ing the child to commit aggressive or self-harm acts. Both
DID and DDNOS groups exhibited rapid age regression

phenomena and rapid shifts in demeanor or personality
characteristics. Trance-like behavior was ubiquitous.

A comparison of child and adolescent presentations, ir-
respective of dissociative diagnosis, revealed that adoles-
cents were more symptomatic across the board, although
not all comparisons of symptoms reached Bonferroni-cor-
rected statistical significance. Significantly more (>95%)
adolescent cases met criteria for DID. It should be noted,
however, that the determination of symptoms and the veri-
fication of a diagnosis of DID by meeting one or more alter
personality states is easier in adolescents.

As is apparent from the Hornstein and Putnam (1992)
study, DID is often not formally diagnosable until mid- to
late adolescence, although pathological dissociative precur-
sors may be apparent in younger children. Clinicians some-
times refer to such cases as “incipient multiple personality”
or “multiple personality in evolution.” Peterson and Putnam
(1994) proposed an alternative diagnosis of Dissociative
Disorder of Childhood (DDoC) to characterize children who
were showing significant dissociative psychopathology but
who did not have fully crystallized alter personalities. This
diagnosis called attention to the pathological dissociation
while seeking to avoid the stigma, controversy, and unwel-
come attention often associated with a diagnosis of DID.
They tested a set of diagnostic criteria by surveying thera-
pists treating children and adolescents carrying a dissocia-
tive diagnosis. The four-part diagnostic criteria required (1)
6 months or more of a significant behavioral disturbance
characterized by amnesia or trance-like states; (2) perplex-
ing fluctuations in behavior or preferences; (3) at least three
dissociative process symptoms (internal auditory hallucina-
tions, vivid imaginary companionship, third-person self-
references); and (4) that the patient did not meet criteria for
DID. Cases meeting DDoC criteria were distinguishable on
clinician report measures such as the Child Dissociative
Checklist from patients meeting DSM criteria for DID and
from a second group with few dissociative symptoms. Al-
though this proposed diagnosis was not adopted in DSM-IV,
efforts continue to refine diagnostic criteria for a more de-
velopmentally sensitive Dissociative Disorder.

Dissociation and the Development of
Psychopathology

A second developmental look at the interactions of child-
hood trauma, family environment, dissociation, and
psychopathology emerges from studies with dissociation
scales. Validated child and/or adolescent dissociation mea-
sures have been administered to a variety of clinical and
nonclinical samples (Brunner et al., 2000; Calamari & Pini,
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2003; Carrion & Steiner, 2000; Farrington et al., 2002;
Kisiel & Lyons, 2001; Macfie, Cicchetti, & Toth, 2001a;
Prohl, Resch, Parzer, & Brunner, 2001). Scores were signif-
icantly higher for traumatized (typically physically
abused) versus nontraumatized subjects across all age
groups. Higher levels of dissociation were also signifi-
cantly associated with more general psychopathology.
Among maltreated preschoolers, Macfie, Cicchetti, and
Toth (2001b) found robust correlations with externalizing
and internalizing behavior problems for both boys and
girls. A comparison of these maltreated preschoolers with
demographically and family constellation-matched, non-
traumatized preschoolers found that the maltreatment
group had significantly increased levels of dissociation a
year later, with the physically abused children accounting
for the greatest increase in scores. The controls showed
substantial decreases in their dissociation scores over the
same period, in line with the often reported decrease in
dissociation scores with age in normal children.

DEVELOPMENTAL PRECURSORS AND
SUBSTRATES OF PATHOLOGICAL
DISSOCIATION

Imaginary Companionship

Clinicians working with childhood DID initially focused
on childhood imagination phenomena such as imaginary
companionship as likely developmental precursors for dis-
sociative disorders. Depending on the age of the child and
the definition used, imaginary companions are reported in
20% to 60% of normal children (Taylor, 1999). Widely re-
garded as benign, normal imaginary companionship is
commonly considered to be a sign of creativity in young
children. It does become increasingly suspect, however, in
older children and adolescents and is generally considered
to be a sign of psychopathology in adults. The rates of
imaginary companionship in child dissociative cases range
from 42% to 84%, with the highest rates reported for chil-
dren diagnosed with DID (Putnam, 1997). It should be
noted, however, that the rates reported in DID case series
overlap with the range reported in studies of normal chil-
dren. Thus, although imaginary companionship may be a
developmental substrate that is reshaped by early trauma
for psychological defensive purposes, it is not pathognomic
for pathological dissociation.

The best clinical study, by Trujillo, Lewis, Yeager, and
Gidlow (1996), found imaginary companions in 57% of a
residential treatment sample of maltreated boys compared
to 30% of a normal comparison group of schoolchildren.

The imaginary companions in the clinical sample differed,
however, in significant ways from the normal boys’ imagi-
nary companions. Maltreated boys averaged 6.4 entities
compared with 2.5 imaginary companions in the normal
boys. The imaginary companions of the normal boys were
benign and benevolent, often with endearing names like
“Thumper” and “Boom-Boom.” They were typically vol-
untarily elicited, primarily as playmates. Most appeared
between ages 2 and 4 years, and all had disappeared by age
8 years. In contrast, the imaginary companions described
by the boys in residential treatment served other functions,
including (1) helpers and comforters, (2) powerful protec-
tors, and (3) family members. The imaginary companions
of the residential boys were still present at a mean age
of 10.6 years, well after they had disappeared in the normal
boys. The imaginary companions of the maltreated
boys often had names such as “God,” “The Devil,” and
“Guardian Angel.” Clinicians should be aware of the possi-
bility that children who report talking with God or the
Devil may actually be referring to their imaginary compan-
ion and not expressing more abstract religious beliefs. Cli-
nicians experienced with DID cases theorize that at least
some of the imaginary companions found in maltreated
children eventually evolve into the alter personality states
that characterize DID. As yet, no one has documented this
transformation; however, autobiographical accounts of DID
patients do sometimes report that this happened with them.

Type D Attachment

In the context of seeking to code attachment with dis-
turbed mother-infant pairs, Main and Solomon (1986)
identified a new pattern of attachment: insecure-disorgan-
ized/disoriented or Type D attachment (Hesse & Main,
2000; Main & Solomon, 1986). Type D attachment is de-
fined by a characteristic set of behaviors in the standard
Strange Situation (Ainsworth, Blehar, Waters, & Wall,
1978): (1) the complete absence of an apparent attachment
strategy; (2) contradictory behaviors or affects occurring
virtually simultaneously; (3) freezing, stilling, apparent
dissociation; (4) abnormal movements; or (5) direct in-
dices of apprehension of the parent (Green & Goldwyn,
2002). The wide range of behaviors included under this
classification makes it apparent that Type D samples are
behaviorally heterogeneous. The base rate for Type D at-
tachments in low-risk families is approximately 15% but
rises much higher in certain samples (van Ijzendoorn,
Schuengel, & Bakermans-Kranenburg, 1999).

Main and Hesse (1990) theorized that Type D
attachment arose as a result of the child simultaneously
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experiencing the parent as both frightening and necessary
for survival. They characterized the caregiver behavior as
being frightening and/or frightened (Main & Hesse,
1990). Research has now convincingly linked parental fac-
tors, especially unresolved parental loss or trauma, in the
development of Type D attachment in children (Schuengel,
Bakermans-Kranenburg, & van Ijzendoorn, 1999). Not
surprisingly, the highest rates of Type D attachment occur
in samples of maltreated infants and toddlers. For exam-
ple, V. Carlson, Cicchetti, Barnett, and Braunwald (1989)
found that 82% of a maltreated group of 12-month-olds
were classified as Type D compared with 19% of a demo-
graphically matched, welfare-dependent sample. They
also found that more maltreated boys than girls qualified
as Type D. Following a maltreatment sample and matched
controls for 1 year, Barnett, Ganiban, and Cicchetti
(1999) found that Type D classifications were stable and
predictive of negativity in the child.

Children classified as Type D or disorganized have
poorer outcomes across many domains (Green & Goldwyn,
2002). These include lower academic attainment, lower
self-esteem, poor peer interactions, unusual or bizarre
classroom behaviors, cognitive immaturity, and externaliz-
ing behavior problems (Green & Goldwyn, 2002; Lyons-
Ruth, Alpern, & Repacholi, 1993). Studies have also found
that Type D children show significantly greater hypothala-
mic-pituitary-adrenal (HPA) axis reactivity to stressors
(Hertsgaard, Gunnar, Erickson, & Nachmias, 1995;
Schuengel et al., 1999). Salivary cortisol collected after a
Strange Situation did not differ among infants classified as
having A, B, or C attachment patterns but was significantly
higher in Type D infants (Hertsgaard et al., 1995). Given
that the Strange Situation is considered to be a mild stres-
sor, it is likely that many of their life experiences evoke
even stronger HPA axis responses.

Type D Attachment and Dissociation

In 1992, Giovanni Liotti extended a line of theory, first
proposed by Peter Barach (1991), that dissociation is etio-
logically related to disturbances in parent-child attach-
ment, specifically Type D attachment disorder (Liotti,
1992). He hypothesized that “ the infant’s disorganized/dis-
oriented attachment behavior . . . correspond[s] to the con-
struction of an internal working model of self and the
attachment figure that is multiple and incoherent” (Liotti,
1992, p. 199). He further speculated that the severity of the
dissociative outcome of Type D attachment patterns would
depend on subsequent life experiences, especially on the
degree of exposure to frightening and nonfrightening care-
takers or traumatic experiences.

Indeed, subsequent research finds converging evidence
for a linkage between pathological dissociation and Type D
attachment patterns. Two separate analyses of data from
the prospective, longitudinal Minnesota Mother-Child
Project study found that attachment disorganization in in-
fancy predicted increased dissociation in adolescence
(E. A. Carlson, 1998; Ogawa, Sroufe, Weinfield, Carlson,
& Egeland, 1997). In a sample of 168 young adults, Ogawa
et al. found that three variables measured in infancy ac-
counted for 30% of the variance in DES scores at age 18 to
19 years: (1) attention span subscale of the Carey (negative
ß), (2) maternal psychological unavailability, and (3) a dis-
organized pattern in the Strange Situation. Using a struc-
tural equation modeling approach with an overlapping
sample of 157 subjects, E. A. Carlson likewise found that
early caregiving mediated disorganized attachment, which,
in turn, mediated dissociation, accounting for 15% of the
variance in DES-T scores at age 19.

In further support of this hypothesis, Main and Morgan
(1996) found that a mother’s DES score was a good pre-
dictor of her infant’s disorganized behavior. Examining
the nature of parent-child interactions with parents of
Type D infants, Hesse and Main (2000) described many
dissociative-like behaviors, including alternations among
multiple discrete behavioral states that trigger disorgan-
ized behaviors in their infants. Thus, one can begin to
posit a transgenerational dynamic in which increased ma-
ternal dissociation contributes to disorganized attach-
ment, which, in turn, contributes to increased dissociation
in adulthood, including parenting behaviors—and on
through successive generations when other factors (e.g.,
trauma and adversity) co-occur.

Developmental Mediation of Psychopathology
by Dissociation

Several studies have examined whether dissociation medi-
ates the relationship between trauma and one or more types
of psychopathology. The standard statistical approaches to
determining mediation involve three variables: (1) the pre-
dictor variable: in this case, some form of trauma; (2) the
putative mediating variable: dissociation; and (3) the out-
come. All three variables must be intercorrelated. Mediat-
ing effects are tested by partialling out the contribution of
the putative mediating variable, either through multiple re-
gression or an analysis of covariance (Baron & Kenny,
1986). If there is a mediation effect, the strength of the re-
lationship between the predictor variable and the outcome
variable will be significantly reduced or eliminated.
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In clinical samples of adult women with histories of
abuse, dissociation mediated a range of symptoms, includ-
ing anxiety, compulsions, depression, phobias, and rumi-
nations (Becker-Lausen, Sanders, & Chinsky, 1995;
Ross-Gower, Waller, Tyson, & Elliott, 1998). Kisiel and
Lyons (2001) explored the possible mediating role of
dissociation in the development of psychopathology in
sexually abused children and adolescents. Measuring
psychopathology with a variety of standard measures,
they found that the main effect of sexual abuse on behav-
ioral problems disappeared when they controlled for levels
of dissociation as measured either by a self-report mea-
sure (A-ADES) or by observer report (CDC). This is a
well-accepted statistical test of a putative mediating vari-
able. These data are congruent with similar studies show-
ing dissociation as mediating psychopathology in adults
(Lyubomirsky, Casper, & Soursa, 2001; Offen et al.,
2003; Ross-Gower et al., 1998; Somer, 2002). A path
analysis study of 156 sexually abused children found
three direct pathways to PTSD symptoms, of which disso-
ciation was by far the strongest contributor (Kaplow,
Dodge, Amaya-Jackson, & Saxe, 2005). The authors con-
cluded that children who reported dissociative symptoms
immediately after disclosure of abuse were at greatest
risk for subsequent PTSD. They theorized that the disso-
ciative symptoms may have interfered with the processing
of traumatic effects and memories and increased reexpe-
riencing symptoms.

Psychopathological Mechanisms

The possibility that dissociation is a critical mediating
variable for subsequent psychopathology has significant
implications for early intervention with maltreated and
traumatized children. Assessment of dissociation should be
a standard part of the evaluation of traumatized children
and adolescents, and significant elevations should be ad-
dressed as part of the treatment plan. The mechanism(s)
through which dissociation mediates the development of
psychopathology remains to be established. It is theorized
that dissociative effects on memory, coherence of self, and
self-agency play a significant role in undermining the de-
velopment of a healthy sense of self and appropriate social-
ization (Putnam, 1997). The negative effects of high levels
of dissociation on child development are postulated to op-
erate through impacts on elaboration of a sense of self,
acquisition of emotional regulation, impulse control, im-
pairments in information processing, and psychophysiolog-
ical responses to stressors. Each of these developmental
threads interacts with others to shape the child’s emerging
capacities in ways that may lead to profound differences in

psychological organization compared to individuals with
low levels of dissociation.

Children elaborate, assemble, and seek to integrate a
complex, multidimensional sense of self over the course of
development. Dissociative symptoms such as autobiograph-
ical amnesias, depersonalization, and passive influence ex-
periences interfere with the integration of self and the
development of a unified sense of self-agency. In a study of
outcomes of Israeli rape and domestic violence victims and
controls, dissociation mediated much of the variance
between trauma and emotional distress (Somer, 2002). Dis-
sociation also indirectly mediated increased introspective-
ness, which accounted for part of the trauma-emotional
distress relationship. Introspectiveness has been associated
with developmental discontinuities, which are theorized to
stimulate intensive reappraisal of the self.

Dissociative amnesias that interrupt the continuity of
experience disrupt a child’s understanding of cause-and-ef-
fect sequences. Antecedent negative or risky behaviors do
not seem to be connected to their subsequent consequences;
thus, consequences of prior actions are experienced as
coming from out of the blue. These “expectable” conse-
quences, then, are not associated with the behaviors that
caused them. As a result, dissociative children have a great
deal of difficulty learning from experience (Putnam,
1997). Dissociative symptoms such as depersonalization
disrupt the metacognitive function of self-monitoring be-
havior. In turn, this is believed to interfere with the inte-
gration of a sense of self across contexts, thus further
complicating the child’s ability to learn and practice self-
control, particularly in the context of stressors. Dissocia-
tion is well-correlated in numerous studies with increased
aggression, impulsivity, and poorer social skills (Brunner
et al., 2000; Carrion & Steiner, 2000; Kisiel & Lyons,
2001; Macfie et al., 2001a, 2001b; Putnam, 1997; Walker,
2002; Zoroglu et al., 2003).

Chronic depersonalization, believed to be related to the
emotional numbing seen in PTSD patients, is theorized to
promote a sense of detachment from self that fosters risky
and self-destructive behavior, including self-mutilation.
Increased dissociation is highly correlated with increased
self-mutilation in numerous studies (Paul, Schroeter,
Dahme, & Nutzinger, 2002; Saxe, Chawla, & van der Kolk,
2002; Zoroglu et al., 2003). Self-inflicting pain is often de-
scribed by dissociative patients as an attempt to break
through profound states of depersonalization. At other
times, however, they describe feeling no pain when they cut
or burn themselves. This sense of alienation from self
is also believed to contribute to the high rate of suicide
attempts in dissociative patients. Dissociation has been



686 Dissociative Disorders

implicated in predisposing an individual to revictimization
(Noll et al., 2003); whether this represents a form of self-
harm, a lack of investment in self, or a failure of vigilance
remains to be determined. In total, these experiences in-
crease an individual’s risk for further traumatization,
which takes a cumulative toll on the individual’s life.

Studies with high and low dissociators have established
significant cognitive differences for certain attentional
tasks. The full range of these cognitive differences remains
to be elucidated, but it is postulated that they alter the dis-
sociative child’s ability to process information in norma-
tive ways. Prospectively comparing sexually abused girls
with carefully matched controls, Trickett, McBride-Chang,
and Putnam (1994) found that dissociation was negatively
associated with competent learning and overall classroom
performance and strongly predictive of school avoidance.
The combination of cognitive dysfunctions and negative
school trajectories puts dissociative children at an aca-
demic disadvantage, which has profound implications for
adult attainment. Other, longer-term social effects, such as
cross-generational impact on the quality of parenting and
thus attachment with one’s own children, are also likely.
For example, a cross-sectional study of college students
found dissociation to be a mediator between child abuse
histories and scores on a measure of child abuse potential
(Narang & Contreras, 2000). Thus, as many have specu-
lated clinically, increased dissociation may increase risk
for poor parenting and thus perpetuation of child maltreat-
ment into another generation.

Protective Factors

The military stress studies by Morgan and colleagues
(2002) suggest that some factors must help to protect indi-
viduals against developing dissociation under severe
stress. The major biological finding to date is that levels of
neuropeptide-Y secreted during stress are inversely re-
lated to dissociative symptoms and positively related to
superior performance (Morgan et al., 2002). The longitu-
dinal Minnesota Mother-Child Project found that in high-
risk children, dissociation at Time 5 was negatively
correlated with Time 2 measures of self-esteem and ego
resilience for children subsequently traumatized at Times
3 and 4. Thus, a more developed and healthier sense of
self at an early age appeared to act as a protective factor
against dissociation from later trauma (Ogawa et al.,
1997). There are probably other protective factors operat-
ing that have yet to be elucidated.

The influence of genetic factors remains unclear. The two
twin studies to date report contradictory findings, with one
attributing a significant amount of the variance to genetic

factors and the other finding only a significant relationship
with shared environment. Identification of environmental
protective factors may help stimulate intervention models
that prevent the development of significant dissociation in
acutely traumatized children.

In summary, the developmental model of pathological
dissociation postulates that childhood trauma-related dis-
sociation may be mediated in part through its effects on at-
tachment, especially Type D disturbances of attachment.
Attachment is a basic social /biological process that funda-
mentally impacts the development of self and socialization.
Much of the comorbid psychopathology common in Disso-
ciative Disorder patients and in psychiatric patients with
high levels of dissociation are believed to be associated
with early disturbances of attachment with a primary care-
taker. The developmental model of dissociation is consis-
tent with the taxonic model of dissociation that postulates
that individuals with dissociative disorders differ in a fun-
damental way from others, as opposed to simply being fur-
ther along on a continuum of dissociation. The taxonic
model implies that the dissociative individual must travel a
very different developmental trajectory, particularly with
respect to the integration of self, over childhood and ado-
lescence than do nondissociative individuals. A fundamen-
tal disturbance of attachment, as represented by the Type D
classification, could set the stage for the elaboration of dis-
sociation, which, in turn, may mediate the development of
the associated comorbidity commonly seen in such cases.

Treatment of Dissociation in Children
and Adolescents

Dissociative Children

A discussion of the current state of the art of treatment for
dissociative children and adolescents needs to differentiate
between children with discernable dissociative symptoms
and behaviors but without a diagnosable dissociative disor-
der and those who meet formal DSM criteria. The former
are relatively common, but the latter are relatively rare.
The inclusion of child and adolescent scales and measures
in numerous studies has documented high levels of dissoci-
ation in clinical samples of children and adolescents with a
number of disorders (Brunner et al., 2000; Calamari &
Pini, 2003; Keck-Seeley, Perosa, & Perosa, 2004; Prohl
et al., 2001; Sanders & Becker-Lausen, 1995; Sanders &
Giolas, 1991; Yoshizumi, Murase, Honjo, Kaneko, & Mu-
rakami, 2004; Zoroglu, Sar, Tuzun, Tutkun, & Savas,
2002). Elevated dissociation is also common in adolescents
in the juvenile justice system and among runaways (Brosky
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& Lally, 2004; Friedrich et al., 2001; Koopman et al., 2004;
Plattner et al., 2003; Tyler, Cauce, & Whitbeck, 2004).

Eating disorders have been among the best documented
disorders associated with increased dissociation in adoles-
cents (Farrington et al., 2002; Gleaves & Eberenz, 1995;
Hartt & Waller, 2002; Rosen & Petty, 1994; Valdiserri &
Kihlstrom, 1995). Although most reports link disordered
eating with increased dissociation, there is no clear pattern
differentiating anorectic from bulimic patients. Eating dis-
order patients scoring high on dissociation measures are,
however, generally more symptomatic and more refractory
to treatment than low-scoring patients. In some studies, the
magnitude of the dissociation effect, though significant,
does not account for much of the variance. Where childhood
trauma, especially sexual abuse, has been concurrently as-
sessed, it is more highly correlated with the dissociation
than with measures of disordered eating. This suggests that
dissociation is probably not a major mediator of disordered
eating but is more likely related to the high incidence of
sexual abuse reported by many eating disorder studies.

Self-mutilation and self-destructive behaviors seem to
be more directly related to increased dissociation in a sub-
set of troubled adolescents (Gratz, Conrad, & Roemer,
2002; Matsumoto, Azekawa, Yamaguchi, Asami, & Iseki,
2004; Noll et al., 2003; Turell & Armsworth, 2000; Yates,
2004; Zoroglu et al., 2003; Zweig-Frank, Paris, & Guzder,
1994). In some instances, the self-destructive behavior oc-
curs during a dissociative state; in other instances, it seems
to be an attempt by the individual to break out of a painful
state of depersonalization/derealization. In a number of in-
stances, individuals have committed murder while in a dis-
sociative state (Ferracuti & DeMarco, 2004; Spinelli,
2001). Spinelli’s investigation of multiple cases of neonati-
cide found a common pattern of a denial of the pregnancy,
followed by depersonalization, dissociative hallucinations,
and intermittent amnesia during delivery.

In aggregate, these reports indicate that dissociation
should be routinely assessed in troubled children and ado-
lescents, particularly if they have histories of self-
destructive or assaultive behavior. Currently, there are no
systematic data on responsiveness of dissociative symp-
toms and behaviors in children or adolescents who meet
criteria for another disorder. Unpublished data indicate
that dissociation, as measured by the CDC, declines in
traumatized preschoolers treated in a therapeutic preschool
program (J. Sites, personal communication, November
2004). This decline in dissociation scores over a 1-year pe-
riod was accompanied by marked improvements across a
broad range of social and academic measures, although a
causal relationship was not demonstrated. Similar, and as

yet anecdotal, results among young children have been de-
scribed by others but remain to be fully documented. The
improvement in many of these cases was not associated
with treatment directed at the dissociation, but rather the
creation of safe, stable, supportive, and structured environ-
ments with clear expectations and contingencies. This is
congruent with some recommendations for treatment of
dissociative disorders in young children (Putnam, 1997).

Children with Dissociative Disorders

A set of guidelines for the treatment of dissociative disor-
ders in children and adolescents has been published by a
task force of the International Society for the Study of
Dissociation (ISSD; Silberg, 2000b). These guidelines pro-
vide a general framework from which to approach the treat-
ment of highly dissociative children and adolescents. The
first step is an assessment, including a complete history
of the child and the child’s caretaking environment. The
clinical interview should include questions about imagi-
nary friends, auditory and visual hallucinations, perplexing
forgetfulness, numbing, anxiety, nightmares, self-injury,
flashbacks, somatic concerns, depersonalization and dere-
alization, and identity alteration or confusion. In addition,
measures such as the CDC or A-ADES are recommended.
Formal psychological testing, including documentation of
the signs and behaviors noted by Silberg (1996a), may be
indicated if resources are available. Given the significant
comorbidity that often accompanies pathological dissocia-
tion, the evaluation should also assess for Obsessive-Com-
pulsive Disorder, PTSD, Reactive Attachment Disorder,
Attention-Deficit /Hyperactivity Disorder, affective disor-
ders, substance abuse, and developmental disorders. A
thorough physical examination may well be indicated. Con-
ditions such as epilepsy, narcolepsy, and other neurological
disorders should be considered in the differential diagnosis
(Putnam, 1997).

The creation of true safety for the child, both physical
and psychological, is a necessary prerequisite to successful
treatment (Putnam, 1997; Silberg, 2000b). Once safety has
been ensured, the role of the therapist is to create a stable
sense of continuity and structure for the dissociative child,
both in terms of the therapist’s interactions and in the
child’s larger milieu. Often, this requires working with
caretakers, teachers, and others important in the child’s
daily life (Putnam, 1997). A team approach is best but, as
always, requires active and ongoing efforts to coordinate
care and to ensure the continuity of cause and effect, stim-
ulus and response that is critical to cutting across the dis-
sociative compartmentalization of knowledge and behavior
that fragments the child’s experience of the world. This
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must be balanced against the issues of confidentiality that
become increasingly important with adolescents.

The ISSD guidelines list a series of therapeutic goals
(Silberg, 2000b). Foremost among these is helping the child
acquire a sense of cohesiveness and continuity of self and
behavior. The effort is to help children become aware of
their behavior and its relationship to prior experience, cur-
rent stressors, and subsequent consequences. The therapist
must help the child accept responsibility and exert control
over his or her actions. As with PTSD, dissociative disor-
ders sap motivation and the hope that things can improve.
The therapist should help the child identify strengths and
motivate the child to explore possibilities for change. Inter-
nal conflicts, often personified as pejorative auditory hal-
lucinations or dueling alter personalities, need to be
identified and articulated. Depending on the child’s age,
various therapeutic modalities can be used to work through
these issues, including play therapy, art therapy, journaling,
and video narratives.

The core of treatment for most dissociative disorders, as
with PTSD, is the processing of traumatic memories. This
is made more difficult by the amnesias for traumatic expe-
riences and dissociative responses to threatening and anxi-
ety-provoking material. Discussions of various approaches
to therapeutic processing of traumatic material with chil-
dren and adolescents are detailed in volumes devoted to
treating dissociative children and adolescents (Putnam,
1997; Silberg, 1996a). Promotion of autonomy and the self-
regulation of affective state are also important treatment
goals. Helping dissociative children identify traumatic
triggers and stimuli that elicit changes in emotional state
should occur both in therapy and in the milieu. Cognitive-
behavioral and anxiety-reduction techniques are tools to
help children and adolescents gain mastery over their dis-
sociative and traumatic reactions to stressors.

Finally, the promotion of healthy relationships is aimed
at the disrupted attachments that these children experi-
enced in the context of maltreatment and other traumas.
Helping these children to express their feelings, fears, and
compulsions rather than acting on them is an ongoing task
for the therapist, caretakers, and important others in the
child’s environment. It often falls to the therapist to work
with foster parents, teachers, residential treatment staff,
and others to help them to maintain appropriate bound-
aries and the continuity of their relationships with the
child in the face of acting-out behavior. The maintenance
of stable, predictable, reasonable responses to provocative
and dissociative behavior by the child helps to promote
healthy relationships.

Treatment of children and adolescents with dissociative
disorders generally occurs simultaneously in a series of
arenas, including individual, family, and educational set-
tings. Inpatient and/or residential treatment may also occur
during the course of treatment. Beyond the clinical reports
and anecdotal accounts, little is known about the outcomes
of these interventions. Overall, the literature has been opti-
mistic for children (Putnam, 1997; Silberg, 1996a, 2000a).
There appears to be somewhat less success with adoles-
cents (Dell & Eisenhower, 1990; Putnam, 1997). Random-
ized clinical trial studies now demonstrate the efficacy of
cognitive-behavioral treatments for sexually abused chil-
dren with PTSD symptoms in general (Cohen, Deblinger,
Mannarino, & Steer, 2004). These approaches should be
extended to research with children with high levels of dis-
sociation and dissociative disorders.

SUMMARY AND FUTURE DIRECTIONS

This chapter provided a comprehensive and synthetic
overview of the relevant features of dissociation and the
dissociative disorders as they pertain to the development of
psychopathology. Dissociation is a remarkably global pro-
cess that appears to influence the expression of a wide
range of critical psychological and biological capacities in
ways that lead to fundamental differences in some individ-
uals’ subjective experience of self and others.

Historically, dissociative individuals have been clinical
and public curiosities who generated fascination and skep-
ticism in turn. Yet, the early study of these conditions was
instrumental in the recognition of unconscious mental
processes and the emergence of psychodynamic psychology
and psychiatry. This fascination also led to the elaboration
of misleading stereotypes, particularly for Multiple Per-
sonality Disorder, that continue to plague the field and ob-
scure the importance of dissociation as a fundamental
mental process capable of leaving a profound stamp on the
development of an individual. Modern perspectives on dis-
sociation, increasingly informed by experimental data, are
gradually shedding this historical baggage and replacing
prior fascination with a more calibrated understanding of
the effects of dissociation on memory, cognition, biology,
and behavior.

The measurement of dissociation by reliable and valid
scales and diagnostic interviews has revolutionized our un-
derstanding of both the fundamental process and the disor-
ders that arise from pathological levels of dissociation.
Similar to the change in our understanding that occurred
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for depression and anxiety, the ability to simply and mean-
ingfully quantify dissociation has resulted in hundreds of
peer-reviewed publications including dissociation among
the constructs measured for a wide range of clinical and
population samples. The results have better elucidated the
relationship of dissociation to etiological factors as well as
its relationship to a range of comorbid psychopathology.

Increasingly sophisticated statistical approaches are ex-
tracting latent information embedded in the distributions
of dissociation scores. The preliminary results suggest the
possible existence of a latent dissociative type or taxon that
may mark a different psychological organization with re-
spect to the integration of self and behavior. Although this
remains to be proven, the broader recognition that high lev-
els of dissociation seem to lead to qualitatively different
types of responses to standard stimuli has led to laboratory
experiments in which subjects are divided into high and
low dissociative groups. Cognitive experimental tasks can
be devised such that high dissociative individuals perform
significantly better than normal individuals. Likewise, ex-
perimental tasks can be constructed in which high disso-
ciative individuals perform more poorly than normal
controls. In these experiments, the critical difference be-
tween the two tasks is the subject’s focus of attention, with
dissociative subjects performing poorly on selective atten-
tion tasks but superiorly on dual attention tasks. A similar
high-low division strategy with clinical samples such as
rape victims has demonstrated that highly dissociative in-
dividuals manifest significantly different physiological re-
sponses to experimental stimuli that are reminiscent of the
original trauma. In this case, they typically show a de-
crease in sympathetic arousal in the face of stressors, while
nonetheless experiencing significant subjective distress.
Future research should both expand our understanding of
the range of cognitive and physiological differences associ-
ated with high levels of dissociation and further elucidate
their underlying neurobiological mechanisms.

Dissociation scales such as the DES and PDEQ were
central to the documentation that antecedent traumatic ex-
periences are highly related to increased levels of dissoci-
ation, both acutely and chronically. The set of cognitive
and psychophysiological responses to experimental stimuli
exhibited by high dissociative patients can be profitably
compared with low dissociative subjects with and without
PTSD. These and other contrasts will be important in bet-
ter characterizing the range of human responses to trauma
of all kinds. Comparison of high and low dissociative
subjects on various indices of trauma severity as well as
age/developmental stage and other factors should help

identify some of the missing variance in our understanding
of what makes a given experience traumatic.

Incorporation of dissociation measures into longitudinal
studies will permit us to follow its operation across devel-
opment and identify susceptible periods that may also rep-
resent opportunities for intervention. Within a given
diagnostic group, for example, Borderline Personality Dis-
order or Somatization Disorder, dividing subjects into high
and low dissociative groups may yield critical evidence
about responses to treatment and help to clarify why cer-
tain patients fail to improve with standard therapies. A
baseline evaluation with follow-up monitoring of dissocia-
tion over the course of treatment may provide an important
marker of clinical improvement or deterioration for clini-
cians. Experimental studies with dissociogenic drugs such
as ketamine point to pharmacologically responsive neurobi-
ological substrates that may ultimately prove to be targets
for antidissociative medications. We have reached a stage
in our understanding of dissociation when we can test more
systematic approaches to treatment than the roughly staged
psychodynamic psychotherapy that is the current mainstay.

Developmentally, the discovery that attachment disor-
ders, especially Type D attachment, predict long-term dis-
sociation levels has opened up a fertile area of scientific
investigation. The strong relationship between Type D at-
tachment and maltreatment, in turn, completes a loop link-
ing the two factors that predict the most variance in
long-term levels of dissociation. Much remains to be sorted
out here in terms of developmental sequences and a myriad
of interactions with other variables, but, unlike many other
psychiatric conditions, in the case of dissociation there is a
strong early developmental marker, Type D attachment,
that can be traced forward. Current child and adolescent
dissociation measures are sufficiently psychometrically
sound and concordant to allow us to confidently follow dis-
sociative trajectories in long-term longitudinal studies and
assess their contribution to a range of psychopathology.

The preliminary results indicating that dissociation
acts as an important mediating factor for the transduction
of traumatic experience into maladaptive symptoms and
behavior are congruent with a wide array of cross-
sectional studies linking elevated levels of dissociation to
broadly increased psychopathology in clinical and non-
clinical samples. Dissociation is most strongly correlated
with externalizing behavior problems, sexual behavioral
problems, and somatization in children. Many studies
demonstrate that increased externalizing behavioral
problems are associated with deviant life trajectories and
negative outcomes. By adolescence, revictimization and
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self-harmful behaviors become increasingly linked to
dissociation, indicating its deleterious impact on the de-
velopment of a stable and healthy sense of self. The devel-
opmental theory proposed for the DID/taxon model is
predicated on the belief that pathological levels of dissoci-
ation beginning early in life and operating across sensi-
tive developmental periods produce a distinctly different
type of psychological organization of self compared to
low dissociative individuals. This theoretical model re-
mains to be proven, but it is sufficiently well supported
to provide a solid basis for the formulation of testable
hypotheses.

Pathological dissociation has been included in the enig-
matic category of an “experiment of nature,” in which sci-
entific knowledge is gained through the suffering of
individuals with a unique injury or illness that offers in-
sight into the underlying workings of mind or body. Per-
haps dissociation is more properly analogized to the
Rosetta stone, which enabled the translation of silent hiero-
glyphics into a living language, thereby unlocking the latent
information within the symbols. Dissociation is robustly
connected to fundamental developmental antecedents and
long-term psychopathological outcomes. Its developmental
impact can be detected in cognition, memory, psychophysi-
ology, neurobiology, and behavior. The relatively doable
process of tracing these pathways in longitudinal studies
offers enormous opportunities to understand fundamental
mind-body-behavior questions across multiple levels of sci-
entific inquiry. Few other psychological processes have
been shown to exhibit such a profound range of correlations
and effects on body and behavior. Our ability to identify
markers of increased dissociation across methodological
levels ranging from fMRI scans to cognition performance
to psychophysiological reactivity to specific psychopathol-
ogy offers an extraordinary opportunity to translate bodies
of knowledge at one level of scientific inquiry to other lev-
els. In doing so, much latent information should be re-
vealed. It is this sense of possibility that is stimulating a
growing interest in dissociation as a unique example of de-
velopmental psychopathology that offers to help reveal the
causal linkages between early caretaking and environmen-
tal aversive experiences with adult psychopathology.
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The concept of adaptation is fundamental to developmental
psychopathology as a comprehensive and integrative ap-
proach to understanding behavior in the context and course
of development. Moreover, it is a fundamental premise of
developmental psychopathology that understanding paths
toward and away from positive development as well as
psychopathology is crucial to the twin goals of promoting
children’s mental health and reducing or averting the dam-
age and burden of suffering attributable to psychopathol-
ogy in individuals, families, and society. The focus on
adaptation and its vicissitudes in development has charac-
terized developmental psychopathology from its inception,
as this integrative perspective emerged in the second half
of the twentieth century (Cicchetti, 1984, 1990a; Cum-

mings, Davies, & Campbell, 2000; Masten, 1989; Sroufe &
Rutter, 1984). It follows from the history and tenets of this
integrative and comprehensive perspective on psychosocial
problems that developmental psychopathology would en-
compass the study of competence and resilience, positive
adjustment, protective processes, and prevention along
with investigation of problems, mental illness, treatment,
and vulnerability (Cicchetti, 1984, 1989; Cicchetti &
Cohen, 1995; Masten, 1989, 2001; Masten & Braswell,
1991; Masten & Coatsworth, 1995; Luthar, Chapter 20,
this Handbook, this volume; Sroufe & Rutter, 1984).

The focus of this chapter is competence as it relates to
psychopathology in development. In the first edition of this
volume, our chapter also included resilience (Masten &
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Coatsworth, 1995), but the burgeoning attention to compe-
tence and resilience over the past decades dictated devot-
ing two chapters to these interrelated topics in this edition,
one focused on competence and the other on resilience in
developmental psychopathology.

Resilience refers to processes and patterns of positive
adaptation in development during or following severe
threats to adaptation. In many cases, the quality of adapta-
tion as studied by resilience investigators is judged on the
basis of competence criteria (Garmezy, 1974, 1987;
Luthar, Chapter 20, this Handbook, this volume; Masten,
1989, 2001). Thus, the study of competence and the study
of resilience are inextricably linked, with resilience fo-
cused more sharply on adaptation under extenuating cir-
cumstances of deprivation, trauma, disaster, or other acute
and chronic adversities. This chapter emphasizes the mean-
ing and history of competence and its historical, theoreti-
cal, and empirical links with psychopathology. The chapter
by Luthar is focused on resilience and adaptation in rela-
tion to adversity and the vulnerability and protective
processes that explain individual differences and develop-
ment in the context of adversity.

The first section of this chapter describes the historical
roots of the two traditions of competence and psychopath-
ology. Given that so many other chapters of these volumes
are focused on psychopathology, this section emphasizes
the history of concepts most pertinent to competence.
Similarly, the section on the history of competence empha-
sizes constructs that are most important for developmental
psychopathology, particularly in relation to the history and
definitions of psychopathology, its diagnosis, and interven-
tions to prevent or treat mental health problems. Early roots
of prevention science are also briefly examined in relation
to the conceptual history of adaptation in development in
this first section.

The second section of the chapter is focused on defining
competence. Key themes and issues from the literature on
competence constructs are summarized. A working defini-
tion of competence is presented, and the contemporary
work on developmental task theory is examined.

In the third section, psychopathology is defined in rela-
tion to competence, with a particular focus on the concepts
of impairment, harmful dysfunction, and disability in the
definition and classification of mental illness. Selected
measures of impairment are reviewed and controversies
pertinent to competence are considered.

The fourth section delineates several models depicting
how competence and psychopathology might come to be re-
lated. Confounded concepts and measures are addressed
first, to consider how spurious connections might arise in

the literature. Then a sequence of causal models is pre-
sented and described, with examples. Common causal mod-
els include shared risk factors, common mediators, and a
common underlying disorder influencing both competence
and symptoms of psychopathology. Psychopathology and
competence can also influence each other. The symptoms
of psychopathology may cause competence problems, com-
petence failures may contribute to psychopathology, and
both of these can occur simultaneously or in sequence.
Complex dynamic models are considered, with transac-
tional, progressive, and cascade effects.

The fifth section of the chapter examines inter-
vention efforts pertinent to competence, with an emphasis
on prevention science, which is historically and conceptu-
ally related to both competence and psychopathology
science. Examples of prevention research in which compe-
tence plays a major role are presented. The role of
intervention designs is discussed as a strategy for experi-
mentally testing models linking competence and psycho-
pathology.

In the conclusion, we evaluate the progress made in de-
velopmental psychopathology toward integrating the study
of positive and maladaptive development and discuss the
implications for improving developmental science and its
applications. We discuss the possibility of strategic devel-
opmental policy and prevention, built on a foundation of
knowledge about competence and psychopathology in de-
velopment. Finally, we describe exciting future directions
and the potential benefit for stakeholders in the develop-
ment of competence.

HISTORICAL ROOTS OF TWO TRADITIONS

The ideas and concepts encompassed by competence and
psychopathology have old and somewhat overlapping ori-
gins. Ancient concepts pertinent to modern versions date
back at least to classical Greek traditions in philosophy,
government, and medicine (Masten & Curtis, 2000).

Origins of Psychopathology Concepts

Concepts of psychopathology have ancient roots in the his-
tory of medicine (Alexander & Selesnick, 1966; Men-
ninger, 1963). In the school of thought associated with
Hippocrates (460–377 B.C.), dysfunctions of body and be-
havior were attributed to imbalances in the four humors of
the body (blood, phlegm, yellow bile, black bile), and one
of the earliest known classification systems for mental ill-
nesses was described. This system included categories for
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epilepsy, mania, melancholia, and “paranoia” or mental de-
terioration (Alexander & Selesnick, 1966). Already pres-
ent in this school of thought was the idea that brain
dysfunction was involved in mental and behavioral prob-
lems. Yet, it would be 2,000 years before the science of
mental disease began to flourish.

Modern concepts of psychopathology took hold in the
late eighteenth and nineteenth centuries, as modern sci-
ence and medicine emerged from the Renaissance and
the Enlightenment. Behavior that had been observed cen-
turies earlier began to be systematically studied and or-
ganized into classification systems by pioneers like Pinel
and Kraepelin (Alexander & Selesnick, 1966; Menninger,
1963). At this time, more attention was given to the notion
that diseases of the mind and behavior could be differenti-
ated by their course, and, implicitly, the quality of func-
tioning and the development of symptoms over time was
given more importance in classification. Age of onset and
course were recognized as significant by several nine-
teenth-century psychiatrists, including Kahlbaum and Sav-
age (Menninger, 1963).

Also during this period, childhood disorders were de-
scribed systematically by clinicians, who noted major dis-
tinctions in types of cognitive, behavioral, and emotional
problems observed in children (Alexander & Selesnick,
1966). Esquirol observed differences between children
with primarily mental functioning disabilities and those
with psychotic symptoms (though not in these terms). Em-
minghaus observed that some childhood diseases ap-
peared to result from physical causes, whereas others
resulted from poor rearing conditions or excessive fear.
Emminghaus also viewed childhood disorders as dis-
tinctly different from adult disorders, but the prevailing
view of his time in the nineteenth century—an idea endur-
ing well into the next century—was that many conditions
of adults could be found in basically the same form in
children.

The perspective that came to be called the medical
model, based on the premise that psychopathology is
caused by brain disease, dominated psychiatry in the
nineteenth and early twentieth centuries, though there
were occasional dissenters. Griesinger (1817–1868) is
quoted by Menninger (1963, pp. 26, 454) in his history
of psychiatry as stating that “mental diseases are brain
diseases.” In contrast, Pierre Janet (1859–1947) would
later take issue with the idea of organic dysfunction as the
root of all mental health problems, noting that, whereas
sometimes an automobile stops because it is broken, some-
times it stops because it is out of fuel (Menninger, 1963,
p. 445).

Inf luences of Darwin and Freud

Two towering figures of the nineteenth century, Darwin
and Freud, had profound influences on the concepts
of psychopathology and competence; both of them, in dif-
ferent ways, spurred the study of behavior from the per-
spectives of adaptation and development (Alexander &
Selesnick, 1966; Cairns, 1998; Masten & Coatsworth,
1995). Their influence is evident in the classification sys-
tem of Adolf Meyer, who departed dramatically from the
nineteenth-century disease model to promote a biosocial
theory of psychopathology, conceptualizing psychopathol-
ogy in terms of reactions of the whole organism to life ex-
periences and stress (Kendell, 1975; Menninger, 1963). It
is also evident in the classification system of Jellife and
White, which included such disorders as shellshock as well
as dementia praecox and manic-depressive disorder, which
were described so vividly by pioneering psychiatrists
(Menninger, 1963). By 1945, when Menninger (1963) syn-
thesized the ideas of the time into a classification system
for mental disorders, the system included neurotic and
other reactive disorders that were not conceptualized
strictly as brain diseases but also incorporated ideas about
adaptation and trauma that stemmed from the theory of
evolution and also psychoanalytic theory. This system,
which was adopted with adaptations by the Veterans Ad-
ministration in the United States, strongly influenced the
first version of the Diagnostic and Statistical Manual of
Mental Disorders (DSM), published by the American Psy-
chiatric Association in 1952. Subsequently, in revisions
and critiques of the DSM system, many controversies have
arisen about the definition of psychopathology in relation
to impairment, organic dysfunction, and competence, as
examined in following sections.

Origins of Competence Concepts

Concepts of competence also have roots in classical Greek
thought and share some of the same origins as ideas about
psychopathology (Masten & Coatsworth, 1995; Masten &
Curtis, 2000). Plato, for example, in The Republic, made
recommendations about the individual characteristics that
would make a good ruler many centuries before such quali-
ties would be assessed and studied systematically in the
behavioral and social sciences.

Competence in developmental psychopathology gener-
ally refers to a broad family of constructs related to the
effectiveness of individual adaptation in developmental
context (Masten & Coatsworth, 1995). The systematic
study of variations in the quality of adaptation in children
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and adults dates to the nineteenth century and was heavily
influenced by both Darwinian and Freudian theory
(Borstelmann, 1983; Cairns, 1983; Masten & Coatsworth,
1995; Mayr, 1982). As Mayr noted, the idea of adaptation
was transformed in the nineteenth century from a static
concept (reflecting a perfect harmony in nature) to a dy-
namic concept. Natural selection of individuals who varied
in heritable ways provided the mechanism for evolution.
The ego in Freudian theory was assigned the task of coordi-
nating internal and external adaptation, balancing the per-
sonal (and often unconscious) needs of the individual with
the requirements for getting along in society. Anna Freud,
Heinz Hartmann, Erik Erikson, John Bowlby, and others
extended and elaborated classical psychoanalytic theory to
describe the processes and developmental course of adap-
tive functioning in children and adolescents (and adults;
see Masten & Coatsworth, 1995). These ideas had a
profound influence on subsequent theories about adapta-
tion and competence, particularly on the concepts of ego
resiliency, intelligent behavior, mastery motivation, self-
ef ficacy, and developmental tasks.

Intelligence Theory and Assessment in the History
of Competence

In the study of individual differences and personality
in psychology, two prominent conceptual clusters have
focused on individual differences in the quality of psycho-
logical functioning pursuant to successful adaptation: con-
cepts about intelligence and concepts about ego. Over the
years, theories about intelligence explicitly or implicitly
encompassed the capacity for adaptation to the environ-
ment and adaptive behavior (see Masten & Coatsworth,
1995). Alfred Binet (Binet & Simon, 1905/1916; Sattler,
1988) believed that intelligence was a collection of abilities
that included judgment, common sense, initiative, and the
ability to adapt to circumstances. Jean Piaget viewed intel-
ligence in cognitive development variously as “a particular
instance of biological adaptation” and as “ the form of equi-
librium toward which successive adaptations and ex-
changes between the organization and the environment are
directed” (quoted in Ginsburg & Opper, 1988, p. 13). Pi-
aget’s concepts of assimilation and accommodation in
cognitive development were fundamentally processes of
adaptation (Flavell, 1963). David Wechsler (1958, p. 7) de-
fined intelligence broadly as “ the aggregate or global ca-
pacity of the individual to act purposefully, to think
rationally and to deal effectively with his environment.”
Developmental ethologist William Charlesworth (1978,

1979) argued that we could infer intelligence (the internal
disposition) from intelligent behavior, which referred to
behaviors under cognitive control that were utilized to
solve problems pertinent to an individual’s survival. Robert
Sternberg (1985, p. 45) described intelligence as “mental
activity directed toward purposive adaptation to, and se-
lection and shaping of, real-world environments relevant to
one’s life.”

The importance of adaptive success for defining intelli-
gence has been recognized most influentially through the
diagnostic criteria and related assessment tools for identi-
fying mental retardation. A diagnosis of mental retarda-
tion requires evidence not only that cognitive functioning
is well below average but also that there is adaptive im-
pairment (American Psychiatric Association, 2000). Edgar
Doll (1935, 1953), creator of the Vineland Social Maturity
Scale (an instrument still widely used to determine level of
adaptive functioning), believed that the essential require-
ment for defining mental deficiency was not performance
on a standardized test of intellectual functioning, but
whether the individual could function independently in the
world. Doll argued that adaptive behavior, what he termed
“social competence,” was evident only in manifest, typical
performance in the environment. The view that mental
retardation must include some degree of observable failure
to adapt to specific environments gained wide acceptance,
though debate continued about how to measure adaptive
behavior (McGrew & Bruininks, 1989). At present, the
influential American Association of Mental Retar-
dation (see www.aamr.org) defines mental retardation as a
disability originating by age 18, “characterized by signifi-
cant limitations both in intellectual functioning and in
adaptive behavior as expressed in conceptual, social, and
practical adaptive skills” (http://www.aamr.org/Policies
/faq_mental_retardation.shtml).

Ego and Self Psychology in the History
of Competence

The concept of the ego, so prominent in psychoanalytic the-
ory, has many permutations, but all concern adaptation. In
Freudian theory, the concept of ego evolved and changed
over time, although the function of the ego in psychoanalytic
theory is always centered on adaptation. In The Ego and the
Id, S. Freud (1923/1960) described his later conceptualiza-
tion of the ego as a mental structure that served the purpose
of both self-preservation and adaptation to the world. The
ego functioned to resolve conflicts among needs or instincts,
one’s conscience, and the environment; if the ego did not
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succeed in this balancing act, unconscious conflict would
produce the symptom of anxiety. A major goal of therapy in
this regard was to strengthen the functioning of the ego.
Freud’s daughter, Anna Freud (1936/1966), elaborated the
adaptive functions of the ego in terms of defense mecha-
nisms, which were viewed as psychologically healthy. Heinz
Hartmann’s (1939/1958) landmark volume, Ego Psychology
and the Problem of Adaptation, also elaborated the develop-
ment and functions of the ego; he viewed adaptation and
achievement in the external world as hallmarks of mental
health. His contemporary, Ives Hendrick (1942), proposed
that there must be an “instinct to master” the environment
in addition to the pleasure-seeking instincts that psychoana-
lytic theory up to that time had emphasized.

These early psychoanalytic theorists set the stage for fur-
ther advances in ego theory by Erik Erikson, Jane Loevinger,
and Jeanne and Jack Block. Erikson (1963, 1968) focused on
the adaptive nature of the ego and the processes of adapta-
tion over the life span, describing sequential stages of psy-
chosocial ego development that became the bedrock for
developmental task theory (discussed later in the chapter).
Erikson’s well-known epigenetic theory outlined eight
stages of development over the life course, each with a focal
crisis or issue to address and resolve, such as trust in infancy
and identity in adolescence. Each issue remained a task
throughout life but rose to ascendancy during a particular
epoch of development. Fundamental to his theory was the
idea that adaptive responses to the issue of a developmental
period would equip the individual well for the future. Like
Erikson, Loevinger (1976) proposed sequential stages of ego
development. In her theory, ego development encompassed
the processes by which individuals organize and find coher-
ence in their cognitions, affects, and behaviors, and she pro-
posed a typology of personality based on individual
differences in levels of ego development within an age co-
hort. Jack Block and Jeanne Block (1980) also proposed a
personality theory based on ego functioning. The adaptive
functions of the ego were differentiated in their theory in
the concepts of ego control (referring to the modulation of
impulses) and ego resiliency (referring to the modulation of
one’s behavior to meet contextual circumstances). Individu-
als could be maladaptive in terms of undercontrolling or
overcontrolling impulses as well as due to low ego resiliency.

Self-Efficacy and Mastery Motivation in the
History of Competence

The work of Hartmann and the other early psychoanalytic
theorists also set the stage for the theories of Robert White,
Susan Harter, and Albert Bandura, among others, on com-

petence, mastery motivation, and self-efficacy (Masten &
Coatsworth, 1995). In a seminal essay, “Motivation Recon-
sidered: The Concept of Competence,” White (1959) ar-
gued that humans and animals were motivated to master
the environment as part of their evolutionary heritage. In a
brilliant integration of developmental and evolutionary the-
ory and observations of animal and child behavior, White
suggested that humans and animals are biologically predis-
posed to interact with the environment in ways that pro-
mote effective adaptation, exploring and learning even
when they are not motivated by hunger, thirst, pain, anxi-
ety, or sexual desires. White termed this motivation ef-
fectance and the feelings of satisfaction associated with
this motivation ef ficacy. In other words, people are moti-
vated to be effective in their interactions with the environ-
ment, and they are motivated by the feelings of pleasure
that follow successful interactions (or their perception).
Harter (1978) later elaborated on the role of self-
perception, the types of competence, and the role of failure
in her extensions of mastery motivation theory. Harter pro-
posed a model for effectance motivation that differentiated
three domains of competence (cognitive, social, physical)
and that included processes by which success or failure in-
fluenced motivation. Harter attempted to fill in the broad
strokes of White’s theory, linking his ideas to psychologi-
cal concepts of the self, self-perception, intrinsic and ex-
trinsic motivation, locus of control, and perceived
competence. Connell and Wellborn (Connell, 1990; Con-
nell & Wellborn, 1991) extended these ideas further to
argue that people have psychological needs for compe-
tence, autonomy, and relatedness, which motivate many in-
teractions with the environment.

The self-efficacy theory of Albert Bandura (1977, 1982,
1989, 1997) has focused on the role of perceived effective-
ness in adaptation and related processes in human develop-
ment, describing how beliefs about such effectiveness,
what he termed self-ef ficacy, arise from interactions with
the environment and influence subsequent adaptive behav-
ior. This is a theory about human agency and the role of the
beliefs people hold about “ their capabilities to produce de-
sired effects by their actions” (Bandura, 1997, p. vii). Suc-
cessful adaptation engenders confidence, and confidence
engenders subsequent adaptive efforts, though beliefs can
be influenced or altered in many ways. Cognitive, affec-
tive, and motivational processes are linked in this model,
which has been supported by elegant experiments (Ban-
dura, 1997). Robust self-efficacy arises from experiences
of overcoming manageable setbacks and challenges in life,
and people with a positive and sturdy sense of their own ef-
ficacy are more likely to persevere in the face of failure.
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Beliefs about one’s efficacy include beliefs about one’s
control over experience. In Bandura’s theory, if people do
not believe they have any influence on what happens, they
will lose the motivation to try to make things happen. At-
tributions about the self and control and their influence
have been central to several lines of work related to self-
efficacy. A maladaptive cousin to self-efficacy in the his-
tory of competence-related concepts is the notion of
“learned helplessness” (Abramson, Seligman, & Teasdale,
1978; Garber & Seligman, 1980; Seligman, 1975). In the
later versions of the learned helplessness theory, attribut-
ing one’s failure to stable, global, and internal causes is ex-
pected to produce depressive affect (Abramson et al.,
1978). Other scholars have argued that perceived control of
successes and failures in adaptation has important influ-
ences on the self, mood, and subsequent motivation (Con-
nell & Wellborn, 1991; Harter, 1985; Skinner, 1991;
Skinner, Chapman, & Baltes, 1988). Generally, in this clus-
ter of theories about self and self-efficacy, attributions
about one’s failure can lead to negative moods and self-
concepts as well as diminished motivation to adapt, and
more favorable attributions can contribute to positive
moods and self-concepts and increased motivation.

Developmental Issues and Tasks in the History
of Competence

The evaluation of effective adaptation, whether by self or
others, requires criteria. The concept of developmental
tasks focused attention on the developmental nature of the
standards by which success in adaptation is judged. The
idea of developmental tasks was anticipated in Sigmund
Freud’s psychosexual theory and subsequently in Erikson’s
theory of psychosocial development and in various elabora-
tions of ego development (see Masten & Coatsworth,
1995). However, it was Robert Havighurst who articulated
the role of developmental tasks in expectations, education,
and society in an influential series of lectures and publica-
tions. Havighurst (1972) introduced his ideas about devel-
opmental tasks in a 1948 pamphlet designed for a course he
was teaching at the University of Chicago. He proposed
that living in society imposed on individual members a se-
ries of tasks to learn and accomplish in order to gain ap-
proval and rewards. These expectations become the basis
for both self and society to judge whether a person is rea-
sonably successful. Havighurst was primarily interested in
the educational implications of developmental tasks and
the role of the educational system in helping children ac-
complish the tasks. Nonetheless, like Erikson, Havighurst
outlined a series of tasks over the life course. In earlier pe-

riods of development, tasks included learning to walk, talk,
read, and distinguish right from wrong. In later periods of
development, tasks included starting a family, civic re-
sponsibility, and adjusting to retirement. His age-graded
developmental tasks were grounded in middle-class, Amer-
ican values of his time (Oerter, 1986).

Following Havighurst and Erikson, a series of develop-
mental theorists built on their ideas and generated devel-
opmentally sequential lists of tasks and issues over the
life course. The salient developmental issues of infancy
and early childhood, for example, were delineated by
Greenspan (1981), Sander (1975), Sroufe (1979), and Hill
(1980, 1983) described the developmental challenges and
tasks of adolescence.

Around this time, Waters and Sroufe (1983), in a semi-
nal paper, integrated the construct of competence into an
organizational theory of development, conceptualizing
competence as a broad developmental construct. In their
view, competence referred to an individual’s ability to co-
ordinate psychological functioning (behavioral, affective,
cognitive) and environmental resources to achieve develop-
mental goals. Developmental tasks played a central organi-
zational role in their thinking, in that mastering the
challenges posed by these issues reflected the capacity to
coordinate behavior in adaptive ways and also set the stage
for future competence. They predicted that competence in
developmental tasks would show coherence through time,
even as the nature of developmental issues and challenges
changed. They also argued that the best measures of com-
petence, and those with the best predictive validity, would
be broad in scope, tap success in regard to age-salient de-
velopmental issues, hence requiring coordinated behavior,
and also reflect naturally occurring challenges. Subse-
quently, developmental task theory (discussed later in the
chapter) would be expanded to encompass the contextual
features of such tasks and to address the importance of task
success for defining successful and unsuccessful adapta-
tion, both for competence and psychopathology.

Key Intersections in the History of Competence
and Psychopathology

The histories of competence and psychopathology did not
unfold independently. There were important points of inter-
section early in their respective histories, both in relation
to science and practice. Scientists and clinicians attending
to the course of psychopathology noticed the significance
of premorbid competence for the outcomes of their pa-
tients, whereas others concerned with preventing mental
health problems in youth began to notice the effectiveness
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of early interventions to promote competence as a strategy
for preventing mental illness.

Premorbid Competence in the History
of Psychopathology

A key intersection in the history of ideas pertaining to
competence and psychopathology was the notion of pre-
morbid competence in studies of risk and psychopathology
(Feffer & Phillips, 1953; Garmezy, 1970; Phillips, 1953,
1968; Phillips & Cowitz, 1953; Zigler & Glick, 1986). Cli-
nicians had long noted that patients who had a better track
record of success in expected adaptive functioning for
people of their age and situation prior to the onset of
mental illness had better prognosis. Experimental psy-
chopathologists, conducting studies to document the role of
what they termed premorbid competence, developed mea-
sures of individual success in age-appropriate adaptive
tasks, such as the Phillips Premorbid Scale of Adjustment
(Phillips, 1953) and its successor, the Zigler-Phillips Social
Competence Scale, that demonstrated predictive validity
(Zigler & Glick, 1986; Zigler & Phillips, 1961). These
tools focused on adult tasks, such as success in marriage
and work, long recognized as hallmarks of good adult ad-
justment, as evident in the famous answer by Sigmund
Freud to a question about what a normal adult should be
able to do well: “Lieben und arbeiten” (to love and to work;
as recounted by Erik Erikson, 1968, p. 136).

Child Welfare, Mental Hygiene, and the Early
History of Prevention

Another important intersection in the history of compe-
tence and psychopathology can be traced to late nine-
teenth- and early twentieth-century child guidance and
mental hygiene movements, which gave rise to the first
mental health prevention efforts and community psychol-
ogy (Coie, Miller-Johnson, & Bagwell, 2000). Founded in
part through the efforts of seminal figures Clifford Beers
and Adolf Meyer, these dual movements were committed to
promoting mental health and to the humane treatment of in-
dividuals with mental illness. Their efforts focused on
changing the system, delivery, and practices in mental
health services within the framework of a broad public
health perspective. The methods behind these movements
were founded mainly in public health and focused primar-
ily on changing the broad environmental factors purport-
edly associated with problem behavior and on altering the
systems of care for individuals with mental illness and
early behavior problems. The child guidance movement ex-
tended such efforts to work with families to enhance child
mental health and development, and research institutes

were founded to study child development and to educate
parents, often with the explicit goal of improving children
and preventing future problems:

There began a great interest in children and a belief that by
starting early we could improve people greatly, and perhaps
avoid some of the personality difficulties of adults. It seemed
highly desirable to study children and to develop new patterns
of child care and rearing, and preschool education. (L. K.
Frank, 1962, p. 207)

The child guidance movement had as one of its stated goals
the prevention of juvenile delinquency (Horn, 1989). Pri-
mary prevention became a focus of psychiatry and psychol-
ogy significantly later than it did for public health (Caplan,
1964). During the emergence of community psychology
directed at mental health during the 1950s and 1960s, as-
pects of a public health perspective were adopted, includ-
ing the term prevention itself, along with concepts of
primary, secondary, and tertiary prevention, which differ-
entiated intervention efforts aimed before, during, or after
the emergence of significant psychopathology (Coie et al.,
2000). Subsequently, prevention efforts would be differen-
tiated more often on the basis of target population, as sug-
gested by Gordon (1983): universal (targeting general
public), selective (targeting those at presumed risk for the
problem of interest), and indicated (targeting those at high
risk but not yet clinically disordered). The influential Insti-
tute of Medicine Report of 1994 recommended Gordon’s
approach to classifying preventive interventions, with some
modifications (Mrazek & Haggerty, 1994).

Central to the early prevention models was the idea of
facilitating capacity for social and interpersonal behavior
that would help individuals maintain functioning despite
life crises. Strategies included both social engineering and
competence enhancement programs. Among the earliest so-
cial competence-promotion efforts on record (beyond pub-
lic education itself ) was a program developed by Ojemann
and colleagues (Ojemann, Levitt, Lyne, & Whitesie, 1955)
to help children develop causal thinking, a precursor to
many of the social problem-solving approaches commonly
used in today’s prevention programs.

DEFINING COMPETENCE IN
DEVELOPMENTAL PSYCHOPATHOLOGY

During the last two decades of the twentieth century, the
concept of competence underwent a renaissance as develop-
mental psychopathology emerged (Cicchetti, 1987; Cicchetti
& Cohen, 1995; Cicchetti & Toth, 1995; D. H. Ford, 1987;
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Garmezy, 1987; Garmezy & Masten, 1986; Garmezy, Mas-
ten, & Tellegen, 1984; Masten & Coatsworth, 1995; Masten
& Curtis, 2000; Sroufe, 1979, 1997; Waters & Sroufe,
1983). As attention focused on theories of competence and
how to judge success or failure in behavioral development,
key themes and issues emerged (D. H. Ford, 1987; Masten &
Coatsworth, 1995).

Key Themes among Competence Constructs

As noted in our chapter in the first edition of this handbook
(Masten & Coatsworth, 1995), competence-related con-
cepts encompass a diverse array of ideas and phenomena.
Yet, there are common themes across these constructs, con-
sistent with a meaningful family of ideas. Competence con-
cepts share the following assumptions: (1) There are
behaviors and related processes consistently related to the
effectiveness of adaptation in the environment; (2) there
are individual differences in effective behavior that can be
evaluated; (3) there are developmental changes in the be-
haviors associated with effective adaptation; (4) adapta-
tion requires coordination and integration of multiple
functions in the organism to achieve purposive goals; (5)
many processes are involved in facilitating effective func-
tioning in the environment; and (6) some of these processes
reflect intraindividual processes, whereas others reflect in-
teractions of an individual with the many systems in which
the individual organism develops, including relationships
with other people.

We also noted differences among members of the broad
family of competence constructs (see Masten & Coatsworth,
1995, p. 723). Concepts and theories about competence dif-
fer in several major ways. Though all competence family
constructs focus on effective adaptation in the environment,
some focus on internal adaptation or behavior, others focus
on external behavior, and still others focus primarily on in-
teractions or relationships. Considered from a systems per-
spective, such differences could be viewed as focusing
attention on different aspects of system dynamics: Some
focus on how a living system maintains its own equilibrium
across development, some focus on the transactions of the in-
dividual organism with the other living systems in its milieu,
and some focus on whether the system is adapting to its envi-
ronment. Accordingly, ideas vary in terms of their focus on
levels of analysis, with some competence concepts focused
on individual functioning and others focused on competence
in social interactions, family process, or the context of larger
ecological systems. Competence constructs also vary in
focus on processes versus attributes or outcomes. As a final

example, competence constructs also vary in scope from
very broad to narrow domains of functioning.

Key Issues in Conceptualizing Competence

Key issues also emerged as scholars revisited competence
concepts in developmental psychopathology (M. E. Ford,
1985; Masten & Coatsworth, 1995; Waters & Sroufe,
1983). One major set of issues concerns who decides the
criteria. Evaluating the effectiveness of adaptation re-
quires criteria that can be expected to vary by perspectives
and context, including culture and period of history and
who is doing the judging and for what purposes.

A second set of issues concerns when to judge success.
Success can be judged by short-term criteria or by long-term
adaptive success. It is conceivable that behavior appearing to
be successful over the short term has negative long-term
consequences. It is also conceivable that a person who fails
now can turn around and succeed later. Waters and Sroufe
(1983) argued that the criteria for evaluating competence
from a developmental perspective must include both proxi-
mate and ultimate criteria of adaptation. If adaptations
worked in the short term but compromised future develop-
ment, a child would not be viewed as competent by their
standards. Presumably, widely held developmental task ex-
pectations, particularly those held across cultures, have
been recognized over time not only as markers of current ef-
fectiveness but also as important harbingers of future adap-
tation in society.

Another set of issues concerns broad versus narrow cri-
teria, or multidimensional versus one-dimensional success
criteria. Clearly, competence can be defined in broader and
narrower ways (a competent child versus a child who is a
competent mathematician). Broad definitions of compe-
tence typically require either integrated functioning or suc-
cess in multiple domains. Even narrow-focused judgments
about competence typically presume the coordinated func-
tioning of many processes to achieve and execute the com-
petent behavior, such as the processes involved in reading,
spelling, and solving mathematical problems.

Level and consistency of achievement is another cluster
of issues found in competence constructs and assessment.
Does competence refer to high levels of effectiveness,
or adequate levels? Does competence refer to relative
achievement (better than others or better than average), or
absolute standards? Does one need to be doing well in mul-
tiple domains all the time, or in only some domains most of
the time? Investigators have taken different positions on
these questions in their theoretical and operational defini-
tions of competence.
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Capacity versus performance issues are related to con-
sistency and also to internal versus external criteria. The
capacity for effective adaptation can be inferred from indi-
cators such as intelligence and personality tests or from a
track record of past effectiveness as observed or reported.
There have been debates about whether competence refers
to a personal aptitude (or trait), something a person has, or
to a pattern of observably effective behavior, something a
person does, over time in relation to (and often supported
by) the context. In either case, however, competence always
involves an inference about effectiveness, past or expected.

A Working Definition of Competence

With these themes and issues in mind, we define compe-
tence in developmental psychopathology broadly as follows:

Competence refers to a family of constructs related to the ca-
pacity or motivation for, process of, or outcomes of effective
adaptation in the environment, often inferred from a track
record of effectiveness in age-salient developmental tasks
and always embedded in developmental, cultural, and histori-
cal context.

This definition is closely related to definitions of compe-
tence articulated by us with other members of the Project
Competence research team over the years (Masten &
Coatsworth, 1995; Masten & Curtis, 2000; Masten et al.,
1995, 1999) and it has been influenced by numerous
mentors and colleagues (M. E. Ford, 1985; Garmezy,
1971, 1974; Garmezy & Nuechterlein, 1972; Hartmann,
1939/1958; Phillips, 1968; Sroufe, 1979; Waters &
Sroufe, 1983; White, 1959; Zigler & Glick, 1986). By this
definition, competence is inherently multidimensional,
contextual, and developmentally dynamic. This definition
requires criteria by which to judge the success of meeting
standards for behavior related to adaptive functioning in
society and also suggests that the appropriate criteria for
general competence are “doing adequately well” in age-
salient developmental tasks (described further, later in the
chapter). It assumes that competence is a judgment about
a behavioral pattern over time, based on generalizations
about a track record, and allowing for instances of poor
performance. It assumes that the expectations for individ-
ual behavior change with development and over historical
time and may vary across cultures. An individual who
shows such a pattern is presumed to have the capacity for
future competence, though this capacity may reflect rela-
tionships and resources as well as individual aptitudes or

skills; hence, to call an individual “competent” means
that he or she has manifested behavior that leads one to
expect future competence.

This definition is broad, reflecting a global judgment
that life for this individual is going okay in the expected
ways necessary for positive adaptation in the individual’s
ecological and historical situation. Competence can also be
used more narrowly to refer to more specific domains, as in
academic competence, or even more narrow subdomains,
such as reading competence. In addition, competence
by this definition may be influenced by many ongoing
processes within the organism, or between the organism
and the environment, in relationships with other people or
other kinds of transactional interactions with the environ-
ment. Therefore, general or specific competence could be
undermined or destroyed by damage to the organism, prob-
lematic relationships or transactions with the environment,
traumatic life experiences, and many other processes that
affect the capacity for adaptation and achievement in rele-
vant domains.

Developmental Tasks in the Definition of Competence

As noted, scholars of diverse persuasions have recognized
the importance of broad, developmentally based standards
for behavior and achievement in the concepts of develop-
mental tasks or issues, following the lead of Havighurst
(1972) and the organizational-developmental theorists
(e.g., Sroufe, 1979). These tasks are akin to psychosocial
milestones of development, broad indicators of how well
adaptation and adjustment in development are proceeding
from a societal point of view. Clearly, such standards
would be expected to change as a function of major
changes in culture and to vary across cultures and dramat-
ically diverse contexts. Thus, the expectation that a child
will learn to hunt for meat effectively might be a key task
for a male youth in a hunter society and completely unim-
portant for a girl in the same society or any youth in an
urban, technological society. At the same time, one would
expect some developmental tasks to occur across cultures
and time because they reflect the characteristic develop-
mental course and adaptive attributes of the species. Ex-
amples include learning to talk, to control anger, and to
attach to other people.

Various lists of developmental tasks have appeared over
the years (see Erikson, 1963, 1968; Havighurst, 1972; Hill,
1980; Klaczynski, 1990; Masten & Braswell, 1991; Masten
& Coatsworth, 1998; Sroufe, 1979; Waters & Sroufe,
1983). These lists show striking similarities, reflecting a
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TABLE 19.1 Developmental Tasks of Early Life in
Contemporary Industrial Societies

Infants, Toddlers, Nursery School-Age Children

Attachment to one or more specific adults.

Learning to sit , stand, walk, run, and jump.

Acquiring functional language.

Obedience to simple commands and instructions of adults.

Toilet training.

Self-control of proscribed physical aggression (e.g., not biting people).

Appropriate play with toys and other people.

Young School-Age Children

Learning to read and write a language.

Learning basic mathematics.

Attending and behaving appropriately at school.

Following rules for behavior at home, at school, and in public places.

Getting along with peers in school.

Making friends with peers.

Adolescents

Attending and behaving appropriately at school.

Learning to solve problems with numbers, algebra.

Learning required language, history, and other subjects.

Completing a course of secondary schooling.

Getting along with peers in school.

Making and maintaining close friendships.

Obeying the laws of the society.

Young Adults

Working or preparing for future in higher education (or caring for a
family).

If working: behaving appropriately in the workplace.

If in school: meeting academic standards for courses or degrees.

If a parent: taking care of child or children.

Forming and maintaining romantic relationships.

Obeying the laws of the society.

Learning to maintain a household.

general consensus on age-salient developmental tasks, at
least in the developmental literature of contemporary in-
dustrial /technological societies. A list of broad develop-
mental tasks is shown in Table 19.1.

In the Project Competence research program, we have
argued that there are a small number of readily identifiable
task domains of expected engagement and achievement for
a given age cohort, time, and culture, and these wax and
wane in salience across developmental periods and contexts
(Masten & Coatsworth, 1995, 1998; Masten et al., 1999;
Roisman, Masten, Coatsworth, & Tellegen, 2004). In line
with the perspectives of the early developmental task theo-
rists (Erikson, 1963, 1968; Sroufe, 1979; Waters & Sroufe,
1983), we believe that doing adequately well in core devel-
opmental domains of one developmental period is a harbin-

ger of future successful adaptation and development, even
for domains that have not yet emerged as important (Rois-
man et al., 2004). This conclusion follows from observing
that age-salient core expectations are being met, because
this kind of success indicates that development is proceed-
ing in the right direction with adequate adaptive capacity,
resources, and support. In contrast, it is not as important
how well one is doing in not yet salient, still-emerging do-
mains. Thus, for example, in contemporary U.S. society,
we would expect eventual success in work and romantic re-
lationships (salient adult developmental tasks) to be fore-
cast better by the quality of academic achievement and
friendships in adolescence, which are core developmental
task domains, than by the quality of work achievement and
romantic relationships during adolescence, when these are
emerging task domains (Roisman et al., 2004).

Many life experiences may influence the achievement of
these tasks, ranging from dysfunctions of the organism to
symptoms of disease or disorder, bad choices, and over-
whelming negative life events. It is possible that many
kinds of social interference by other people, ranging from
discrimination to child abuse, could interfere with achiev-
ing these tasks. Anything that restricts the opportunities to
engage these tasks or accomplish them can create difficul-
ties, not only for present well-being but well into the future,
if mastering these tasks reflects skills, knowledge, re-
sources, or credentials that at some level are required for
success in the future tasks.

Children who appear unable to accomplish or have great
difficulty accomplishing age-salient developmental tasks
or meeting associated expectations on time (normatively
speaking) would be expected to generate concern in par-
ents, teachers, and other people in the community; simi-
larly, perceived failure in these tasks could be expected to
generate distress or concern in the individual person as
well. For example, an infant who does not show any signs of
bonding with parents during the 1st year or a toddler who
does not acquire any language would concern most parents
everywhere. In many societies worldwide, there would also
be concern about a school-age child who refused to go to
school or is not able to read after years of instruction. Also
in most societies, a young adult who does not do any kind
of work, inside or outside the home (nor follow any alterna-
tive, approved life course), would also likely cause concern
to parents and community members.

Not surprisingly, the quality of functioning in age-
salient developmental tasks also constitutes the implicit
or explicit criteria by which impairment is judged in the
diagnosis of psychiatric disorders in major classification
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systems. The quality of functioning in these tasks is
embedded in these systems in other ways as well. The fol-
lowing section addresses the role of competence in the def-
inition and diagnosis of psychopathology.

DEFINING PSYCHOPATHOLOGY IN
RELATION TO COMPETENCE: IMPAIRMENT
AND DISABILITY

The theme of competence is connected to the DSM of the
American Psychiatric Association through the manual’s
definition of mental disorder as well as through criteria
sets for particular disorders, associated impairments and
nondiagnostic codes, and Axis V of the multiaxial classifi-
cation system. The most recent revision of the manual re-
tains the basic definition of mental disorder adopted in the
third edition (DSM-III and DSM-III-R), as follows:

a clinically significant behavioral or psychological syndrome
or pattern that occurs in an individual and that is associated
with present distress (e.g., a painful symptom) or disability
(i.e., impairment in one of more important areas of function-
ing) or with a significantly increased risk of suffering death,
pain, disability, or an important loss of freedom. (American
Psychiatric Association, 2000, p. xxxi)

The disorder must also not be an expectable or culturally
sanctioned response to an event and must be considered as
some sort of “behavioral, psychological, or biological dys-
function in the individual” (p. xxxi). However, the man-
ual’s introduction notes that there is no precise boundary to
the construct of mental disorder and that disorders can be
represented at various levels of analysis and abstraction.

Perhaps the most notable way competence concepts
enter into the DSM classification system is in the require-
ment of significant distress or impairment and dysfunc-
tion in the individual (Masten & Curtis, 2000). During
the DSM-IV revision process, variants of this so-called
clinical significance criterion were added to criteria sets
of approximately 70% of DSM disorders in an attempt to
rectify what many felt was an abundance of false-positive
cases (Wakefield & First, 2003). In addition, however,
many disorder criteria require specific impairments that
are connected to age-salient developmental tasks. For ex-
ample, a diagnosis of a learning disorder requires signifi-
cant interference with academic achievement; a diagnosis
of Mental Retardation requires impairment in at least two
of several competence-related areas, such as social skills,
academic skills, and work; and diagnosis of Pervasive De-

velopmental Disorder often requires qualitative impair-
ment in social interaction and/or language skills (Masten
& Coatsworth, 1995; Masten & Curtis, 2000). Finally, as
discussed in more detail later in the chapter, the use of a
global assessment of functioning (GAF) scale (Axis V)
represents an explicit acknowledgment of the interrela-
tionship of competence and psychopathology by the au-
thors of DSM.

There is widespread consensus that the construct of men-
tal disorder has eluded precise delineation, at least to date,
and debate over its definition and scope has continued over
the recent past. Most discussions center on Wakefield’s
harmful dysfunction analysis (HDA; Wakefield, 1992a,
1992b, 1999, 2001, 2003), which proposes two necessary
conditions for the presence of a mental disorder: (1) failure
of a natural, evolutionarily selected function in the individ-
ual that (2) causes harm to the individual or to society. This
analysis dovetails closely with the official definition in-
cluded in the DSM, and calls have been made to incorporate
the HDA explicitly into the definition of mental disorder in
DSM-V (Spitzer, 1999; Wakefield & First, 2003). Critics of
Wakefield’s proposal have offered alternative conceptions
of disorder as a fuzzy-bounded Roschian prototype (Lilien-
feld & Marino, 1995, 1999) and as any condition that sig-
nificantly interferes with an organism’s deliberate action
(Bergner, 1997). Others have focused on potential weak-
nesses in the HDA analysis or have argued against attempts
to provide an absolute definition of mental disorder that
consists of separate factual and evaluative components
(Fulford, 1999; Kirmayer & Young, 1999).

However, most of the current debate around Wakefield’s
proposal and the definition of mental disorder has centered
on the concept of dysfunction and the pitfalls inherent in
basing it in evolutionary theory (e.g., Houts, 2001; Sadler,
1999). Indeed, the attempt to provide an operational defi-
nition of the term “dysfunction” is perhaps the most no-
table way in which the HDA extends the DSM definition.
Less controversial in most debates is the idea that disorder
requires some harm or distress for the individual, and that
judgments of harm often require inclusion of value consid-
erations. It is this conception of harm, and closely related
ideas of impairment and disability, that seem closest to the
definitions of competence outlined in the previous section.

The construct of functional impairment is central to the
harm component of the DSM definition of mental disorder.
In the psychiatric literature, symptoms and impairment
have traditionally been seen as closely related but nonethe-
less independent constructs (Lehman, Alexopoulos, Gold-
man, Jeste, & Üstün, 2002). Lehman et al. note that in
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DSM-III, raters of adaptive functioning were instructed to
focus on three areas: social relations, occupational func-
tioning, and use of leisure time. However, despite research
emphasizing the measurement of functional impairment as
a multidimensional construct, in DSM-III-R and more re-
cent revisions adaptive functioning has been changed to the
single GAF scale. In addition, users of the GAF are in-
structed to consider both symptom severity (i.e., psycho-
logical functioning) and level of social and occupational
functioning and to assign the lower score if the two judg-
ments are discrepant. Although such aggregation may im-
prove prediction of service utilization, it does not provide
conceptual clarity to relations between symptoms and
competence. Historically, as noted earlier, part of the moti-
vation for inclusion of impairment ratings in the diagnostic
system was the belief that individuals tended to return to
premorbid levels of functioning following a circumscribed
disorder episode (Masten & Coatsworth, 1995).

Within the DSM framework, a common assumption is
that psychiatric symptoms are the cause of functional
impairment. For example, Lehman et al. (2002) take the
example of an individual diagnosed with Schizophrenia
to illustrate how basic dysfunctions (e.g., disorganized
thought processes) can lead to functional impairment
(e.g., impaired social relationships due to inability to
speak in coherent sentences). Although this example cap-
tures one potential mechanism by which competence
and symptoms might be connected, more ambiguous situ-
ations can easily be conceived, as demonstrated by
Richters and Cicchetti (1993) in their discussion of the
mental disorder status of Conduct Disorder. As they note
in this penetrating and witty paper, it is not that easy to
determine whether the misbehavior of the young Samuel
Clemens (author Mark Twain) and friends, fictionalized
in the adventures of Tom Sawyer and Huckleberry Finn,
should be diagnosed as psychopathology.

In contrast to the American DSM system, the World
Health Organization’s (WHO; 1992) International Classi-
fication of Diseases (ICD-10) does not present a generic
definition of mental disorder. In addition, the “clinical sig-
nificance criterion” noted earlier is not included in ICD-10
criteria sets. Instead, the WHO has commissioned work
groups to create and research a separate system for the as-
sessment of functional impairment and disability. This
has resulted in the WHO’s (2001) Disability Assessment
Schedule, which attempts to classify the activities of a per-
son across several categories: cognition, mobility, self-
care, interpersonal interactions, leisure and work, and
participation in community activities. Thus, the ICD sys-

tem explicitly and deliberately attempts to separate the
question of impairment from disorder judgments.

Impairment and Adaptive Functioning

In providing a context for discussing relationships between
competence and psychopathology, it is beneficial to exam-
ine more closely how functional impairment has been as-
sessed and measured in psychological and psychiatric
research. As Canino, Costello, and Angold (1999, p. 94)
have pointed out in a review of impairment instruments,
“The area under the label ‘functional impairment’ is wide
and poorly bounded, shading off into areas that have their
own armamentarium of measures.” Canino et al. note the
issue of impairment and competence potentially represent-
ing opposite ends of the same continuum in many areas
and discuss the need for measures developed in particular
contexts that capture cultural as well as developmental
differences.

One closely related area of research not directly touched
on by most reviews of functional impairment is quality of
life (QL). In this area, researchers often distinguish be-
tween general QL and health-related QL (the latter exem-
plified by symptom- and disease-specific measures, such
as those that have been developed for asthma, cancer,
epilepsy, diabetes, and other physical conditions; Eiser &
Morse, 2001). Although QL research has evolved largely
independently of research on functional impairment, simi-
larities exist between these systems of measurement
that make cross-disciplinary links increasingly likely. Typ-
ically, however, general QL represents a broader concep-
tual space than either impairment or competence,
incorporating those constructs but also including domains
such as material well-being (e.g., physical safety, housing
quality, availability of transportation) and emotional well-
being (e.g., faith, fulfillment, self-esteem; Wallander,
Schmitt, & Koot, 2001). Debates in the QL literature in-
clude whether QL can be represented as a holistic, univer-
sal concept versus one that is specific to particular groups
of children (such as those with a particular health condi-
tion), which particular domains represent QL most defini-
tively, and whether objective or subjective assessments (or
both) should be given primacy (Wallander et al., 2001).

In the psychological research tradition on functional im-
pairment, a useful way of grouping assessments is one-di-
mensional versus multidimensional scales. No doubt due in
part to concerns over professional staff burden, the DSM
system has employed one-dimensional scales under Axis V
that are designed to be completed rapidly by a clinician fa-
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miliar with the individual being rated. DSM-IV retains the
GAF for Axis V but also includes two related one-dimen-
sional scales under appendixes for further study: the Social
and Occupational Functioning Scale (SOFAS) and the
Global Assessment of Relational Functioning (GARF). The
GARF assigns anchor points based on a continuum of func-
tioning in a relational unit, instructing the clinician to
consider domains of problem solving, organization, and
emotional climate. The SOFAS is akin to the GAF with
symptom content removed, and thus appears to be the clos-
est approximation to a competence scale produced by the
DSM system. It is of note that the original version of Axis
V from DSM-III (American Psychiatric Association, 1980,
pp. 28–30) required the clinician to rate the highest level of
adaptive functioning in the past year (not symptoms), using
a 7-point scale and taking into consideration social func-
tioning, occupational functioning, and use of leisure time
( listed in order of designated importance).

Despite its designation as worthy of further study, there
is little recent research that specifically addresses the psy-
chometric and predictive properties of the SOFAS. One re-
cent study presents predictive validity information for the
three unidimensional scales and supports the view that the
SOFAS may have better predictive validity of future illness
and impairment (correlations with future GAF and severity
scales) than the GAF itself; the authors suggest that this is
because the SOFAS measures a narrower construct (Hay,
Katsikitis, Begg, Da Costa, & Blumenfeld, 2003). Hilsen-
roth et al. (2000) report that all three main Axis V scales
show good interrater reliability and that the SOFAS pre-
dicts self-reported social adjustment and interpersonal
problem scores. In the latter study, symptom distress
(Global Severity Index of the Symptom Checklist-90-R)
predicted both the GAF and the SOFAS, although distress
was more strongly related to the GAF. Some have ques-
tioned the discriminant validity of the SOFAS, noting that a
revised GAF that is nearly identical to the SOFAS corre-
lated with symptoms as strongly as or stronger than a qual-
ity of life scale (Roy-Byrne, Dagadakis, Unutzer, & Ries,
1996). Although the overall evidence on SOFAS validity
thus appears mixed, calls continue for Axis V to consist
solely of adaptive functioning as a way of decoupling symp-
tom distress and functional impairment (e.g., Gruenberg &
Goldstein, 2003) or to split Axis V into several different
areas of symptom distress and impairment (J. A. Kennedy
& Foti, 2003).

Other unidimensional impairment scales, either derived
from official DSM scales or developed independently, have
been employed in clinical and epidemiological research. A
version of the GAF specific to children and adolescents,

the Children’s Global Assessment Scale (CGAS), has been
published (Shaffer et al., 1983). The CGAS continues to
base ratings on either symptoms or impairment but aims to
provide anchor point descriptions that are more appropriate
for children and adolescents. Bird et al. (1996) report posi-
tive validity evaluation for both a nonclinical version of the
CGAS as well as the Columbia Impairment Scale (CIS), a
13-item Likert-format scale that uses items from several
domains (interpersonal relations, broad psychopathological
domains, functioning in work or school, and use of leisure
time) but is scored unidimensionally.

Common multidimensional scales of functional impair-
ment used in child clinical research include the Child and
Adolescent Functional Assessment Scale (CAFAS), the
Functional Impairment Scale for Children and Adolescents
(FISCA), and the Social Adjustment Inventory for Chil-
dren and Adolescents (SAICA). These are selected as rep-
resentative measures, as many others exist and it is not the
purpose of this discussion to provide an exhaustive review
(see Canino et al., 1999, for more information on other
scales). These scales often require specific information
from the youth being rated as well as collaterals such as
parents or teachers, in addition to including items more de-
pendent of clinical judgment. The CAFAS consists of 165
behavioral descriptions selected by the rater that fall
into five domains: role performance (including school /
work, home, and community subscales), behavior toward
others/self, moods/self-harm (including emotions and self-
harmful behavior subscales), thinking, and substance use
(Hodges & Wong, 1996). Commentators have noted that
aside from those on the role performance scales, CAFAS
items are closely related to psychiatric symptoms (Bird,
1999). Bates (2001) has questioned whether the validity
database on the instrument is complete enough to support
its widespread use in service eligibility contexts.

The FISCA is conceptually based on the CAFAS but is
briefer (85 items) and is designed to have a somewhat
streamlined response format. It has a hierarchical factor
structure in which eight lower-order domains (aggression,
thinking, home behavior, delinquency, alcohol and drugs,
school behavior, self-harm, and feelings and moods) are
grouped under three higher-order domains of undercon-
trolled aggression, social role violations, and self-focused
impairment (S. J. Frank, Paul, Marks, & Van Egeren,
2000). Structural agreement has been noted between par-
ent- and adolescent-report versions of the instrument (S. J.
Frank, Van Egeren, Fortier, & Chase, 2000). The SAICA
consists of 77 items designed to be administered in a semi-
structured interview by clinicians. Items are grouped under
four broad domains: school, peer relations, home life, and
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spare-time activities (John, Davis, Prusoff, & Warner,
1987). Although the SAICA provides relatively rich item
content and allows assessment of a variety of social roles in
different contexts, it combines competence-related items
with more symptomatic content (e.g., bullying, inattention)
in the total score (Bird, 1999).

An additional strategy in the assessment of functional
impairment is the use of symptom-specific judgments that
are tied into the diagnostic interview itself, rather than sep-
arate axes, questionnaires, or interviews. The Child and
Adolescent Psychiatric Assessment (CAPA; Angold &
Costello, 1995, 2000) requires interviewers to revisit en-
dorsed symptoms (whether or not formal diagnostic thresh-
olds are met) and assess disability related to each area of
psychopathology. Reporting on a factor analysis of such
disability data, Ezpeleta, Keeler, Erkanli, Costello, and
Angold (2001) show that the CAPA disability questions
tend to group into three domains of family, peer, and school
impairment. They also report several complex demographic
and disorder type differences on manifestations of impair-
ment. This research, taken along somewhat different lines
than that of the impairment measures just reviewed, repre-
sents an interesting and informative epidemiological angle
on the classification of psychiatric disability in children
and adolescents. Ezpeleta et al. decry the relative lack of
attention paid to the impairment side of mental disorders in
youth and call for more systematic research on the nature
and measurement of psychiatric disability.

Overall, these instruments and interviews include several
domains that are commonly seen as areas of competence
from a developmental tasks viewpoint; examples include
academic success, avoiding trouble with the law, positive re-
lationships with peers and romantic partners, and effective
participation in the larger society. In addition, however,
multidimensional impairment indices commonly include
areas, such as emotional state and self-harm, conceptual-
ized as outside certain definitions of competence. A salient
omission from most, if not all, unidimensional and multidi-
mensional impairment scales is the lack of an explicitly de-
velopmental framework. That is, though clinicians and other
raters clearly take developmental considerations into ac-
count when completing these measures, there is little discus-
sion of whether or how domains of impairment change
across developmental time in importance, boundaries, or
evaluative standards (Masten & Curtis, 2000).

Studies examining predictors to and from functional im-
pairment measures have, not surprisingly, identified symp-
toms as one of the most consistent predictors; however,
some recent work has also emphasized taking into account
onset and duration of disturbance in regression models pre-

dicting impairment (Ezpeleta, Granero, de la Osa, & Guil-
lamón, 2000). Childhood impairment ratings themselves
have been found to be good predictors of disorder effects
later in adolescence (Costello, Angold, & Keeler, 1999).
Impairment adds unique predictive power (above psychi-
atric symptoms) for course and outcome of disturbance
(Canino et al., 1999; Costello et al., 1999; Pine et al.,
2002), which surely adds motivation under the DSM sys-
tem for including impairment criteria to definition sets of
mental disorders. In fact, Angold, Costello, Farmer, Burns,
and Erkanli (1999) advocated that individuals with symp-
tomatic impairment, but who do not meet official diagnos-
tic criteria, should nonetheless be treated as if suffering
from a psychiatric disorder. Pickles et al. (2001), analyzing
CAPA data from the Virginia Twin Study of Adolescent
Development, found that the additional predictive power of
impairment ratings for later symptoms and diagnosis var-
ied by disorder class (adding prediction above current
symptoms for Conduct and Oppositional Defiant Disorders
but not for Major Depression).

Controversies in the Role of Competence in the
Classification of Psychopathology

Several ongoing controversies in the assessment and mea-
surement of functional impairment and in the inclusion of
competence-related criteria in the DSM system parallel de-
bates noted earlier with respect to the definition and as-
sessment of competence itself. One issue concerns who
decides; that is, What standard is used to designate impair-
ment and how is impairment information used to inform
service delivery? Important issues here include informant
agreement and cultural and contextual considerations. Re-
garding informant agreement, evidence that parents and
children (or adolescents) will provide similar pictures of
impairment is mixed, as is research on symptoms (e.g.,
Achenbach, McConaughy, & Howell, 1987). Using the
FISCA measure, S. J. Frank, Van Egeren, et al. (2000)
demonstrated strong structural and relative agreement be-
tween parent and adolescent inpatient report; however, not
surprisingly, parents and adolescents tended to disagree on
impairment ratings that concerned more private/intraper-
sonal domains of functioning. Using a measure based on
the CIS, Kramer et al. (2004) showed evidence for gener-
ally poor agreement between parent- and adolescent-re-
ported impairment. They also found that clinicians tended
to rate problems reported only by parents as more serious
than those reported only by adolescents.

Cultural factors in diagnosis are, of course, broader than
even the question of where and how to set diagnostic
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boundaries. DSM-IV-TR (American Psychiatric Associa-
tion, 2000) includes a glossary of so-called culture-bound
syndromes that lists psychopathological conditions de-
scribed as indigenous to particular cultures. In this respect,
the manual recognizes in some fashion that distress and
disorder presentation varies markedly across cultural
boundaries. However, even this limited acknowledgment
was reduced during the editorial process, and cultural vari-
ations in the manifestation of “core” DSM disorders are
generally limited to a sentence or two in introductory
text for each section that then preface the “universal” cri-
teria sets. Alarcón et al. (2002) provide an extended discus-
sion of several issues related to cultural variables and
psychiatric diagnosis, including content of criteria sets, di-
agnostic thresholds, overall classification systems, and epi-
demiology.

A methodological issue in the impairment literature re-
lated to the Who decides? question is employing categories
versus dimensions in the assessment of functioning.
Although there appears to be a strong consensus that func-
tional impairment measures should take a continuous/di-
mensional format, this ultimately requires setting cutoff
points for entry into services. Bird (1999) comments on the
varied methods that researchers have used for determining
“caseness,” noting that in practice, this tends to remain the
province of clinical judgment. In addition, conceptions of
caseness and need for intervention depend to a large extent
on financial and practical considerations on what level in-
terventions take place and whether or not to intervene at
all. Of course, researchers and clinicians in areas of physi-
cal medicine have long struggled with similar debates, and
conditions such as hypertension are often cited as continu-
ous-risk illnesses in which intervention/prevention cutoffs
are set in part by consensus and change based both on new
findings and the larger medical context.

In addition, similar to the “internal versus external cri-
teria” of competence issue, debate outside of impairment
measurement research has raised the question of whether
suffering and/or distress alone, without associated exter-
nal disability, justifies a mental disorder diagnosis. In
many ways, distress can be thought of as a psychiatric
analogue to fever or physical pain, in that it is a signal of
an adaptational threat but is also a sign of one’s bodily re-
sponse. Simply adding “clinical significance” to disorder
criteria sets will not solve this controversy, due in part to
problems with circularity of such a criterion (Wakefield
& First, 2003). In addition, evidence that adding a clinical
significance criterion reduces disorder rates differen-
tially by category of disturbance (Romano, Tremblay, Vi-
taro, Zoccolillo, & Pagani, 2001) suggests that when one

takes away impairment, certain classes of distress (e.g.,
some anxiety symptoms) are virtually normative. Clinical
significance as currently implemented in the DSM system
is also problematic because it refers to distress or disabil-
ity and thus adds another potential confound to the classi-
fication process (Lehman et al., 2002).

Similarly, debates continue over the potential inclusion
or exclusion in DSM of subthreshold and “mild” disor-
ders. On the one hand, there is considerable confusion
over how to conceptualize these disorders, leading to dif-
ficulties in interpreting research results due to hetero-
geneity of conditions (Pincus, McQueen, & Elinson,
2003). However, Kessler et al. (2003) analyzed data from
the National Comorbidity Survey and found evidence for
a continuous and graded correlation between severity of
illness and later outcomes, without a marked inflection
point at the mild severity level; similarly, Pickles et al.
(2001) have reported a continuous relationship in their
adolescent sample between symptom counts and concur-
rent impairment without an inflection point at diagnostic
thresholds. Kessler et al. recommend that service utiliza-
tion decisions be made on the basis of cost-effectiveness,
including the potential benefit of preventing future deteri-
oration of functioning in subthreshold cases. This issue
also exemplifies possible tensions between service organ-
izations and researchers: The former may be concerned
about lack of third-party reimbursement for “nondisor-
der” conditions, and the latter desire inclusion of those
conditions to spark new studies and to investigate and
evaluate preventive interventions.

Overall, it is clear that researchers in areas of compe-
tence and in psychopathology, though often following some-
what independent traditions, have wrestled with some of
the same conceptual and methodological challenges. How-
ever, as already noted, there are some promising areas of re-
search (such as the epidemiology of impairment) that aim,
directly or indirectly, to bridge these traditions. The next
section of this chapter examines these links more explicitly
by discussing theoretical models and empirical evidence
from the developmental and child clinical literature related
to connections between competence and psychopathology.

MODELS AND PERTINENT EVIDENCE
LINKING COMPETENCE AND
PSYCHOPATHOLOGY

As already noted, competence and psychopathology have
numerous connections in the theoretical, historical, and
empirical literatures concerned with behavior. In this sec-
tion, we examine the possible explanations for the ob-
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served co-occurrence of behaviors described in terms
of competence and psychopathology in the lives of
individuals, utilizing illustrative evidence supporting
these explanations. The first set of explanations focuses
on methodological issues that could produce spurious
linkages, and the second set focuses on substantive causal
explanations.

Confounded Meanings and Measures

Before examining the causal explanations for links between
competence and psychopathology, it is important to consider
the more mundane possibility that these types of behavior
are related because the terms reflect overlapping concepts
or overlapping methods rather than true causal processes.
These possibilities could produce spurious associations in
research linking psychopathology and competence.

Overlapping Concepts

As evident in the preceding sections on the history and def-
initions of these complex concepts, psychopathology and
competence sometimes refer to the same behavior or oppo-
site ends of the same dimension of behavior, or the same
behavior is used as a marker for both types of judgment
(positive or negative) about the quality of adaptive func-
tioning. Thus, for example, routinely breaking the rules or
laws of society is viewed as a symptom of psychopathology
(externalizing symptoms or a criterion for Conduct Disor-
der) as well as an indicator of poor performance in the
competence domain of socialized conduct. Similarly, aca-
demic achievement (and failure) is considered to be an age-
salient developmental task for school-age children, a
criterion by which impairment is judged in diagnostic man-
uals for psychopathology, and is a common criterion for
mental disorders related to learning.

The pervasive criterion of impairment for most
DSM-defined mental disorders presents a challenge for in-
terpreting research on the linkage of competence to
psychopathology because the diagnosis of disorder is in-
herently confounded with the level of competence, often
on the most salient developmental tasks, and yet the crite-
ria for impairment are not well-specified, so the degree
of the confounding is unclear. Moreover, the severity of
impairment is related to referral, and therefore the sam-
ples in clinical studies may be unrepresentative and
restricted in range on competence (e.g., Costello &
Janiszewski, 1990). For anxiety disorders, for example,
impairment is often viewed as crucial for distinguishing
between normative fears and disorder: “A useful rule of
thumb is to judge the child’s ability to participate in ex-

pected, age-appropriate social and academic activities”
(Klein, 1994, p. 354).

Overlapping Measures

Measures utilized to assess both of these aspects of behav-
ior may also have overlapping content, related in many
cases to overlapping concepts. In other words, the opera-
tional definitions of competence and symptoms may over-
lap. Measures of externalizing symptoms, such as the Child
Behavior Checklist (Achenbach, 1991), contain items that
overlap with measures of social competence, such as “Gets
in many fights” (Externalizing broadband scale, Aggressive
Behavior narrow-band scale) or “Would rather be alone
than with others” and “Shy or timid” (Internalizing broad-
band scale, Withdrawn narrow-band scale) or “Not liked by
other kids” (Social Problems narrow-band scale). The Re-
vised Class Play measure (Masten, Morison, & Pellegrini,
1985), often used to assess peer social competence, in-
cludes the item “Gets into a lot of fights” on the Aggres-
sive/Disruptive scale, “Would rather play alone than with
others” and “Very shy” on the Sensitive/ Isolated scale, and
“A person everyone likes to be with” on the Popular/Leader
scale. Harter’s (1982, 1998) perceived (self-rated) and ob-
served (rated by teacher or parent) competence rating
scales have items with wording such as “Always doing
things with a lot of people their age” versus “Usually do
things by themselves” and “Not well-liked by other kids”
versus “Liked by most other teenagers.”

Impairment measures used in diagnosing psychopathol-
ogy contain many items found on competence measures.
For example, one of the questions from the 14-item Colum-
bia Impairment Scale asks the rater to judge, for children or
adolescents who are in school, “how much of a problem the
target has with her/his school work.” In addition, longer
impairment measures such as the CAFAS and FISCA have
several items relating to poor school work and the conse-
quences thereof. Yet, Harter’s perceived competence mea-
sure also includes “Does very well at one’s classwork”
versus “Doesn’t do very well at one’s classwork” as a com-
petence item.

When similar confounded measurement tools are used to
diagnose psychopathology and measure competence in a
particular study, it is not surprising to find significant cor-
relations among measures or to find that children who meet
diagnostic criteria have worse social or academic compe-
tence scores. Thus, some of the links found in research on
competence and psychopathology stem from measurement
artifacts and conceptual overlap. However, even when great
care is taken to distinguish concepts and measure these
concepts independently with nonoverlapping content, links
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continue to be found between competence and psychopath-
ology, both within and across time. These findings offer
strong support to causal theories about the connections be-
tween competence and psychopathology.

Causal Models

Causal models and related empirical findings fall into
three broad categories: (1) Common causes or chains of
causes contribute to problems in both aspects of adaptation
(the linkage is therefore spurious); (2) the symptoms of
psychopathology contribute to competence problems; or (3)
competence problems contribute to the development or ex-
acerbation of psychopathology. There are also more com-
plex models that combine these effects within or across
time. These include bidirectional (transactional), progres-
sive and cascade models. Figure 19.1 provides abstract il-
lustrations of these models in their simplest forms.

Common Cause Models

Common cause models (see Figure 19.1a–d) include di-
verse theories and levels of analysis. These models impli-
cate shared vulnerabilities (e.g., genes, traits); common
risk factors in many forms, including psychosocial disad-
vantage; shared mediators (such as parenting and physio-
logical stress); and complex combinations (e.g., risk
gradients, diathesis-stressor models). These models also
include classical disease models, where one disease pro-
cess produces two kinds of problems at the same time or se-
quentially (illustrated in Figure 19.1d). Some models focus
on one or two levels of analysis (individual behavior and
parenting; cognitive functioning and peer interactions);
others focus on many levels (genes, neural function, per-
sonality, family functioning, school and neighborhood
qualities).

Competence problems and symptoms of psychopathol-
ogy can be caused by the same disease process manifesting
in multiple ways. In some cases (discussed in the next sec-
tion), this model is assumed to be true (e.g., for Autism and
other mental illnesses viewed as neurodevelopmental disor-
ders). In other cases, there may be an unknown disease pro-
cess leading to what is currently viewed as two or more
different disorders. For example, Pine, Cohen, and Cohen
(2000) have reported evidence that respiratory regulation
might play a role in the development and expression of both
childhood anxiety disorders (specifically, Separation Anxi-
ety Disorder and perhaps Generalized Anxiety Disorder of
Childhood) and adult Panic Disorder. They have shown that
childhood anxiety disorders, in a similar fashion to Panic

Disorder in adults, are associated with carbon dioxide
hypersensitivity. In addition, work on comorbidity and
relationships among Tourette’s syndrome, Obsessive-
Compulsive Disorder, and Attention-Deficit /Hyperactivity
Disorder (ADHD) has suggested that related brain dysfunc-
tion in circuits involving basal-ganglia thalamocortical
pathways might explain the high co-occurrence of these
nonetheless distinct clinical conditions (Pennington, 2002;
Sheppard, Bradshaw, Purcell, & Pantelis, 1999). Such work,
though intriguing, remains somewhat speculative and
awaits further delineation of relevant neural pathway mod-
els in nonclinic samples (Sheppard et al., 1999).

Vulnerability, common underlying disease, and diathe-
sis-stressor models suggest that a common trait or dysfunc-
tion in the organism contributes to more than one form
of adaptive problem. For example, a twin family study
suggested that depressive symptoms and antisocial behav-
ior might have a common genetic liability (O’Connor,
McGuire, Reiss, Hetherington, & Plomin, 1998). As an-
other example, individual differences in the capacity to
regulate emotion, attention, or behavior could easily con-
tribute to multiple domains of competence (such as peer re-
lations and school performance) and are also found in
diagnostic criteria for disorders such as ADHD and on
measures of problem behavior. Attention problems, inhibi-
tion, impulsivity, and negative emotionality all have been
associated with multiple problems and disorders. As a sim-
ple example, inhibition to the unfamiliar is a robust individ-
ual difference evident early in childhood that predicts
anxiety disorder, internalizing symptoms, lower social
competence, and delays in taking on new social roles
(Caspi, 1998; Caspi & Shiner, in press; Fox, Henderson,
Marshall, Nichols, & Ghera, 2005; Gest, 1997; Kagan,
1998). More broadly, Rothbart and Bates (1998) have de-
lineated multiple ways that temperament and adjustment
could be related. It is likely that multiple processes, direct
and indirect, are involved in the explanation of how partic-
ular genes, temperaments, and other individual differences
lead to both competence problems and psychopathology.

Other personality traits, such as levels of impulsivity
and conscientiousness, predict multiple outcomes, includ-
ing school success, drug use, conduct problems, some per-
sonality disorders, and work problems (Caspi, 1998; Caspi
& Shiner, in press; Shiner, 2000). The processes by which a
personality trait predicts diverse outcomes such as drug ad-
diction and school failure in the same person may differ.
These processes also could differ across individuals, de-
pending on their circumstances: In one case, a child in a
neglecting family, poor neighborhood, and bad school may
encounter many stressors with few assets, getting into



713

Figure 19.1 Causal models linking competence and psychopathology. (a) Common cause, with common risk factor; (b) Common risk
factor and common vulnerability/moderator; (c) Common mediating cause; (d) Common underlying disease or disorder; (e) Psycho-
pathology influences competence; (f ) Competence inf luences psychopathology; (g) Transactional model, with lagged bidirectional ef-
fects; (h) Transactional model, with concurrent bidirectional effects; (i) Cascade or progressive chain of causes. Notes: Subscript
numerals denote time point of assessment: C = Competence, D = Underlying disease process, M = Mediator, P = Psychopathology, R =
Risk factor, V = Vulnerability.
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every conceivable form of trouble; in another case, a child
may have every advantage and be influenced by well-off,
popular peers to try fashionable drugs, which leads to ad-
diction and consequent academic problems.

Lower intellectual ability, as well as difficulties direct-
ing and sustaining attention, predict both academic and ex-
ternalizing problems (Coie & Dodge, 1998; Hinshaw,
1992; Hinshaw & Anderson, 1996; Rothbart & Bates,
1998). Good intellectual and attentional skills have been
associated with resilience among children at risk due to
psychosocial adversity, as indexed by multiple criteria for
adaptation, including competence and psychopathology
(Masten & Reed, 2002).

Though there has been considerable interest in the role
of individual traits in competence and symptoms, there
also has been extensive research on shared contextual or
experiential causes of multiple outcomes. Major risk fac-
tors—such as parenting, socioeconomic disadvantage, and
traumatic life experiences—have been implicated as pre-
dictors of many aspects of competence as well as predic-
tors of many disorders and symptom dimensions. Shared
risk, therefore, could account for some of the observed co-
occurrence of problems in competence and psychopathol-
ogy, particularly if many risk factors or high cumulative
risk has primarily nonspecific effects.

Parenting, for example, has been linked to many symp-
toms, disorders, and competence problems in normative and
high-risk situations (Bornstein, 1995; Collins, Maccoby,
Steinberg, Hetherington, & Bornstein, 2000; Cummings
et al., 2000; Masten & Powell, 2003; Masten & Shaffer, in
press; Repetti, Taylor, & Seeman, 2002). Parenting itself has
many determinants (Belsky, 1984), and, as a result, parent-
ing can serve as a final common pathway through which psy-
chosocial disadvantage, adversity, or work problems of
parents are mediated in the family, to the detriment of child
rearing (Grant et al., 2003; Masten & Shaffer, in press).
Child maltreatment, often but not always perpetrated by
parents, also has been linked to many outcomes, including
competence failures and psychopathology (Cicchetti &
Carlson, 1989; Masten & Wright, 1998).

Risk factors commonly co-occur, and when they do,
poor outcomes appear to be more likely in general, across
multiple domains (Masten & Gewirtz, 2005; Masten,
Morison, Pellegrini, & Tellegen, 1990; Sameroff, 2000a,
2000b, in press; Sameroff & Chandler, 1975; Sameroff,
Gutman, & Peck, 2003; Wright & Masten, 2005). Risk
gradients reflect the rising likelihood of problems as risk
factors aggregate in the life of an individual. There has
been considerable interest in identifying the underlying
processes that account for these gradients (Keating &

Hertzman, 1999; Rutter, 1979; Sameroff, Seifer, &
Bartko, 1997; Sameroff, in press). These may be very di-
verse, with different processes accounting for effects in
different domains. Alternatively, these risks could oper-
ate through a common mediator, such as parenting or
stress, with broad effects on behavior. It would not be sur-
prising for major dysfunction in key adaptive systems to
have broad effects across multiple domains.

The breadth of the domains related to high cumulative
risk in many studies suggests that important adaptive
systems for human development likely have been compro-
mised, either by damage or by overload (Masten &
Coatsworth, 1998; Masten & Curtis, 2000). When cumula-
tive risk is very high, and nonetheless the children are
doing well, then there is presumed to be either some kind of
protection of these adaptive systems, more capacity avail-
able to the child, or resources not assessed by the gradient
counteracting the risk. In effect, such children are “off-
gradient” in doing better than one would predict based on
risk factors alone. Similarly, when children known to be
vulnerable encounter the key threat and do not develop the
expected problems to which they are vulnerable, protective
processes also are assumed to be operating.

Psychopathology Undermines Competence

In contrast to the common cause models, wherein the same
underlying cause (whether a disease process, vulnerability,
or experience) results independently in symptoms of disor-
der and also competence problems, the following categories
of causal models implicate processes by which either
psychopathology leads to competence problems (depicted
in simple form in Figure 19.1e), or competence failures
lead to psychopathology (depicted in Figure 19.1f ), or both.
When psychopathology is presumed to undermine compe-
tence, then in some way, the causal explanation involves
features of the disorder interfering with the capacity or
success of adaptive behavior. In the words of Ezpeleta et al.
(2001, p. 901), “It is well established that psychiatric disor-
ders result in many psychosocial problems, deviations, and
limitations in addition to the ‘symptoms’ that are used to
establish the nature of the disorder itself.” In other words,
the nature of the psychopathology under consideration pro-
duces impairment in key domains of adaptive function.

Adequate mastery of developmental tasks requires the
coordinated use of multiple capabilities to direct behavior in
context over time. Academic achievement in school-age chil-
dren requires a child to be able to understand language, pay
attention, sit still, concentrate, control the impulse to attack
other people or laugh at the teacher, organize work, remem-
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ber numbers, words, ideas, or pictures, get along reasonably
well with the teacher and classmates, and many other skills
and learning tools. Disorders characterized by profound dif-
ficulties in directing attention, thinking, learning, or relat-
ing to other people, including ADHD, Mental Retardation,
Schizophrenia, and Autism, would be expected to interfere
with academic progress, and they typically do. Not surpris-
ingly, the DSM often describes academic difficulties as key
related features of these disorders.

The Pervasive Developmental Disorders, including
Autism, are defined by severe, chronic problems in basic
cognitive and social dysfunctions that would be expected to
interfere with most, if not all, major developmental task do-
mains. Children with Autism have great difficulty making
friends, learning in a regular school setting, and later man-
aging all the social and cognitive tasks associated with liv-
ing on one’s own, working, and romantic relationships
(Dawson et al., 2002; Travis & Sigman, 2000).

In other cases, where basic cognitive, emotional, or other
neuropsychological functions are severely disturbed for a
period of time, there may be a deterioration of functioning
that tracks the development of the disorder or appears as a
clear consequence of disturbed behavior (as noted earlier in
the example from Lehman et al., 2002). Individuals experi-
encing delusional or disorganized thinking or severe disrup-
tions of mood associated with psychosis, for example, may
behave in ways that wreak havoc with relationships, make
learning impossible, or require confinement, thereby im-
pairing or even destroying the accomplishments and adap-
tive behavior expected by society.

More subtle disturbances of specific aspects of func-
tioning are also associated with distinct profiles of impair-
ment, although when dysfunction in the individual is less
severe or less widespread in nature, it is more likely that
the organism can compensate. Children with ADHD often
have difficulties in their peer relations as well as their
school work, because difficulties with directing attention
and controlling impulses can interfere with play as well as
learning (Campbell, 2000; Hinshaw, 2002b). Children with
Tourette’s syndrome or Obsessive-Compulsive Disorder
have hallmark symptoms (such as tics or time-consuming
rituals) that interfere with classroom performance and peer
acceptance (Carter, Pauls, & Leckman, 1995; Peterson,
Leckman, & Cohen, 1995). In the case of mood disorders,
there may be complex transactional effects (described later
in the chapter), but in some cases, the behavior associated
with extremely depressed or elated mood clearly influ-
ences relationships. A depressed adolescent, for example,
may withdraw from all social interactions with friends or
become socially unappealing to peers, and a manic youth

may become sexually promiscuous or engage in risky or
dangerous behaviors that alienate peers or harm friend-
ships and romantic relationships in other ways (Cicchetti &
Toth, 1998; Geller et al., 2000; Puig-Antich et al., 1993).

Broadly defined antisocial behaviors have been clearly
associated with changes in competence over time, most
particularly academic performance. Antisocial behavior
appears to have negative effects on academic achievement,
even controlling for the initial links (Bardone, Moffitt,
Caspi, Dickson, & Silva, 1996; Chen, Rubin, & Li, 1997;
Hawkins, Smith, Hill, Kosterman, & Abbott, 2003; Masten
et al., 1995; Risi, Gerhardstein, & Kistner, 2003; Williams
& McGee, 1994).

Broadly defined internalizing behaviors are less clearly
associated with changes in competence over time, though
severe depression and anxiety (meeting diagnostic criteria
for Major Depression or anxiety disorders) do forecast fu-
ture competence problems. For example, adolescents with
anxiety disorders or depression have more academic prob-
lems currently and in the future compared with nondisor-
dered youth (Bardone et al., 1996; Bernstein & Borchardt,
1991; Kovacs & Devlin, 1998). Yet, there are not many
consistent longitudinal data indicating predictive validity
for internalizing symptoms in relation to undermining
academic or social attainments (Cole, Martin, Powers, &
Truglio, 1996; Roeser, Eccles, & Sameroff, 2000). One of
the most intriguing linkages of psychopathology symptoms
and competence in the literature actually works in the op-
posite direction.

There is reason to believe that internalizing symptoms
may function to reduce the risk for subsequent competence
failures among youth with some antisocial behavior, acting
as a kind of braking system for the development of rule-
breaking conduct problems and associated risky behaviors.
Though limited, data suggest that internalizing symptoms
have a negative predictive effect with respect to changes in
externalizing symptoms, such that youth with more inter-
nalizing problems show less increase in externalizing prob-
lems over time (Farrington, 1995; Kellam, 1990; Loeber &
Keenan, 1994; Mesman, Bongers, & Koot, 2001; Moffitt,
Caspi, Harrington, & Milne, 2002; Verhulst, Eussen,
Berden, Sanders-Woudstra, & Van Der Ende, 1993). This
effect, if further substantiated, might be related to the role
of inhibition in development or a protective effect of self-
isolating behavior when peers are deviant (Gest, 1997;
Kagan, 1998; Moffitt et al., 2002).

In other cases, the pathways by which psychopathology
undermines competence may be less direct, with mediating
processes. For example, a child with ADHD or conduct
problems or both may be removed from a normal classroom
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and placed in a special education classroom for behav-
iorally disturbed children. If this classroom placement
leads to either social stigma or association with more
deviant peers who reinforce antisocial behavior or less
adequate instruction, there may be unintended negative
consequences for the child’s academic and social
competence. In a related fashion, Dishion, McCord, and
Poulin (1999) have compellingly described the potential
iatrogenic effects of aggregating deviant adolescents in
peer-group-based intervention efforts, with evidence of in-
creasing delinquent behavior through “deviancy training”
and peer reinforcement of deviant talk, shown at both 1-
year (Dishion, Andrews, & Crosby, 1995) and 3-year
(Poulin, Dishion, & Burraston, 2001) follow-ups.

Competence Failures Contribute
to Psychopathology

Causal models and empirical studies have also implicated
the consequences of failures in adaptive achievements ex-
pected by self and society in the development of symptoms
of psychopathology. There are several major ways that
competence problems may contribute to psychopathology:
(1) Perceived failure could lead directly to distress and re-
lated internalizing symptoms; (2) competence problems
could increase the risk of negative experiences with peers,
teachers, parents, or others that aggravate or increase
symptoms; and (3) competence problems could lead to a
change in context (e.g., special classroom placement or
school dropout) that alters the nature of opportunities, re-
sults in stigmatization, or increases affiliation with nega-
tive associates.

Failure models in developmental psychopathology incor-
porate causal effects of competence failures on the devel-
opment or exacerbation of symptoms, though some of these
models involve complex transactions and cascades dis-
cussed further, later in the chapter. Patterson and Capaldi,
with colleagues (Capaldi, 1992; Patterson & Capaldi, 1990;
Patterson & Stoolmiller, 1991), have proposed one of the
classic models of this kind, a “dual failure model” of de-
pression, where failures in social and academic arenas
were hypothesized to lead to dysphoric mood. In an influ-
ential longitudinal study of conduct problems and de-
pressed mood in adolescence, this team found that conduct
problems predicted increasing depressed affect over time,
whereas depressed affect did not add significantly to the
prediction of changes in conduct problems (Capaldi, 1992).
Their developmental model posits that behavior problems
arising early in development contribute to competence fail-

ures, which in turn contribute to worsening conduct prob-
lems and also worsening mood.

David Cole and colleagues (Cole, Martin, & Powers,
1997; Cole et al., 1996; Jacquez, Cole, & Searle, 2004)
also proposed a failure model for depression, in which
competence problems contributed to depressed mood.
Through path analysis and structural equation modeling
(SEM), this group found that social competence predicted
changes in depressed affect over time, whereas the reverse
was not found. Cole et al. (1997) have suggested that this
effect is mediated by perceived competence. Additional
work by this research team testing mediating versus mod-
erating influence of self-perceived competence shows ad-
ditional support for mediation (Jacquez et al., 2004; Tram
& Cole, 2000).

With respect to academic achievement, there is
evidence consistent with failure effects for both external-
izing and internalizing domains of behavior. Though the
evidence is more consistent with externalizing symptoms
undermining academic attainment in the elementary
school years, by secondary school academic achievement
problems appear to have negative effects on subsequent
conduct, which could result from association with de-
viant peers, greater exposure to violence, or other inter-
mediary processes (Deater-Decker, 2001; Dishion, Pat-
terson, Stoolmiller, & Skinner, 1991; Patterson, Forgatch,
Yoerger, & Stoolmiller, 1998; Williams & McGee, 1994).
It has also been observed that academic achievement dur-
ing adolescence is associated with desistance from anti-
social behavior (Maguin & Loeber, 1996; Thornberry,
Lizotte, Krohn, Smith, & Porter, 2003). Academic failure
also appears to relate to increases in internalizing symp-
toms, and achievement gains predict improvements in de-
pressive symptoms, though this evidence is relatively
sparse and somewhat less consistent than the evidence
linking conduct and academic achievement over time
(Chen, Rubin, & Li, 1995; Cole et al., 1997; Kellam,
Rebok, Mayer, Ialongo, & Kalodner, 1994; Maughan,
Rowe, Loeber, & Stouthamer-Loeber, 2003).

It is also interesting to consider the effects of conduct
problems on internalizing behavior, given that conduct
problems can be viewed as failure in a major competence
domain. In this context, externalizing problems would be
taken as evidence of failure in the developmental task of
rule-governed behavior. There is some evidence implicating
externalizing behavior problems as a predictor of changes
in internalizing symptoms, congruent with a failure model
(Capaldi, 1992; Garber, Quiggle, Panak, & Dodge, 1991;
Kiesner, 2002; Lahey, Loeber, Burke, Rathouz, & McBur-
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nett, 2002; Loeber & Keenan, 1994; McGee, Feehan,
Williams, & Anderson, 1992; Robins, 1986).

Getting along with peers is widely viewed as a central
developmental task by middle childhood; later in middle
childhood and throughout adolescence, having a chum
(Sullivan, 1953) or friends is also recognized as a hallmark
of good development and a harbinger of future competence
(Hartup, 1996; Masten, 2005; Masten & Coatsworth,
1998; Roisman et al., 2004). Peer rejection, which can
occur for many reasons, some unrelated to already existing
psychopathology in the rejected individual (such as dis-
crimination), has been associated with increasing risk for
externalizing and internalizing behavior (Deater-Deckard,
2001; Hartup, 1996; Masten, 2005; Parker, Rubin, Price, &
DeRosier, 1995; Rubin, Bukowski, & Parker, 1998). Of
course, symptoms in a child such as aggression (Ladd &
Troop-Gordon, 2003) and anxiety (Gazelle & Ladd, 2003)
may contribute to peer rejection, which in turn may con-
tribute to subsequent internalizing and externalizing symp-
toms. Peer rejection can be viewed as a source of adversity
in the form of “relational stressors” (e.g., victimization,
exclusion) that contribute to psychological problems (Ladd
& Troop-Gordon, 2003).

The practice of tracking children into lower-achieving
classrooms due to academic performance or retaining them
in grade may increase the risk for subsequent internalizing
or externalizing problems (Pagani, Tremblay, Vitaro,
Boulerice, & McDuff, 2001; Roeser & Eccles, 2000). In-
creases in behavior and emotional problems could result
from the effects of concentrating deviant children together
in a classroom, who may reinforce each other’s negative
behaviors (Dishion et al., 1999), or by lowering expecta-
tions for academic performance of children, teachers, and
parents, or injuring self-esteem (Roeser & Eccles, 2000).

The most powerful tests of these competence failure
models would consist of intervention studies to enhance
competence in experimental designs and ascertain if pre-
venting failure prevents psychopathology. This evidence is
addressed in more detail in the subsequent section on pre-
vention. However, an early example of this strategy is pro-
vided by the work of Kellam and colleagues (1994), who
hypothesized that a reading intervention in the early pri-
mary grades would prevent internalizing symptoms; their
results from a classic study in the Baltimore public schools
supported this view. Similarly, the long-term effects of
early intervention programs to promote academic and so-
cial competence in preschoolers on later antisocial behav-
ior and other negative outcomes of interest have been
interpreted as evidence that promoting social competence

early in development reduces the risk for antisocial behav-
ior and psychopathology (Ramey & Ramey, 1998; Reynolds
& Ou, 2003; Shonkoff & Meisels, 2000; Shonkoff &
Phillips, 2000; Zigler, Taussig, & Black, 1992).

It is interesting to note that Model f in Figure 19.1 is
usually discussed in terms of competence failure leading to
symptoms, but it is also plausible that there is action at the
high end of competence. In other words, competence
achievement may be reducing psychopathology. In fact,
many of the early theories about competence suggest that
evolution and societies are selecting for competence, and,
as a consequence, it is reasonable to assume that many as-
pects of competence may be linked to powerful motivation
and reward systems and that self-righting systems would be
in place to promote positive adaptation. If so, interventions
that focus on improving competence may work in part by
harnessing some of these powerful adaptive systems (Mas-
ten, 2001).

Complex Dynamic Models: Transactional,
Progressive, and Cascade Effects

One of the most striking changes evident in developmental
psychopathology over the past decade, since the publication
of the first edition of this volume, has been the growth of
models with a dynamic systems perspective (Cummings
et al., 2000; Cicchetti & Davies, 2004; Masten, in press;
Sameroff, 2000a, 2000b). Concomitantly, there are more
conceptual and empirical models linking competence and
psychopathology that include bidirectional influences and
progressive effects across domains over time.

The complex, dynamic models owe much of their con-
ceptual perspective to the developmental systems theorists
(e.g., Bronfenbrenner, 1979; Cicchetti, 1990b; D. H. Ford
& Lerner, 1992; Granic & Hollenstein, 2003; Gunnar &
Thelen, 1989; Sameroff, 1983, 2000a, 2000b; Sroufe,
1979; Thelen & Smith, 1998). These models assume that
many interactions of organisms and environments give rise
to behavior, and that causal effects are often mutual or
bidirectional. As a result, competence and psychopathol-
ogy may be linked by more complex processes over time
than implied earlier in the chapter, such that all of the ef-
fects described earlier could be occurring at the same time
or sequentially. Effects within these more dynamic and
complex models are described by terms such as transac-
tional, cascade, amplification, growth, and snowballing,
suggesting more dynamic, complex, and embedded effects
in a context of interactions (Cicchetti & Cannon, 1999;
Cicchetti & Tucker, 1994; Dodge & Pettit, 2003; Hinshaw
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& Anderson, 1996; Masten et al., 2004, in press; Masten &
Coatsworth, 1998; Patterson, Reid, & Dishion, 1992;
Sameroff, 2000a, 2000b). These effects account for the
long-observed diffusion of problems over time, particularly
when there are antisocial or academic problems (Dodge &
Pettit, 2003; Hinshaw, 1992; Kohlberg, LaCrosse, & Ricks,
1972; Maguin & Loeber, 1996; Masten et al., 2004, in
press; Masten & Coatsworth, 1995).

In Figure 19.1, several of these complex models are il-
lustrated. Figure 19.1g shows transactional, bidirectional
effects over time between psychopathology and compe-
tence in a cross-lagged model that controls for the stability
within each domain of behavior. Figure 19.1h also illus-
trates transactional effects but emphasizes that the trans-
actions occur within the measurement window at each
point in time and carry forward the effects of these interac-
tions on each domain of behavior. In models of this type,
popular among systems theorists, the association of com-
petence and psychopathology would be expected to in-
crease over time as a result of ongoing bidirectional
influences (cf. Sameroff & Fiese, 2000). Figure 19.1i illus-
trates a cascade effect, where problems in one domain un-
dermine competence, which in turn causes a worsening of
symptoms in the original problem domain but also causes
problems in a different psychopathology domain, thus af-
fecting a third aspect of behavior. Cascade (or similar pro-
gressive) models conceptually require consideration of
three or more domains of behavior across three or more
points in time.

In the case of disorders characterized by conduct prob-
lems and linked with academic failure, evidence suggests
that conduct problems and cognitive problems co-occur
long before a disorder can be diagnosed and before children
enter school (Hinshaw & Anderson, 1996). As noted, once
children enter school, evidence suggests that antisocial be-
havior undermines achievement, and later, in secondary
school, that academic failure is associated with worsening
behavior. Clearly, this could be a progressive or cascade ef-
fect, though there are virtually no studies that directly test
effects from one domain to another back to the first over
time, controlling for all the initial covariance.

There also is evidence to suggest that internalizing
symptoms show reciprocal linkages over time with peer so-
cial adjustment, though again, very few data with adequate
controls for initial covariance exist (Harrington & Clark,
1998; Lewinsohn, Rohde, Klein, & Seeley, 1999; Masten &
Coatsworth, 1995; Pine, Cohen, Gurley, Brook, & Ma,
1998; Rubin et al., 1998; Rubin, Chen, McDougall, Bowker,
& McKinnon, 1995). However, studies using at least two

time points of data and controlling for initial levels of inter-
nalizing symptoms have shown peer status (Kiesner, 2002),
sociability (Chen, Li, Li, Li, & Liu, 2000), popularity and
friendship status (Nangle, Erdley, Newman, Mason, & Car-
penter, 2003), and overall social competence (Cole et al.,
1996) to predict later internalizing symptoms across di-
verse age ranges and sample contexts. There is more limited
evidence in the opposite direction, that is, from internaliz-
ing symptoms to later social competence, controlling for
initial levels of the latter construct. For example, Cole et al.
found little evidence for such an effect using structural
equation models over a 6-month interval, although the au-
thors note that the very high stability of their social compe-
tence latent variable may have added to the difficulty of
such a search.

It can be argued that a true cascading effect requires
measurement of three constructs across three time points
to account for concurrent and homotypic associations
throughout the entire model. Although much of the empiri-
cal evidence reviewed here on links between competence
and symptoms does not fall into such a category, there are
intriguing examples of cross-domain links that seem best
classified as developmental cascades. For example, a study
by Mesman et al. (2001) used SEM to examine links among
early preschool behavioral problems, social problems at
school entry, and internalizing and externalizing problems
in preadolescence. Using parent-reported behavioral check-
list data, as part of their overall model for boys the authors
found significant paths from time 1 aggression to time 2
social problems and also from time 2 social problems to
time 3 internalizing problems. Time 1 anxious and with-
drawn/depressed symptoms were included in the model.
Although Mesman et al. were unable to include a full set of
control variables, they establish compelling cross-domain
links that are consistent with existing research on the de-
velopment of internalizing problems (e.g., Panak & Garber,
1992; Rubin, Hymel, Mills, & Rose-Krasnor, 1991).

Cascade and progressive models resemble longitudinal
mediation models, which also require (ideally) three vari-
ables and three time points and control for all the relevant
continuity and concurrent correlations (Cole & Maxwell,
2003). The primary difference is in the goals of these mod-
els. Mediation models attempt to account for the associa-
tion between two variables at two different points in time
through a variable that represents an intervening process
(X1 ➝ M2 ➝ Y3). Cascade models attempt to account
for the spread over time of success or failure in one do-
main to success/failure in multiple other domains over time
(X1 ➝ Y2 ➝ Z3); although the second variable in a se-
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quence could be construed as a mediator (if a significant
portion of the variance in Z explained by X is accounted for
by Y), the focus of the cascade model is on explaining the
effect of X on multiple later domains of behavior. In fact,
in cascade models, there often is an interest in the media-
tors of each step in the progression (what processes medi-
ate X effects on Y and also Y effects on Z).

INTERVENTIONS TO
PROMOTE COMPETENCE AND
REDUCE PSYCHOPATHOLOGY

Understanding how and why competence and psychopath-
ology are connected in individual development has impor-
tant implications for practice and policy, particularly given
the twin societal goals of increasing competence and re-
ducing the psychological, social, and economic suffering
associated with psychopathology. If there is a common
cause, then preventive intervention efforts that address the
cause will serve both goals. If changing competence alters
the subsequent risks for various problems and disorders,
then prevention efforts to promote competence may be ef-
fective ways to prevent psychopathology or ameliorate its
impact. If symptoms of psychopathology erode the achieve-
ment of developmental tasks, then early detection and
treatment is important, not only for the relief of suffering
related to the symptoms, but also to prevent further damage
in the development of competence. Once the interference in
competence is under way, it will be important to address
the competence problems as well as treat the disorder; oth-
erwise, there could be later consequences in competence or
psychopathology domains. In the case of core developmen-
tal tasks, significant interference may have serious reper-
cussions for future developmental tasks, as achieving some
mastery of tasks in one period of development appears to
serve as a foundation for attaining future competence.
Thus, the developmental timing of interventions and also
the nature of assessments pertinent to any kind of action or
evaluation will be important.

Prevention and Competence

Over the past decade, three major trends are evident in the
preventive intervention literature in regard to competence
in developmental psychopathology. First, there has been a
shift in how prevention scientists conceptualize interven-
tions and what the primary goals and foci of interventions

are. Contemporary intervention design and evaluations
tend to focus as much attention on changing proximal me-
diating developmental processes as they do on achieving
distal outcomes of preventing psychopathology. This
has illuminated more clearly and reinforced a general com-
petence, or wellness-enhancement, model for preventing
problem behaviors (Cowen, 1991, 1996; Masten &
Coatsworth, 1998; Weissberg & Greenberg, 1998). Second,
a resilience framework for prevention and intervention has
been articulated for children at risk due to high adversity
exposure and other negative circumstances (Cicchetti,
Rappaport, Sandler, & Weissberg, 2000; Coie et al., 1993;
Cowen, 2000; Kumpfer, 1999; Luthar & Cicchetti, 2000;
Masten, 1994, 2001; Masten & Coatsworth, 1998; Masten
& Garmezy, 1985; Masten & Powell, 2003; Masten &
Reed, 2002; Rolf & Johnson, 1999; Sandler, Wolchik,
Davis, Haine, & Ayers, 2003; Weissberg, Kumpfer, &
Seligman, 2003; Wyman, 2003; Wyman, Sandler, Wolchik,
& Nelson, 2000; Yates & Masten, 2004). Third, there is
growing attention to developmental theory in the design of
preventive interventions, with a particular eye toward de-
velopmentally strategic timing and approach (Cicchetti &
Hinshaw, 2002; Cicchetti & Toth, 1992b, 1999: Coie,
Lochman, Terry, & Hyman, 1992; Kellam & Rebok, 1992).

Preventive interventions have been criticized for having
a deficit orientation and for emphasizing youth problems
(Benson, 1997; Lerner & Benson, 2003; Pittman & Cahill,
1991), which purportedly leads to a focus on problems over
health, competence, and well-being. Although this criti-
cism is valid in some respects, mainly in that some early-
generation programs designed to prevent mental health
problems did focus too strongly on trying to prevent singu-
lar problem outcomes (drug use, Conduct Disorder/juvenile
delinquency), a review of the history of prevention theory
and research indicates that enhancing and promoting com-
petence, well-being, and health have always been a hall-
mark of this approach.

As noted in the history section, prevention of mental ill-
ness and promotion of mental health began to emerge as a
national priority in the late 1950s and early 1960s. Presi-
dent John F. Kennedy (1963), in his “Message on Mental
Illness and Mental Retardation to the Congress of the
United States” in 1963, described prevention as “far more
desirable,” “far more economical,” and “far more likely to
be successful” than treatment-focused approaches. The
salience of prevention was further enhanced by the Presi-
dent’s Commission on Mental Health during the Carter
presidency. One important result of this commission was a
report from the Task Panel on Prevention (1978), reviewing
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the extant literature, that outlined definitions of primary
prevention of mental health and concluded that there was
evidence indicating that some programs worked. Taking a
broad public perspective, the report pointed to competence
enhancement as a fundamental aspect of prevention, specif-
ically noting that prevention was (1) proactive, meaning
that it seeks to build adaptive strengths, coping resources,
and health in people (e.g., competence) rather than contain-
ing already manifest deficits; (2) about total populations
rather than individual cases; (3) relying on intervention
strategies of education and social engineering rather than
therapy and rehabilitation; and (4) founded on the premise
that helping people develop the personal and environmental
resources for coping is the best of all ways to ward off mal-
adaptive problems. Another major outcome of this report
was the establishment of a prevention office in the National
Institute of Mental Health. Clearly, this report provided
political impetus for promoting prevention; however, at the
time, the strength of the scientific evidence supporting the
claims for prevention was still weak.

Over the past few decades, primary prevention gained
considerable scientific support through well-designed and
carefully evaluated programs yielding empirical evidence
that interventions can prevent occurrence of disorder.
This early growth culminated in publication of 14 Ounces
of Prevention (Price, Cowen, Lorion, & Ramos-McKay,
1988), one of the first compendia of efficacious prevention
programs. The project was conceived by the American Psy-
chological Association’s Board of Professional Affairs
Task Force on Promotion, Prevention and Intervention Al-
ternatives in Psychology. The task force selected the 14
model programs from 300 submissions. The programs were
selected primarily on the basis of their outcomes but also to
include diversity in targeted age and the settings in which
the intervention was conducted. Of the 10 programs that
represent interventions with children and adolescents, two
are designed to alter broad systems that might influence
youth adjustment (school, Juvenile Justice), and the re-
maining eight are programs that clearly are intended to en-
hance competence by building specific social, emotional,
intellectual, or behavioral skills that are linked with suc-
cessful adaptation. For example, Interpersonal Cognitive
Problem Solving (Shure & Spivack, 1988) and Life Skills
Training (Botvin & Tortu, 1988) are programs that teach
generic cognitive problem-solving skills, personal, or so-
cial skills. Life Skills Training also teaches specific drug
resistance and refusal skills, but these are embedded in a
broader curriculum of social competence enhancement.
Moreover, these programs emphasized building parenting
competence as a method of influencing youth development.

Four of the programs contained some form of parental skill
training. Empirical results were mounting that competence
enhancement was an effective strategy for the promotion of
adaptation, health, and the prevention of problem behavior.

Despite this accumulating data, conceptual confusion
remained over whether a program should be defined as a
prevention program or a competence enhancement program.

The premise that interventions should be founded on
the dual goals of promoting competence and preventing
problem behaviors (Cowen, 1986, 1994) was challenged by
the influential Institute of Medicine (IOM; Mrazek &
Haggerty, 1994) report Reducing Risks for Mental Disor-
ders: Frontiers for Preventive Intervention Research. The
authors of that report elected not to include mental health
promotion efforts and distinguished them conceptually
from prevention programs. They reasoned that the pro-
grams were not focused on “illness”; instead, the goals
were to “enhance competence, self-esteem, and a sense of
well-being, rather than to intervene to prevent psychologi-
cal or social problems or mental disorders” (p. 27). Many
prevention scientists criticized the decision to exclude
health promotion and competence enhancement programs
from a book intended to have profound scientific and
political influence (Cowen, 1996; Durlak & Wells, 1997).
Based on the results of a meta-analysis of 177 primary pre-
vention programs, Durlak and Wells concluded that the
IOM’s decision to exclude health promotion may have
been premature. Their results indicated that these primary
prevention programs that were designed to strengthen chil-
dren’s affective, cognitive, and behavioral competencies
showed effects for both problem reduction and compe-
tence enhancement that were comparable to other kinds of
psychosocial interventions.

The distinctions made in the IOM report may have con-
tributed to the competitive spirit between a positive youth
development (PYD) frame and a prevention science frame.
Fundamental to the PYD frame is the argument that “prob-
lem free is not fully prepared” (Pittman, 1991) and that a
shift in focus is required for interventions with youth, de-
emphasizing risk reduction and placing more importance
on promoting youth development. Pittman, O’Brien, and
Kimball (1993) contend that the required shift is more than
semantic, because it has implications for program develop-
ment, implementation, and evaluation. They acknowledge
that “most of the strategies used to prevent substance abuse
are, in fact, strategies that promote development—social
skills, communication skills, self-awareness, family and
community commitment” (p. 1). Other supporters of this
approach have called for an exclusive focus on building as-
sets, strengths, and protective factors (Benson, 1997).
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PYD from a developmental systems view has been ar-
ticulated in a series of books and papers written and ed-
ited by Lerner, Benson, Damon, and their colleagues
(Damon & Gregory, 2003; Lerner, 2004; Lerner & Ben-
son, 2003; Lerner, Dowling, & Anderson, 2003, 2005).
This view emphasizes the multilevel and dynamic nature
of adaptation and development (focusing on relations, reg-
ulation, and interactions of person with context), views
youth as resources to be developed, and focuses on the
processes by which valued, positive development and
change occur: “The healthy and successful development
of young people may be understood within the context of
human evolution and of how adaptive regulation of per-
son-context relations constitutes the basic process of onto-
genetic change within the developmental systems”
(Lerner et al., 2005, p. 861). They note that societies vary
in expectations for what kind of behaviors will be judged
as positive in development across the life span, much as
we discussed earlier in terms of developmental tasks. At
its best, successful youth development as conceptualized
by these theorists results in thriving young people as well
as thriving societies.

In prevention science, it appears that a shift has taken
place so that the PYD and prevention science frameworks
show a convergence of approaches (Catalano, Hawkins,
Berglund, Pollard, & Arthur, 2002). This can be seen in
publications resulting from the work of a task force ap-
pointed by Seligman when he was president of the Ameri-
can Psychological Association on Promoting Strength,
Resilience and Health in Young People. This task force en-
dorsed a broad model of intervention that encompassed the
dual goals of promoting health and wellness and reducing
problem behavior (Weissberg et al., 2003). In some re-
spects, prevention research and competence enhancement
have shifted back to a point at which they are seen less as
competing frameworks and more as coordinated parts of
integrated programming to improve the life conditions of
youth (Catalano et al., 2002).

Promoting mental health (a goal of youth development
programs) and preventing problems (a goal of prevention
science) need not be competing endeavors (Catalano,
Berglund, Ryan, Lonczak, & Hawkins, 2004). The pri-
mary tenets of these two approaches seem to derive from
many common roots, they appear to have arrived at simi-
lar conclusions about the essentials for helping young
people develop successfully, and both now reflect a devel-
opmental approach (Catalano et al., 2004). Currently, a
substantial amount of work is being conducted on the
measurement of the positive youth development constructs
and other constructs from such perspectives as positive

psychology, human strengths/virtues, and positive charac-
ter traits.

Conceptual Evolution of Preventive Interventions

Over the past decade, prevention science gained consider-
able theoretical and empirical ground. Not too surprisingly,
this progress has paralleled advancements in developmen-
tal psychopathology and the study of resilience (Cicchetti
& Hinshaw, 2002; Cicchetti & Toth, 1999; Luthar, Chapter
20, this Handbook, this volume; Luthar & Cicchetti, 2000;
Masten, 1999; Wright & Masten, 2005). Developmental
psychopathology was described in the 1994 IOM report
(Mrazek & Haggerty, 1994) as the “core integrative disci-
pline for the knowledge base for prevention research”
(p. 62). As basic research in developmental psychopathol-
ogy has generated knowledge on the etiology, course, and
plasticity of both adaptive and maladaptive development,
prevention scientists have incorporated this knowledge in
the design of their interventions. Consequently, many pre-
ventive interventions are better grounded in theory and re-
search, with scientific justification for what they are doing.

Two kinds of theory-based approaches have emerged in
prevention science, one focused on the problem and the
other focused on the intervention. A “ theory of the prob-
lem” is a developmental, explanatory theory of etiology,
and a “ theory of the intervention” specifies what needs to
be changed and how it will be changed (Kellam, Koretz, &
Moscicki, 1999). In both cases, clearly articulated develop-
mental models are now more common (e.g., Conduct Prob-
lems Prevention Research Group, 1992, 2002; Lacourse
et al., 2002; Toth, Maughan, Manly, Spagnola, & Cicchetti,
2002); researchers often think of their interventions as “in-
teractions with development” (Coie et al., 1993; Kellam &
Rebok, 1992; Tolan, 2002), as protective processes to pro-
mote resilience (Sandler et al., 2003), and as tests of devel-
opmental theory (Cicchetti & Hinshaw, 2002). This has
meant more than simply developing a model of some risk
and protective factors that precede a specified outcome in
time; rather, it means that greater attention has been given
to drawing from current understanding of complex etiolog-
ical models with hypothesized causal and interactive and
transactional processes and using them to inform a prag-
matic model that can be used in intervention design and
evaluation (Dishion & Patterson, 1999). Moreover, these
models often address risk and protective processes rather
than risk and protective factors, which had been the guid-
ing model for prevention for so many years (Coie et al.,
1993). Thus, interventions are designed to change interac-
tive social or intrapersonal psychological processes that are
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hypothesized to be associated with subsequent occurrence
of problem behavior.

Incorporating developmental models in prevention has
also illustrated the importance of influencing proximal
processes that will, in turn, influence distal outcomes. The
emphasis in developmentally informed preventive interven-
tions is placed as strongly on the hypothesized mediating
factors and processes (e.g., promoting competence or skill
acquisition) as on the ultimate outcomes (reduced future
risk-taking behaviors or psychopathology). Initial efforts
in prevention research were directed at understanding
whether a program worked based on evidence that they
changed the distal outcomes. Second-generation prevention
programs have shifted to understanding the mechanisms by
which a program works. Therefore, in intervention models
that hypothesize building competence as a means of pre-
venting psychopathology, competence often shares equal
footing with psychopathology.

A second important influence on the design of preven-
tive interventions has come through widespread adoption of
broad ecological-contextual-systems models of develop-
ment and change that have dominated the field of develop-
mental psychopathology, as noted earlier. The implication
of these kinds of systems models is that interventions can
be designed to address risk and protection within and
across systems. Intervention designers assume that it will
be more effective to intervene on multiple levels or in mul-
tiple systems rather than within single domains of inter-
action (Nation et al., 2003). This approach also suggests
that one can alter the environment or system that helps to
maintain the behaviors. With respect to competence pro-
motion programs, this might mean that changes to families
(parent training, changing family functioning) or schools
(structural and curriculum changes) might be important
ways of reinforcing and maintaining cognitive, affective,
and behavioral changes that are achieved through interven-
tions directly with individuals.

Developmental psychopathology has also reinforced the
need to examine competence and psychopathology, risks
and assets, vulnerability and protection together to fully
understand adaptation in development. For prevention, this
means that exclusive focus on one or the other is likely to
reduce the efficacy of an intervention or to overlook many
possible targets for intervention or change leverage. The
need to attend to both risk and protection has been a cen-
tral tenet in prevention research (Coie et al., 1993), and re-
cent evidence suggests that to maximize preventive effects,
it would be strategically wise to focus on both positive and
negative processes and outcomes (Pollard, Hawkins, &
Arthur, 1999).

Model Prevention Programs with an Emphasis
on Competence

The advancements made in prevention science over the past
decade are reflected in the model programs that are pro-
moted by federal agencies (see relevant Web sites of the
agencies) such as the Center for Substance Abuse Preven-
tion and the Substance Abuse and Mental Health Services
Administration or Blueprints for Violence Prevention (Mi-
halic, Fagan, Irwin, Ballard, & Elliott, 2004), supported by
the Office of Juvenile Justice and Delinquency Prevention.
Careful examination of the theoretical underpinnings and
intervention strategies of these programs does not reveal
much support for the idea that prevention is primarily prob-
lem- and risk-oriented, as critics have sometimes suggested
(noted earlier). Many of the programs are competence en-
hancement programs that emphasize building positive
skills such as problem solving, self-awareness, effective
communication, and conflict resolution as the proximal tar-
gets of the intervention. In the next section, several exam-
ples are provided to briefly illustrate the emphasis on
competence characteristic of these model programs, which
have demonstrated success in promoting development and
reducing problems. Of course, these programs cannot pos-
sibly reflect the full extent of evidence-based competence
promotion programs. However, these examples serve to
highlight advancements occurring in competence promo-
tion and prevention science over the past decade, in their
theoretical clarity about the model of etiology and inter-
vention underlying the program and their emphasis on de-
velopment and context.

Life Skills Training Program

One of the most well-researched and -disseminated inter-
vention programs with a focus on competence is the Life
Skills Training program (Botvin & Griffin, 2004; Botvin &
Tortu, 1988), a school-based competence promotion pro-
gram that targets middle school and junior high school
youth. The intervention is based on social learning theory
(Bandura, 1986) and problem behavior theory (Jessor &
Jessor, 1977), both of which posit that individuals who lack
general interpersonal and coping skills show greater vul-
nerability to various influences that lead to substance use.
Theoretically, building life skill and general competencies
will protect youth from maladaptation. The program is de-
livered by classroom teachers who use traditional didactic
teaching methods, group discussion, demonstration, and
cognitive-behavioral skills training techniques to teach stu-
dents personal self-management skills, social skills, and
the consequences of drug use, accurate information about
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normative drug use, techniques used by media and adver-
tisers to promote cigarette and alcohol use, and peer resist-
ance skills. Extensive evaluation indicates generally strong
effects with respect to alcohol, marijuana, and tobacco that
have been replicated across sites and ethnically diverse
samples (Botvin & Griffin, 2004; Botvin, Griffin, Diaz, &
Ifill-Williams, 2001; Botvin, Mihalic, & Grotpeter, 1998).
Studies have also supported (though not consistently) the
effects of the intervention on hypothesized mediating vari-
ables (competence), including assertiveness, social skills,
decision making, and problem solving (Botvin, 2000).

Promoting Alternative Thinking Strategies

The Promoting Alternative Thinking Strategies program is
a comprehensive school-based program for promoting emo-
tional and social competencies and reducing aggression
and behavior problems in elementary-age children. The
program is designed to be used by educators and coun-
selors as a multiyear prevention model, applied universally
to all students. It was developed specifically to promote
social and emotional competence as a strategy for prevent-
ing or reducing future behavior problems (Greenberg,
Kusche, & Mihalic, 1998). The program integrates five
conceptual perspectives in a multilevel systems model of
development and change to focus on building protective
processes (e.g., emotional awareness and problem solving)
that will decrease maladaptive behavior. Teachers are
given extensive training to change the way they attend to
children’s behavior and reinforce and support effective so-
cialization patterns. Results from clinical trials with
groups of regular education and special education youth
indicate that the program increases mediating competence
factors and decreases distal outcomes of behavior prob-
lems. At 1 year postintervention, youth who received the
intervention showed less internalizing and externalizing
symptoms by teacher report and less sadness/depression
and fewer conduct problems according to self-report
(Greenberg & Kusche, 1998; Greenberg, Kusche, Cook, &
Quamma, 1995).

The Incredible Years: Parent, Teacher, and Child
Training Series

The Incredible Years series (Webster-Stratton et al., 2001)
is a set of three comprehensive, developmentally based in-
terventions that are designed to work together to promote
emotional and social competence in children ages 2 to 8
who are at risk for (selective) or already presenting with
(indicated) aggressive, defiant, oppositional, and impulsive
behavior. The parent-training curriculum serves as the pri-
mary element of the Incredible Years series, with optional

teacher and child training. It is a f lexible intervention pro-
gram that has been implemented in a variety of settings
(e.g., schools, Head Start classrooms, community centers).
The parent program consists of three interrelated compo-
nents, including the core component that consists of parent
training for 12 to 14 weeks, founded on social learning and
attachment models of development (Webster-Stratton,
2001). Based in the empirical literature reflecting parent-
ing practices as critical components to the development of
conduct problems in children and adolescents (e.g., Deater-
Deckard, Dodge, Bates, & Pettit, 1996; Dishion & Loeber,
1985), the program uses videotapes, didactic presentations,
and group discussion to enhance parenting skills, such as
empathy and reinforcement skills, use of nonviolent disci-
plinary and child management practices, monitoring,
problem-solving strategies, and responding in clear and pre-
dictable ways to child behavior. The other two components
focus on teaching parents how to foster school readiness and
skills of their own for dealing with depression and marital
problems (Webster-Stratton et al., 2001). Teacher-training
components include a 6-day workshop that trains teachers,
counselors, and other school personnel in effective class-
room management techniques aimed at reducing problem
behavior in the classroom and also promoting positive rela-
tionships, strengthening child social skills, and encouraging
effective interactions with parents. The child training pro-
gram is intended to enhance children’s appropriate behavior
in the classroom (e.g., compliance, turn-taking), promote
social skills and positive peer interactions, and develop age-
appropriate conflict-resolution skills.

The core parent training program of the Incredible Years
series has been evaluated extensively over the past 20 years,
and results from six randomized clinical trials indicate sig-
nificant improvements on parental management skills and re-
ductions in child behavior problems (Webster-Stratton,
1985, 1990a; Webster-Stratton & Hammond, 1997) and last-
ing improvements for at least 3 years postintervention (Web-
ster-Stratton, 1990b). The child-training component has also
been evaluated in two clinical trials and found to be effica-
cious in improving social skills, conflict management strate-
gies, and overall interactions with peers (Webster-Stratton
& Reid, 1999). Evaluations of the separate components of
the Incredible Years program have demonstrated effective-
ness in changing child social competencies, parent compe-
tence, and teacher competence (management skills). A
recently published study reported on additive effects across
the three parent, teacher, and child programs demonstrating
interesting main and interactive effects (Webster-Stratton,
Reid, & Hammond, 2004). Results suggest that all interven-
tion combinations had significant effects in lowering child
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behavior problems with parents, teachers, and peers as com-
pared to controls. Conditions that included parent training
had greatest effects on parenting skills, and conditions that
included child training had significant effects on youth be-
havior at home, at school, and with peers. Findings also
indicated that parent training decreased youth negative be-
haviors at home and school but did not enhance prosocial
behaviors. Interestingly, parent- and child-training-only
conditions also influenced teacher behaviors in the school.
Purportedly, the changes in youth behavior resulting from
child or parent training influenced the teachers to improve
management practices. This finding suggests the critical na-
ture of a systems perspective that encourages close examina-
tion of how intervention effects at one level of analysis or in
one domain (e.g., individual) might influence behavior at
other levels or other domains (e.g., school). Youth social
competence can be influenced by direct intervention to im-
prove parenting.

Skills, Opportunities, and Recognition

The Skills, Opportunities, and Recognition program, for-
merly known as the Seattle Social Development Project
(Hawkins, Von Cleve, & Catalano, 1992), is a multicompo-
nent program designed to enhance protection and reduce
risk in the school and family environments. Based on the
social development model (Hawkins & Weis, 1985), which
is predicated on social control and social learning theories,
the program hypothesizes that promoting positive social
bonds to school and family (e.g., enhancing competence as
attachments to parents and important others, such as teach-
ers) will reduce the likelihood of problem behaviors. To
create and strengthen those bonds, social development the-
ory proposes that the contexts of family and school must
help youth develop the skills needed to be successful (e.g.,
academic competence), provide ample opportunities for
youth to practice and refine their skills, and consistently
reinforce youth for behaving competently. Classroom
teachers are trained in proactive classroom management
skills, interactive teaching, and cooperative learning. In
first grade, direct competence enhancement included hav-
ing teachers provide classroom-based communication, con-
flict resolution, and decision-making and negotiation skills
training. In sixth grade, teachers taught refusal skills. The
intervention also targeted parental competence, with op-
tional parent-training programs throughout the child’s
schooling. The parent-training component emphasized
teaching child behavior management techniques (monitor-
ing and consistent discipline) to parents in grades 1 and 2;
academic support (establishing home learning environ-
ment, helping their child develop reading and math skills)

and family-school communication; and parent reinforce-
ment of antidrug and antidelinquency messages in fifth and
sixth grades. The study was conducted as a controlled trial
in which eight urban and ethnically diverse schools in the
Seattle area were assigned to receive the intervention or not
(Hawkins, Catalano, et al., 1992). Youth began receiving
the intervention in first grade. Results of ongoing evalua-
tions have found that very early at grade 2, boys who were
exposed to the intervention had lower levels of problem be-
haviors (aggression, externalizing behaviors) and girls had
lower levels of destructive behaviors. By follow-up at grade
5, program effects demonstrated differences between pro-
gram youth and controls on the purported mediators of
family management practices, family bonding and commit-
ment, and bonding to school. Intervention youth also
showed lower levels of alcohol and delinquency initiation.
By grade 11, program youth showed less violence, sexual
activity, and  fewer times drunk. Ongoing, long-term evalu-
ations have demonstrated that the effects of changing early
school bonding may persist well beyond the elementary
school years (Hawkins, Guo, Hill, Battin-Pearson, & Ab-
bott, 2001) and that competence-enhancing interventions
in early childhood may have long-term promotive effects
on positive adult functioning (Hawkins, Kosterman, Cata-
lano, Hill, & Abbott, 2005).

Summary Comments on Model Programs That
Promote Competence to Prevent Psychopathology

These successful competence promotion and psychopathol-
ogy prevention programs provide examples of efforts to
change competence in order to reduce future psychopathol-
ogy, including internalizing and externalizing behavior,
risky behavior, and substance use. Longitudinal data have
suggested that there may well be more intermediate, medi-
ating processes between specific skills or achievements
and distal outcomes. For example, drug use may be medi-
ated by psychological well-being (Epstein, Griffin, &
Botvin, 2002; Griffin, Scheier, Botvin, & Diaz, 2001) and
social expectancies (Griffin, Epstein, Botvin, & Spoth,
2001). Mediational analyses directed at delineating the in-
tervening processes of change are now viewed as a hall-
mark of good prevention program evaluation (MacKinnon
& Dwyer, 2003; MacKinnon, Taborga, & Morgan-Lopez,
2002) and provide the most complete test of the interven-
tion’s developmental model (Cicchetti & Hinshaw, 2002;
Hinshaw, 2002a). At the same time, there remains very lit-
tle long-term evidence documenting how the changes that
result from an intervention lead to lasting improvements,
often in multiple domains of both competence and symp-
toms. In many ways, this lack of evidence parallels the vast
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“black box” of data on long-term change in development,
how developmental cascades occur, and the causal
processes underlying the connections of competence and
psychopathology over time.

A Note on Treatment and Competence

Prevention, broadly conceived, encompasses some elements
of treatment that are designed to prevent recurrence, wors-
ening of problems, or further complications of a disorder or
problem. The literature linking competence and psychopath-
ology, highlighted in this chapter and documented in many
other chapters of this compendium, however, suggests both
that psychopathology can have damaging effects on compe-
tence and that current competence as evidenced by impair-
ment is often a strong indicator of prognosis, the level of risk
for complications such as suicide or school failure, and even
of the likely success of a given intervention. These observa-
tions suggest that attention to competence in the formulation
of a treatment plan is essential, as has been noted by many
clinicians and scholars in the treatment field.

Intervention Designs to Test Theories Linking
Competence and Psychopathology in Development

Interventions to alter the quality of adaptation in develop-
ment, whether conceptualized as positive youth develop-
ment, prevention, or treatment, offer opportunities to test
different models of how competence and psychopathology
are related. Experimental studies, with random assignment
to intervention or enhancement group, provide powerful de-
signs for testing hypotheses about causal effects among
competence and psychopathology domains of behavior, as
well as potential common causes and mediators. The poten-
tial of experimental intervention research for illuminating
the processes of adaptation in development and vice versa
has been noted for some time (Cicchetti & Toth, 1992b;
Masten, 1994). To date, however, the potential of experi-
mental designs to illuminate how and why competence and
psychopathology are associated in development has not
been fully realized. Most research, perhaps understand-
ably, has been focused on what works, for whom, and how
to improve these effects, rather than the significance for
developmental science and psychopathology.

An interesting case in point is provided by the longitudi-
nal intervention study implemented in the 1980s by the
Seattle Social Development Research Group (Hawkins,
Catalano, Kosterman, Abott, & Hill, 1999; Hawkins et al.,
2003). This important study, described earlier, was embed-
ded in a large panel study of antisocial behavior, which it-

self has provided a remarkable look at naturally occurring
growth patterns in behavior over time, particularly in re-
gard to risky and antisocial behavior (Hawkins et al.,
2003). The intervention was successful at its conclusion
(end of elementary school) and on long-term follow-up
(end of high school and beyond). Though the design was not
a completely randomized experiment, the findings pro-
vided compelling evidence that the intervention beginning
early and continuing through elementary school worked to
reduce the risk of various negative outcomes, and did so, at
least in part, by means of school bonding, which was the
theory-driven target mediator of the intervention. This
finding has been interpreted by the investigators and others
as good evidence for the efficacy of their model of anti-
social behavior and their model of intervention. However, it
is also interesting to note (Masten, 2004) that the treatment
effects were not apparent for a period of time during mid-
dle school, in the transition to adolescence, a time of bio-
logical, behavioral, social, and contextual change. The
results of the study could be discussed in relation to their
significance for developmental theories of adolescence (see
Steinberg et al., Chapter 18, this Handbook, Volume 2). It is
possible that treatment effects were obscured for a time by
individual differences in growth and response to contextual
changes of this period, much like relative height and
strength are obscured by variations in pubertal change dur-
ing the same period of time.

One of the best examples of an experimental interven-
tion study that has made a significant contribution to devel-
opmental theory is provided by van den Boom (1994, 1995)
in her studies of irritable infants. Mothers in the experi-
mental group were trained to be more sensitive and attuned
to their babies, in accordance with attachment theory
(using strategies developed by van Ijzendoorn and col-
leagues; van Ijzendoorn, Juffer, & Duyvesteyn, 1995), and
their babies were not only more securely attached but also
more competent over time. These findings offer compelling
evidence in support of key aspects of attachment theory
concerning the causal role of sensitive care for secure at-
tachment and secure attachment for later development
(Sroufe, 1979).

CONCLUSIONS AND FUTURE DIRECTIONS

The theoretical and empirical literature on competence
and psychopathology in development examined in this
chapter is indicative of progress toward a more integrated
understanding of adaptation in development. This progress
underscores the potential of research linking competence
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and psychopathology to contribute to theories of normal
development, as well as the classification, etiology, course,
prevention, and treatment of psychopathology. In this sec-
tion, we highlight this progress and the implications of the
current literature on competence and psychopathology for
classification, practice, and future research.

Signs of Progress for an Integrated Approach to
Adaptation in Development

There are multiple signs of progress reflected in this chap-
ter (and also in many other chapters of this volume) toward
the goal of delineating how competence and psychopathol-
ogy are linked. As evident across many of the chapters
collected here, there have been improvements in theory, re-
search design, and the simple volume of relevant work.
Serious consideration is being given to the meaning and sig-
nificance of impairment in relation to diagnosis and compe-
tence. More nuanced studies of developmental tasks are
under way. Research on resilience has expanded so much
that a separate chapter on resilience was required in this
volume. There are many more longitudinal studies in the lit-
erature that take advantage of repeated measures, multiple
informants and methods, and powerful statistical tools,
such as growth curve modeling and structural equation
modeling, to test causal models that control for within-time
correlations and error and help sort out the direction and
timing of cross-domain effects. Models are more dynamic.
Person- and variable-focused approaches are combined
for testing change over time within individuals. Mediating
processes that may explain why competence influences
symptoms or vice versa are being considered, both concep-
tually and empirically. Samples are larger in some cases,
allowing for more comprehensive models to be tested. Pre-
vention science that encompasses the constructs of compe-
tence, psychopathology, risk, resilience, and promotion is
burgeoning. There is a growing group of investigators, prac-
titioners, and policymakers focused on competence,
strengths, positive youth development, the practice of posi-
tive psychology, and resilience.

It is striking to note the growing attention to positive as-
pects of psychology and youth development that have oc-
curred over the past decade. Positive psychology gained
enormous momentum under the leadership of Seligman
(particularly when he was president of the American Psy-
chological Association) and others who have published ar-
ticles and books, sponsored meetings, formed task forces,
founded centers, and in other ways promoted positive per-
spectives on human behavior (Linley & Joseph, 2004;

Lopez, 2002; Seligman, 2002; Seligman & Csikszentmiha-
lyi, 2000). These scholars recognized the kinship of devel-
opmental research on competence and resilience, including
chapters on competence and resilience in development in
special issues and books on positive psychology (Masten,
2001; Masten & Reed, 2002; Yates & Masten, 2004).

The interest in positive youth development also expanded
rapidly in recent years, underscoring the importance of soci-
ety and communities investing in the development of compe-
tence in young people (Lerner et al., 2003, 2005; Smith,
Steinman, Chorev, Hertzog, & Lerner, 2005). In light of the
surge of interest in resilience and prevention already under
way, the rise of positive psychology and positive youth de-
velopment may signify a general renaissance in competence
theory and research.

Improving Assessment, Diagnosis,
and Classification

The salience of competence in research and practice re-
lated to resilience, prevention, positive psychology, and
positive youth development appears to have had a consider-
able effect on the medically oriented tasks of assessing, di-
agnosing, and classifying psychopathology. Masten and
colleagues (Masten & Gewirtz, 2005; Masten & Reed,
2002; Wright & Masten, 2005; Yates & Masten, 2004) have
noted the transformational impact of resilience research in
developmental psychopathology for the practice of psychol-
ogy in terms of changing the way that the mission, models,
measures, and methods are conceptualized and imple-
mented. The goals of intervention are more often conceived
in terms of positive goals and competence achievement;
models include competence as well as symptoms, assets as
well as risks, protective factors as well as vulnerabilities;
measures ( likewise) include strengths and resources as
well as problems and risks; and strategies target risk pre-
vention and competence promotion, bolstering protective
systems and adding assets (in child, family, school, neigh-
borhood, and other contexts), along with the many tradi-
tional methods of ameliorating and treating problems in the
child and family. This transformation was forecast early in
the history of developmental psychopathology (Garmezy,
1971), and its occurrence has been noted by many scholars
(Cicchetti et al., 2000; Coie et al., 2000; Lerner et al.,
2003; Luthar, 2003, Chapter 20, this Handbook, this vol-
ume; Masten & Gewirtz, 2005; Shonkoff & Meisels, 2000;
Weissberg et al., 2003).

Much work has been done to develop tools for differenti-
ating and assessing competence, symptoms, and various as-
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pects of impairment. There have been serious efforts to-
ward the development of distinct criteria for adaptive func-
tioning and context to go along with diagnostic criteria for
disorder.

Nonetheless, evidence strongly suggests that it would be
very useful to develop better tools for tracking competence
over time in relation to psychopathology symptoms and
other important variables. There are some practical issues
to keep in mind with such a goal, including the often diffi-
cult task of assigning co-occurring disability or impair-
ment to particular symptoms and management of clinician
workload. However, work by Costello, Angold, and others
with the CAPA interview and impairment assessment has
shown (albeit in an epidemiological research context) that
such goals are attainable.

Evidence also suggests that further revision of the diag-
nostic and classification systems is needed in regard to the
definition of mental disorder, specification of disorders,
and parsing of axes on which to diagnose and classify in-
dividuals. We can see clear benefits in the WHO ICD sys-
tem that explicitly decouples impairment from disorder,
though noting that this framework poses more of a chal-
lenge for developing symptom criteria that accurately
capture the targeted phenomena; perhaps advances in mo-
lecular genetics and neuroscience will contribute to this
effort. In the DSM system, in the short term we are sym-
pathetic to the calls of Gruenberg and Goldstein (2003),
among others, for a revised Axis V that assesses func-
tional impairment as distinct from level of symptomatol-
ogy. Ideally, such a revised “impairment axis” for the
diagnosis of adaptive functioning status could be seg-
mented into multiple dimensions, building on our growing
body of knowledge about competence and developmental
tasks from the developmental sciences, as well as the re-
search on psychosocial disability. Of course, such efforts
need to consider practicality and clinician time; however,
given the demonstrated importance of impairment in
prognosis and treatment planning, work to develop better
tools and ensure their proper use in the field should prove
to be a good investment.

Strategic Developmental Policy and Prevention

The traditions of competence, psychopathology, and pre-
vention science as described in this chapter appear to be
converging through the integrative and explanatory power
of a developmental perspective, and there appears to be
benefit all around. Here too, however, there is clearly room
for growth. There are still many gaps in knowledge of de-

velopmental pathways leading toward and away from spe-
cific problems and disorders that could inform intervention
and policy. Yet, there is also evidence suggesting robust
pathways that are not yet integrated into interventions de-
sign. Interventionists may not build their models on the
most up-to-date theory or evidence, and developmental the-
orists and investigators not directly engaged in intervention
may fail to keep up with state-of-the-art intervention find-
ings that could refute or enrich their theories.

A more complete picture of developmental pathways en-
compassing both competence and psychopathology would
provide a better foundation for strategic prevention and
treatment. For example, the knowledge base about early
starter pathways in antisocial behavior has led to preven-
tion studies with very young children that focus on ad-
dressing early problems in self-regulation and seek to move
children onto competence pathways (Shaw, Dishion, Sup-
plee, Gardner, & Arnds, in press). Different strategies are
employed with these preschoolers as compared to the
school-age children in other developmentally designed in-
terventions, such as FAST Track (Conduct Problems Pre-
vention Research Group, 1992). Cascade models suggest
that it may be important (when more is known about timing
and sequencing of such progressions) to intervene early to
treat one problem before it affects other critical domains of
adaptation. If the cascade has already occurred, treating
the starting problem (e.g., aggression), no matter how suc-
cessfully, may not affect the long-term consequences of the
progressions (academic or social difficulties) that have al-
ready been precipitated. Interventions would be most ef-
fective if the right domains are addressed with strategic
timing and methods, and experimental tests of interven-
tions based on cascade models would provide strong evi-
dence pertinent to such etiological models.

It is also conceivable that competence promotion will
work regardless of natural patterns of influence among di-
mensions of competence and psychopathology. Develop-
mental task expectations and reinforcements are inherently
powerful, and successes in these desirable domains of be-
havior could redirect development in positive directions,
regardless of how young people got on the wrong road to
begin with. Late bloomers in the resilience literature (Mas-
ten et al., 2004; Masten, Obradovic, & Burt, in press; see
also Luthar, Chapter 20, this Handbook, this volume) and
dramatic recovery in natural experiments (Cicchetti, 2003)
suggest that recovery to good adaptation occurs among
children who get off-track developmentally, particularly
when major changes occur in the favorableness of their
adaptive systems and context.



728 Competence and Psychopathology in Development

Dynamic, Multilevel, Multidisciplinary
Approaches to Adaptation in Development

As evident throughout this second edition, advances in ge-
nomics, developmental neuroscience, statistics, and many
other research areas and strategies, combined with ad-
vances in multidisciplinary collaboration and the growing
availability of rich, longitudinal data sets, is revolutioniz-
ing the nature of research and theory in developmental
psychopathology. These changes will benefit the process
of integrating theories and applications of developmental
adaptation studies and may shed new light on the un-
doubtedly complex processes that account for the striking
patterns observed in competence in relation to psycho-
pathology. We expect to see much more longitudinal
research designed to test how and why success in develop-
mental tasks is related to the etiology, symptoms, course,
and recovery from psychopathology and also its preven-
tion and treatment.

Research in developmental psychopathology is generally
expanding to encompass more levels of analysis and inter-
action. Therefore, we expect that the study of competence
in relation to psychopathology over the next decade will ex-
pand to include competence in systems beyond the individ-
ual and family, such as the competence of schools and
systems of care for children (e.g., Masten, 2003). In the
other direction, we expect there to be much more attention
to the systems within the individual child as they relate to
each other and to behavior and experience, such as gene ex-
pression, brain function, hormonal systems, and their devel-
opment (e.g., Dahl & Spear, 2004; Steinberg et al., Chapter
18, this Handbook, Volume 2). These new frontiers may take
the study of adaptation in surprising new directions.

Stakeholders in Competence

Parents, children, societies, and the global community all
have a stake in the quality of adaptation achieved by indi-
viduals in development. There are unique developmental
tasks across communities, cultures, and nations, but also
many common expectations for children as they grow up.
And the world grows smaller every day as a result of ex-
ploding technology for sharing knowledge and communi-
cation. Psychopathology, in many forms, under many
names in different lands, interferes with the development
of competence and the human and social capital that pro-
motes competence. The psychopathology of adults may
undermine the competence and functioning of caregivers
and relationships that constitute critical protective sys-
tems for child development. Developmental task achieve-

ment sets the stage for successful individual development
and also healthy societies. Negotiating and mastering
such tasks requires an extraordinarily complex orchestra-
tion of processes, often codirected by children and people
in their contexts, always changing over the course of de-
velopment. Yet, competence as indexed by success in age-
salient developmental tasks appears to be robust under
many challenging circumstances and may function as the
best general inoculation or preparation for the vicissitudes
of life, akin to physical health and fitness. Understanding
the development of competence and its role in normative
and deviant development is a key task for developmental
psychopathology and for prevention science; at the same
time, it is a valuable investment for stakeholders in suc-
cessful human development.
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In the field of developmental psychopathology, resilience, a
construct representing positive adaptation despite adver-
sity, has received increasing attention over the past several
decades. Since its introduction in the scientific literature
during the second half of the twentieth century, this con-
struct has been increasingly recognized as one of consider-
able importance from a theoretical and an applied
perspective. Theoretically, knowledge of all “deviant” or
atypical processes has great potential to promote under-
standing of normative development (Cicchetti & Cohen,
1995). Resilience by definition encompasses atypical

Preparation of this chapter was funded in part by grants from the
National Institutes of Health (RO1-DA10726 and RO1-
DA11498, R01-DA14385) and the William T. Grant Foundation.
For her considerable help with background research and editing,
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Elizabeth Ekeblad and Chris Sexton at Teachers College and to
Erica Shirley and Karen Shoum of the Yale Child and Family Re-
search Group.

This chapter is dedicated to Chanchal Wadhwa and Zena
Vijay-Kumar, two teachers who so generously gave of them-
selves in fostering adolescent resilience.

processes, in that positive adaptation is manifested in life
circumstances that usually lead to maladjustment. From an
applied perspective, similarly, there is broad consensus
that in working with at-risk groups, it is far more prudent to
promote the development of resilient functioning early in
the course of development rather than to implement treat-
ments to repair disorders once they have already crystal-
lized (Cowen, 1991, 1994; Knitzer, 2000a, 2000b; Luthar,
Cicchetti, & Becker, 2000a; Rutter, 2000; Werner, 2000).
Knowledge about resilient processes in specific at-risk cir-
cumstances can be critical in pointing to the particular is-
sues that most urgently warrant attention in the context of
particular types of adversity.

In this chapter, we describe the major developments in
the field of resilience since its inception more than 40
years ago. The chapter is organized in four sections, the
first one presenting a brief history of work on resilience.
The second section is devoted to elucidating critical fea-
tures of research on this construct, highlighting three sets
of issues: definitions and operationalization of the two
constructs at its core, protective and vulnerability factors;
distinctions between the construct of resilience and related
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constructs, such as competence and ego resiliency; and dif-
ferences between resilience research and related fields,
including risk research, prevention science, and positive
psychology.

The third section of the chapter is focused on major
findings on vulnerability and protective factors. These are
discussed not only in terms of the specific factors found to
modify risk within three broad categories—attributes of
the family, community, and child—but also in terms of fac-
tors that exert strong effects across many risk conditions
and those more idiosyncratic to specific risk contexts. The
final section includes a summary of extant evidence in the
field along with major considerations for future work on
resilience across the life span.

HISTORICAL OVERVIEW OF
CHILDHOOD RESILIENCE

The roots of resilience research can be traced back to pio-
neering research with children of schizophrenics during
the 1960s and 1970s. In studies intending to capture the
etiology and prognosis of severe psychopathology, Norman
Garmezy (1974) found that among these children at high
risk for psychopathology was a subset of children who had
surprisingly healthy adaptive patterns. Whereas these
youngsters had been dismissed by scientists as being atypi-
cal cases, Garmezy and colleagues sought to identify fac-
tors associated with their unusually high well-being. This
approach reflected a notable departure from the symptom-
based medical models of the time in its focus on positive
outcomes and the factors that foster them in the context of
life’s adversity.

Along with Garmezy, two other prominent scientists
who studied resilience among children of schizophrenics at
the time were E. James Anthony and Michael Rutter. An-
thony (1974) described a set of “invulnerable” children
who resisted becoming engulfed by a parent’s psychopath-
ology while still maintaining compassion for the affected
parent. Rutter (1979) also identified a distinct subgroup of
resilient children in this population, reporting them to be
characterized by traits such as high creativity, effective-
ness, and competence.

In research with groups other than families of schizo-
phrenics, Murphy and Moriarty (1976) examined vulnera-
bility and coping patterns in children exposed to naturally
occurring stressors such as deaths or injuries in the
family. Based on rich clinical observations, these authors
described resilient youth as having several attributes in

common, including social charisma and the capacity to re-
late well to others, the ability to experience a range of
emotions, and the ability to regulate the expression of
these emotions.

Emmy Werner’s (Werner & Smith, 1982, 1992, 2001)
study of infants at risk on the Hawaiian island of Kauai is a
landmark in the scientific study of resilience. The study
was begun in 1954 with a cohort of all known pregnancies
on the island, with several follow-up assessments that con-
tinue up to the present time. The earliest reports on this co-
hort showed that children manifested significant deficits
when family poverty was accompanied by perinatal risk.
Furthermore, effects of poverty status seemed to operate
via disruptions in the quality of the caregiving environ-
ment, particularly instability and disorganization of the
family. Major protective factors, distinguishing well-func-
tioning at-risk children from those faring more poorly, in-
cluded affectional ties with the family, informal support
systems outside the home, and dispositional attributes such
as sociability.

The 1980s saw the publication of several scholarly pa-
pers on resilience, two of which were particularly influen-
tial; one was a research report by Garmezy, Masten, and
Tellegen (1984) at the University of Minnesota, and the
other was an analysis of conceptual issues in the study of
this construct by Michael Rutter (1987). The former re-
ported on Project Competence, a study of competence
among children who experienced life stressors (Garmezy
et al., 1984). The conceptualization of major constructs,
methods, and data analytic strategies in this article (de-
scribed later in this chapter) came to serve as models for
scores of subsequent research seeking to illuminate vulner-
ability and protective factors.

Rutter’s (1987) article was seminal in clarifying major
conceptual issues in the study of resilience. In this paper,
he provided several examples of a particularly intriguing
class of protective processes, those with interactive com-
ponents (also examined by Garmezy et al., 1984). Boys,
for example, reacted more severely to family discord than
did girls such that being female was “protective,” and
having a supportive spouse was more strongly related to
good parenting among ex-institutionalized women than
comparison mothers. Rutter also provided one of the first
discussions on the importance of identifying processes in
resilience and delineated various ways via which risk ef-
fects can be reduced: by altering the experience of risk it-
self (e.g., preparing a child before hospitalization); by
altering exposure to the risk (e.g., via strict parental su-
pervision in high-risk environments); by averting negative
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chain reactions (which serve to perpetuate risk effects, as
harsh discipline perpetuates oppositionality); by raising
self-esteem (through secure relationships and tasks well
done); and through turning points or opportunities (such
as entry into army service).

During the 1980s and early 1990s, there were several
changes in conceptual approaches to studying the con-
struct, two of which were particularly salient. The first
concerned perspectives on the “locus” of resilience. In
early studies in this area, the effort had been to identify
personal qualities of resilient children such as autonomy or
belief in oneself. As work in the area evolved, however, re-
searchers acknowledged that resilient adaptation may often
derive from factors external to the child. Three sets of fac-
tors thus came to be commonly cited as implicated in the
development of resilience: attributes of the children them-
selves, aspects of their families, and characteristics of their
wider social environments (Garmezy, 1987; Rutter, 1987;
Werner & Smith, 1982, 1992).

The second change involved conceptions of resilience
as potentially fluctuating over time rather than fixed
forever. In some early writings, those who did well despite
multiple risks were labeled “invulnerable” (Anthony,
1974). Recognizing that this term implied that risk evasion
was absolute and unchanging, researchers gradually began
to use the more qualified term “resilience” instead. Im-
plicit in this change of terminology was the recognition
that positive adaptation despite adversity is never perma-
nent; rather, there is a developmental progression, with
new vulnerabilities and strengths emerging with changing
life circumstances (Garmezy & Masten, 1986; Werner &
Smith, 1982).

A related qualifier was that children can seem resilient
in terms of their behaviors but still might struggle with
inner distress in the form of problems such as depression
and anxiety. First reported in work on maltreated children
(Farber & Egeland, 1987) and subsequently among inner-
city adolescents (Luthar, 1991), this finding has since been
replicated in various at-risk groups. Among children of de-
pressed mothers, for instance, there is a distinct adaptation
pattern involving adoption of the caretaker role: a kind of
false maturity, which may initially appear to be healthy but
is likely to have negative consequences over time (see
Hammen, 2003; Hetherington & Elmore, 2003). In work
with children of alcoholics, Zucker and colleagues (Zucker,
Wong, Puttler, & Fitzgerald, 2003) found that children who
showed little outward disturbance as preschoolers gener-
ally continued to show low behavioral deviance several
years later. On the other hand, these preschoolers, initially

identified as resilient, came to show internalizing symp-
toms as high as those of the initially most troubled group.
Recognizing that (1) children can retain their manifest
resilience but still experience inner distress, and (2) inter-
nalizing problems, if left unattended, can eventually derail
apparently resilient trajectories (Luthar & Cicchetti, 2000;
Raver, 2002), scholars now underscore the need to consider
the unique profiles, and the associated intervention needs,
of youth who are behaviorally stellar but at the same time
psychologically vulnerable (D’Imperio, Dubow, & Ip-
polito, 2000; Luthar & Zelazo, 2003; Zucker et al., 2003).

Finally, it was recognized that even considering only do-
mains of behavioral competence, resilience is never an
across-the-board phenomenon, but inevitably shows some
domain-specificity. Much as children in general do not
manifest uniformly positive or negative adaptation across
different areas of adjustment, researchers cautioned that
at-risk children, too, can display remarkable strengths in
some areas but, at the same time, show notable deficits in
others (Luthar, Doernberger, & Zigler, 1993). In view of
the accumulated evidence, therefore, scientists have—pru-
dently—begun to use more circumspect terms that specify
domains in which resilience is seen, referring, for example,
to educational resilience (Wang & Gordon, 1994) or emo-
tional resilience (Denny, Clark, Fleming, & Wall, 2004).

By the turn of the century, the burgeoning popularity of
the resilience construct was reflected not only in the number
of scientific publications on this topic but also the breadth of
at-risk circumstances examined. Several scholarly articles
were published about critical conceptual issues in studying
resilience and summarizing the research findings until that
time (e.g., Cohler, Stott, & Musick, 1995; Luthar, 1993;
Luthar & Zigler, 1991; Masten, 2001; Masten, Best, &
Garmezy, 1990; Masten & Coatsworth, 1998; Rutter, 1993,
2000). Resilience was the focus of a special issue of the
journal Development and Psychopathology (Cicchetti &
Garmezy, 1993) as well as several books encompassing di-
verse topics and scientific methods (e.g., Cicchetti, Rappa-
port, Sandler, & Weissberg, 2000; Glantz & Johnson, 1999;
Haggerty, Sherrod, Garmezy, & Rutter, 1996; Hetherington,
1999; Luthar, 2003; McCubbin, Thompson, Thompson, &
Futrell, 1999; Rolf, Masten, Cicchetti, Nuechterlein, &
Weintraub, 1990; R. D. Taylor & Wang, 2000; Ungar, 2004;
Wang & Gordon, 1994). In terms of diversity of risks exam-
ined, by the year 2000, resilience had been examined in the
context of adversities ranging from parental mental illness
(Masten & Coatsworth, 1998), maltreatment (Cicchetti &
Rogosch, 1997), and chronic illness (Wells & Schwebel,
1987), to socioeconomic disadvantage and associated risks
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(Garmezy, 1993; Luthar, 1999; Rutter, 1979; Werner &
Smith, 1982, 1992), community violence (Richters & Mar-
tinez, 1993), and catastrophic life events (O’Dougherty-
Wright, Masten, Northwood, & Hubbard, 1997).

Alongside the rapid proliferation of studies on re-
silience, however, were increasing concerns about the
rigor of methods used in this body of work (e.g., Cicchetti
& Garmezy, 1993; Glantz & Johnson, 1999; Luthar, 1993;
Rutter, 2000). In particular, critics alleged (and with good
reason) that the literature on resilience reflected consid-
erable confusion around pivotal constructs and defini-
tions, about criteria used to label people as resilient, and
about the definition and measurement of protective and
vulnerability processes (Luthar, Cicchetti, & Becker,
2000a). Given the centrality of these notions and the fact
that there are still some uncertainties about them in the
field, they are discussed at some length in the section that
follows.

RESILIENCE RESEARCH: CENTRAL FEATURES

Resilience is defined as a phenomenon or process reflecting
relatively positive adaptation despite experiences of signifi-
cant adversity or trauma. Resilience is a superordinate con-
struct subsuming two distinct dimensions—significant
adversity and positive adaptation—and thus is never di-
rectly measured, but is indirectly inferred based on evi-
dence of the two subsumed constructs.

Considering the two component constructs in turn, risk
is defined in terms of statistical probabilities: A high-risk
condition is one that carries high odds for measured malad-
justment in critical domains (Masten, 2001). Exposure to
community violence, for example, constitutes high risk
given that children experiencing it reflect significantly
greater maladjustment than those who do not (Margolin &
Gordis, 2000). Similarly, maternal depression is a risk fac-
tor in that children of mothers with depressive diagnoses
can be as much as 8 times as likely as others to develop de-
pressive disorders themselves by adolescence (Wickrama-
ratne & Weissman, 1998).

In addition to discrete risk dimensions such as commu-
nity violence, poverty, and parent mental illness, re-
searchers have examined composites of multiple risk
indices such as parents’ low income and education, their
histories of mental illness, and disorganization in their
neighborhoods. Seminal research by Rutter (1979) demon-
strated that when risks such as these coexist (as they often
do in the real world), effects tend to be synergistic, with
children’s outcomes being far poorer than when any of
these risks existed in isolation. Use of this cumulative risk

approach is exemplified in work by Sameroff and his col-
leagues (e.g., Gutman, Sameroff, & Cole, 2003; Sameroff,
Gutman, & Peck, 2003). These authors computed a total
risk score across 10 different dimensions, assigning for
each one a score of 1 (versus zero) if the child fell in the
highest quartile of continuous risk dimensions and, for di-
chotomous dimensions such as single-parent family status,
if they were present in that child’s life. Masten and col-
leagues (Masten, Morison, Pellegrini, & Tellegen, 1990)
used a somewhat different approach to deriving total risk
based on continuous scores; these researchers standardized
the values on different risk scales and added them to obtain
a composite.

Decisions regarding the use of single or multiple risk in-
dices in resilience research depend on the substantive re-
search questions. The former is used, obviously, when
applied researchers seek to identify factors that might
modify the effects of particular environmental risks known
to have strong adverse effects, so as to eventually derive
specific directions for interventions. Examples are parental
divorce and bereavement; knowledge of what ameliorates
the ill effects of these particular adversities has been valu-
able in designing appropriate interventions (C. R. Martinez
& Forgatch, 2001; Sandler, Wolchik, Davis, Haine, &
Ayers, 2003). Additive approaches are more constrained in
this respect, precluding identification, for example, of
which of the indices subsumed in the composite are more
influential than others. On the other hand, composite risk
indices generally explain more variance in adjustment than
do any of them considered alone, and as noted earlier, they
may be more realistic in that many of these risks do co-
occur in actuality (Luthar et al., 2000a; Masten, 2001).

Positive adaptation, the second component in the con-
struct of resilience, is adaptation that is substantially
better than what would be expected given exposure to the
risk circumstance being studied. In many studies of re-
silience across diverse risk circumstances, this has been
defined in terms of behaviorally manifested social compe-
tence, or success at meeting stage-salient developmental
tasks (Luthar et al., 2000a; Masten, 2001; Masten &
Coatsworth, 1998). Among young children, for example,
competence was operationally defined in terms of the de-
velopment of a secure attachment with primary caregivers
(Yates, Egeland, & Sroufe, 2003), and among older chil-
dren, in terms of aspects of school-based functioning such
as good academic performance and positive relationships
with classmates and teachers (Masten & Coatsworth,
1998; Wyman et al., 1999).

In addition to being developmentally appropriate, indi-
cators used to define positive adaptation must be conceptu-
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ally of high relevance to the risk examined in terms of do-
mains assessed and stringency of criteria used (Luthar,
1993). When communities carry many risks for antisocial
problems, for example, it makes sense to assess the degree
to which children are able to maintain socially conforming
behaviors (Seidman & Pedersen, 2003), whereas among
children of depressed parents, the absence of depressive di-
agnoses would be of special significance (Beardslee, 2002;
Hammen, 2003). With regard to stringency of criteria, sim-
ilarly, decisions must depend on the seriousness of the
risks under consideration. In studying children facing
major traumas, it is entirely appropriate to define risk eva-
sion simply in terms of the absence of serious psychopath-
ology rather than superiority or excellence in everyday
adaptation (Masten & Powell, 2003).

Whereas approaches to measuring risk can involve one
or multiple negative circumstances, competence must nec-
essarily be defined across multiple spheres, for overly nar-
row definitions can convey a misleading picture of success
in the face of adversity. Adolescents, for example, might be
viewed very positively by their peers but, at the same time,
perform poorly academically or even demonstrate conduct
disturbances (Luthar & Burack, 2000; O’Donnell, Schwab-
Stone, & Muyeed, 2002). Statistical examination of differ-
ent outcome domains can, again, be done via various
strategies. In variable-based analyses such as regressions,
some researchers have simply examined each one in sepa-
rate analyses, for example, predicting to scores on school
achievement, peer acceptance, and emotional well-being
(Zucker et al., 2003). An alternative approach, parallel to
that previously described for cumulative risk scores, is to
standardize scores across different adjustment domains
and then add these to gauge overall competence across
multiple spheres (Bolger & Patterson, 2003).

An innovative approach to defining competence is seen
in research by Kim-Cohen, Moffitt, Caspi, and Taylor
(2004), who statistically computed competence scores that
were better than what would be expected given the pres-
ence of risk. In their sample of largely low-income chil-
dren, these authors assessed several dimensions of risk:
socioeconomic disadvantages, housing problems, and
mothers’ perceptions of economic deprivation. Multiple re-
gression analyses were used with the three scores of depri-
vation predicting to two outcomes—conduct problems and
intelligence scores—and the residuals from these analyses
were standardized and saved. These residual scores repre-
sented, for each child, the difference between what would
be expected given the level of risk, and what was actually
observed (see also Elder & Conger, 2000). The investiga-
tors therefore arrived at two scores, behavioral resilience

and cognitive resilience (residuals of low conduct and high
intelligence scores, respectively), and these were used as
outcome variables in statistical analyses.

It should be noted that in some situations, competence
is most appropriately operationalized in terms of “better
than expected” functioning of families or communities
rather than of the children themselves. As Seifer (2003) has
argued, infants and even toddlers are still too young to reli-
ably be judged as manifesting resilience because their func-
tioning is so integrally regulated by others. At these young
ages, therefore, it may be more logical to operationalize
positive adjustment in terms of the mother-child dyad or
family unit. In a similar vein, the label resilience can be
most appropriate for communities of well-functioning at-
risk youth. Research on neighborhoods, for example, has
demonstrated that some low-income urban neighborhoods
reflect far higher levels of cohesiveness, organization, and
social efficacy than others (Leventhal & Brooks-Gunn,
2000; Sampson, Raudenbush, & Earls, 1997), with the po-
tential, therefore, to serve as important buffers against neg-
ative socializing influences.

Vulnerability and Protective Processes

The central objective of resilience researchers is to identify
vulnerability and protective factors that might modify the
negative effects of adverse life circumstances, and, having
accomplished this, to identify mechanisms or processes that
might underlie associations found (Luthar & Cicchetti,
2000; Masten, 2001; Rutter, 2000, 2003). Vulnerability
factors or markers encompass those indices that exacerbate
the negative effects of the risk condition. Among youth liv-
ing in the ecology of urban poverty, for example, male gen-
der can be a vulnerability marker, for boys are typically
more reactive than girls to negative community influences
(see Luthar, 1999; Spencer, 1999). For children experienc-
ing severe and chronic life adversities, those with low in-
telligence are more vulnerable to adjustment difficulties
over time than are those with higher intelligence (Masten,
2001). Protective factors are those that modify the effects
of risk in a positive direction. Examples include an internal
locus of control and having a positive relationship with at
least one adult; in groups of youngsters exposed to signifi-
cant adversities, those with such attributes frequently fare
better than youth who lack them (Luthar & Zigler, 1991;
Masten, 2001; Rutter, 1999; Werner & Smith, 1992).

In the literature on resilience, discussions on the notions
of vulnerability and protection have reflected considerable
confusion around definition, measurement, and interpreta-
tion of statistical findings. As these processes form the
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crux of what resilience researchers are interested in,
salient issues in this regard are addressed individually in
discussions that follow.

Identifying Protective and Vulnerability Factors:
Variable-Based Approaches

In the resilience literature, there have been two major ap-
proaches to identifying protective or vulnerability factors,
the first involving variable-based statistical analyses such
as multivariate regressions. One of the first empirical ef-
forts to use this approach was the previously mentioned
groundbreaking paper by Garmezy et al. (1984). In this re-
search, risk was considered on a continuous scale of cumu-
lative life stress scores, and competence was defined in
terms of three dimensions: good school grades and two di-
mensions of classroom behavior as rated by both classmates
and teachers, engaged-disengaged and classroom disrup-
tiveness. Hypothesized protective factors included the
child’s female sex, high intelligence, and high socioeco-
nomic status (SES). These were examined not only in terms
of direct links with competence outcomes (main effects)
but also in interaction with stress (to determine if they
might benefit children at high stress more than those at low
stress). Hierarchical multiple regressions were performed,
which showed significant main effect links for all hypothe-
sized protective factors as well as a significant IQ × stress
interaction effect (Garmezy et al., 1984). Thus, high SES,
female sex, and high IQ were each advantageous for chil-
dren with high life stress as well as those at low stress. The
lone interaction effect showed that high IQ children main-
tained a generally high level of competence regardless of
stress levels, whereas low IQ youth did far more poorly at
high than low stress.

Garmezy and colleagues (1984) initially used the terms
“compensatory” to describe their main effect findings and
“protective” to describe the interaction effect they found,
but other researchers have commonly used protective to
refer to main effect links as well. In two other major pro-
grams of research, Werner’s (Werner & Smith, 1982) study
in Hawaii and Cowen, Wyman, and colleagues’ Rochester
Child Resilience Project (Cowen et al., 1996; Wyman et al.,
1999), protective factors were simply those that distin-
guished between high-risk children who did well and those
who did poorly (what this variable did or did not do for
low-risk youth was not relevant). Given this differential use
of the term, there were increasing exhortations for re-
searchers to enhance specificity in how they referred to in-
teractive effects (e.g., Luthar et al., 2000a; Luthar &
Zelazo, 2003), with terms such as “protective-stabilizing”
for trends such as those in the Garmezy et al. study and

“protective-enhancing,” when at-risk children with the
attribute performed much better than all others. Encourag-
ingly, researchers are in fact using more differentiated
terms in describing interactive effects (e.g., Brody,
Dorsey, Forehand, & Armistead, 2002; Gerard & Buehlar,
2004; Hammack, Richards, Luo, Edlynn, & Roy, 2004); de-
spite some continuing variations in the labels used, there is
a growing convention of clearly specifying what exactly
the terms resilience, risk, vulnerability, and protection sig-
nify as operationally defined in particular studies.

Person-Based Analyses

Person-based analyses in resilience research essentially in-
volve comparisons between a group of children who experi-
ence high risk and show high competence—a manifestly
resilient group—and others varying on these two dimen-
sions. Of particular interest are comparisons with youth at
high risk and low competence, as these can illuminate fac-
tors that might confer protection against adversity. Com-
parisons with low risk and high competence groups,
conversely, are particularly useful in determining whether
the high competence of manifestly resilient children is ac-
tually commensurate with the levels shown by youth with
relatively benign life circumstances.

Demarcating groups of manifestly resilient children is a
little more complicated when there are multiple aspects of
competence involved, as is the preferred approach; two
strategies have been used in such instances (see Luthar &
Zelazo, 2003). One involves standardizing and adding the
scores across the different dimensions to obtain an overall
competence score, and then allotting children to groups
based on distribution of these composites. An advantage of
this approach is that it takes into account where exactly
people fall on the continuum of scores across various out-
comes, so that a person extremely high on multiple domains
of everyday competence, for example, would fall well
above the sample mean on the composite score, even if he
or she had significant problems in one particular symptom
domain. The alternative strategy is to stipulate cutoffs that
represent positive and negative adjustment on each indica-
tor and designate children into different groups depending
on where they fall across all of these, that is, in terms of
competence scores that are above the sample mean and
symptom levels that are below clinically significant levels.
The subgroup of children who meet these success criteria
across all indices is identified, and these children—again,
ostensibly resilient—are compared with others who do not
meet these criteria.

In the recent past, researchers have begun to use both
variable- and person-based approaches in their analyses of
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multiple competence domains. Buckner, Mezzacappa, and
Beardslee (2003), for instance, conducted a study with 155
children from very low-income families and considered
five different competence outcomes: a global rating of
overall adaptive functioning and one of behavioral compe-
tence, and symptom levels on externalizing behaviors, de-
pression, and anxiety. For their variable-based analyses,
these authors derived a continuum of adaptation scores by
converting into z-scores values on all five dimensions,
adding these, and then computing an average. Hierarchical
regressions were then conducted, with the hypothesized
protective factors predicting to the continuous adaptation
scores. In person-based analyses, the authors identified a
subgroup of manifestly resilient children (n = 45) who had
better than average adaptation and competence scores and
symptom levels below clinically significant levels on all
three domains. Nonresilient children (n = 70) were those
who had at least one elevated symptom measure as well as
global adjustment scores that fell below the very good
range (40 children did not fit in either group). Again, the
manifestly resilient youth were compared with others on
the hypothesized protective factors.

Whereas person-based analyses have commonly been
used to compare resilient and nonresilient groups, as in the
preceding example, another useful application in resilience
research, and one less often explored, is to ascertain condi-
tional effects of influences as an alternative to using inter-
action terms. The latter strategy is exemplified in Seidman
and Pedersen’s (2003) work with low-income adolescents.
These authors hypothesized that the benefits of adoles-
cents’ engagement in particular extracurricular domains—
peer relations, academics, athletics, religion, employment,
and culture—would depend on whether they were simulta-
neously invested in other activities as well. Cluster analy-
ses yielded nine distinct groups of youth with varying
profiles of activity involvement. Two clusters represented
“pan-competence”: high engagement and high quality
across most domains. Others included children high in one
domain but low in others, such as the “academically disen-
gaged athletes” (high in athletics but very low in academ-
ics). Cluster comparisons showed that the benefits of
engagement in any one domain did in fact depend on en-
gagement in the others: Youth with positive experiences in
two or more domains showed significantly better adjust-
ment than those with high-quality engagement in only one
domain. To have examined the conditional links via vari-
able-based analyses would have necessitated an impossibly
high number of interaction terms (i.e., different combina-
tions of seven engagement domains). In future resilience
research, person-based analyses such as these carry much

promise for exploring the implications of different combi-
nations of vulnerability and protective influences in indi-
viduals’ lives.

Longitudinal Analyses: Resilience as
“Bouncing Back”

Much of resilience research has involved identification of
factors that correlate with relatively positive outcomes
among at-risk youth, but in some instances, the approach
has been to see what determines who will “bounce back”
from earlier dysfunction (e.g., Ackerman, Brown, & Izard,
2003; Sroufe, Egeland, & Kreutzer, 1990). Long-term
prospective studies are critical in illuminating turning
points not only in childhood but across the life span, and at
this time, data are available from a growing number of
studies. Exemplary in this regard is Emmy Werner’s
(Werner & Smith, 2001) study of children in Hawaii fol-
lowed from infancy through their 40s. Also spanning multi-
ple decades is Laub and Sampson’s (2003) follow-up of the
Glueck and Glueck (1950) sample of low-income delin-
quent boys, originally assessed when they were 10 to 17
years old and most recently in their 60s, as well as George
Vaillant’s (Vaillant & Davis, 2000) parallel follow-up of
the nondelinquent (but also low-income) comparison
group. Hauser and Allen (Allen & Hauser, 1996; Hauser,
1999), similarly, have followed a group of psychiatrically
hospitalized adolescents well into their adult years. Outside
of the United States, critical longitudinal studies, all still
ongoing, include the Isle of Wight study in England, where
a 2-year-old birth cohort was followed to the age of 44 to 45
years (Collinshaw, Maughan, Pickles, Messer, & Rutter,
2004), the Dunedin Multidisciplinary Health and Develop-
ment Study in New Zealand, where a cohort of 1,037 chil-
dren were assessed through age 26 years (Moffitt, Caspi,
Rutter, & Silva, 2001), and the Christchurch Health and
Development Study, also in New Zealand, involving an uns-
elected birth cohort of 1,265 children followed until the age
of 21 years (Fergusson & Horwood, 2003).

Increasingly used in prospective studies are newer ana-
lytic techniques such as hierarchical linear modeling
(HLM; Bryk & Raudenbush, 1987, 1992). HLM has the ad-
vantage of being able to accommodate data with some miss-
ing data points in different assessments over time and
uneven time gaps between assessment points. Traditional
methods such as multivariate repeated measures of analy-
ses of variance require complete data for all subjects across
all points of assessment as well as equal intervals between
all points. Guttman et al. (2003) demonstrate the effective
use of HLM in resilience research, showing academic tra-
jectories between grades 1 through 12 among youth who
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had been at high versus low levels of risk when they were
assessed at the age of 4 years.

Another useful approach is that developed by Nagin and
colleagues (Jones, Nagin, & Roeder, 2001; Nagin, 1999),
which allows examination of different growth trajectories
within a given group. Even when study samples consist of
individuals who are similar on broad demographic indices,
their growth trajectories over time can show some hetero-
geneity, and Nagin’s procedure enables identification of
disparate subgroups of individuals who each show the same
distinct trajectories (e.g., those who increase, decrease, or
remain stable on symptom or competence indices). Other
advantages of this approach are that it can be used with
both continuous and frequency data, and it allows for de-
termination of links between different vulnerability or pro-
tective indices on the one hand, with diverse trajectories of
maladjustment on the other (where harsh parenting, for ex-
ample, is highly represented in trajectories of high stable or
sharply increasing psychopathology, but not in others; see
Latendresse & Luthar, 2005).

Interpretation of Findings on Risk Modifiers:
Common Questions, Concerns, and Solutions

In variable-based analyses, a complication of interpreta-
tion has to do with whether significant main effect associ-
ations imply that low levels of the hypothesized asset imply
unusually poor adjustment, or that high levels imply excel-
lence in functioning, or both. There are, admittedly, a few
“pure” vulnerability indices that can only create disorder
when present but not excellence when absent, such as child
maltreatment, whereas others can be beneficial when pres-
ent without conferring vulnerability when absent, such as
artistic or musical talents (Rutter, 2003). Many, if not
most, indices, however, are bipolar in nature, with the po-
tential for effects at both extremes (Masten, 2001). To il-
lustrate, a significant main effect for extraversion among
high-risk youth could imply either that high levels lead to
exceptional competence (protection), or that low levels
lead to unusual maladjustment (vulnerability).

Although researchers have often used these terms inter-
changeably, choosing somewhat arbitrarily between labels
of vulnerability or protection for such bipolar variables, it
can be useful to examine the distribution of scores to guide
choices in this regard (Luthar & Zelazo, 2003). To continue
with the same example, this could be done by demarcating,
for interpretive purposes, a group high on extraversion
(e.g., as defined by the top tertile) and one with low extra-
version. Depending on the degree to which the mean com-
petence scores of the low and high extraversion groups
each deviate from the sample mean, this could illuminate

whether low extraversion connoted significant vulnerabil-
ity (with competence scores much poorer than average), or
whether high extraversion reflected protection (with com-
petence well above the sample average). If both points devi-
ated equally from the mean, the terms protection and
vulnerability could in fact be used interchangeably. This
type of scrutiny of mean competence scores—associated
with high and low levels of the hypothesized risk modi-
fier—can be useful not only in clarifying the nature of lin-
ear links, but also in detecting curvilinear links, where
extraversion, for instance, is most adaptive at moderate lev-
els with very high and low levels each being maladaptive.
Use of this strategy is exemplified in Luthar and Laten-
dresse’s (2005b) study on the risk-modifying potential of
different family processes (see also Stouthamer-Loeber
et al., 1993).

Although there has been some confusion surrounding
main effect findings, there has been a great deal more con-
fusion around interaction effects; these have often been
viewed as being at the crux of research on resilience, some-
times inappropriately emphasized as more important for in-
ferring protection than direct, main effects (Luthar et al.,
2000a, 2000b). It is certainly true that in the now classic
papers of Garmezy et al. (1984) and Rutter (1987), protec-
tive effects were, in fact, defined in terms of interactions.
On the other hand, neither of these scholars was dismissive
of main effect findings. In point of fact, soon after publica-
tion of the 1984 Project Competence paper discussed ear-
lier, Masten and Garmezy (1985, p. 14) defined protective
factors as representing “a broader term. . . . [They are gen-
erally] associated with a lower than expected incidence of
negative outcome, or, to take the more appropriate positive
perspective, these factors are associated with better than
expected outcomes.” In another paper, Garmezy (1987,
p. 170) characterized early main effect findings from Proj-
ect Competence for both SES and IQ as being “protective
factors against disruptive-aggressive responses to stress.”
None of these statements implies that factors cannot be
“protective” unless they are in statistical interaction terms.

Over 2 decades ago, Rutter (1983) warned against an in-
appropriately high emphasis on statistical interactions be-
cause they are confused with interactions between the
person and the environment. Discussing this problem in
some depth, he noted that

personal interactions are not synonymous with statistical in-
teraction effects. Most of the (person-environment) interac-
tions that I have considered would not be detectable in terms
of the conventional testing for multiplicative interactions in
multivariate analyses. . . . [Further,] because interactions
can take many forms and cannot be examined satisfactorily
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through any one overall multivariate analysis, there is a con-
siderable danger that spurious interactions will be detected as
a consequence of looking at the data in numerous alternative
combinations and permutations. (p. 315)

Similarly, in discussing interactional models, Masten and
Garmezy (1985, pp. 36–37)) underscored the importance
of transactional perspectives, which involve “recognition
that adaptation is an ongoing process of interactions be-
tween the systems of individual, family, social network,
community, and society.” At the same time, these authors
warned against an overreliance on multiple interaction
terms to detect meaningful ways in which individual attri-
butes transact with aspects of the environment to affect ad-
justment outcomes.

Aside from the fact that they typically have small effect
sizes and thus are hard to detect, another concern about
using interaction terms is that considering them might con-
strain detection of important main ef fect links. In contem-
porary studies involving analyses like those of Garmezy
et al. (1984), it is not uncommon to see five or more protec-
tive factors explored in a given sample. When these vari-
ables are all considered as main effects, along with each of
them in interaction with risk (as well as controls for demo-
graphics such as age, ethnicity, or gender), the resultant
loss of statistical power, due to use of a large number of
variables, renders Type III errors quite likely, with the po-
tential of failing to detect main effect links that do actually
exist. Unless researchers have specific a priori hypotheses
predicting particular patterns of links between hypothe-
sized risk modifiers and outcomes, therefore, it may be
more prudent to omit them.

This suggestion is resonant with increasingly heard sug-
gestions (Garcia Coll, Akerman, & Cicchetti, 2000; García
Coll et al., 1996; Hobfoll, Ritter, Lavin, Hulsizer, &
Cameron, 1995; Luthar, 1999; Tucker & Herman, 2002)
that in working with groups who have been little studied so
far, as many at-risk groups are, it is best to focus inten-
sively on how different processes operate within that sam-
ple, rather than seeking to document how they compare
with patterns in other mainstream (or low-risk) groups. To
be sure, many forces will show similar patterns—maltreat-
ment hurts all children, as good parenting benefits all—but
there are also several forces that are highly salient in some
contexts but not others (Wyman, 2003). Experiences of dis-
crimination, for example, are potent negative forces for mi-
nority children (García Coll et al., 1996; Szalacha et al.,
2003) but do not apply to Caucasians. Optimism is related
to life satisfaction and low depression among Caucasians
but not among Asians (E. C. Chang, 2001). In other in-

stances, processes may actually reflect diametrically op-
posed patterns in different samples. Parental strictness is
generally seen as detrimental for mainstream children but
often benefits inner-city teens (Cauce, Stewart, Rodriguez,
Cochran, & Ginzler, 2003; Sameroff et al., 2003). In cases
such as these, it would likely be a mistake for researchers
to explore main and interaction effects with high- and low-
risk samples combined. Nonsignificant main effect associ-
ations may well be found—with opposing direction of links
in the two samples canceling each other out—and inter-
action effects also statistically nonsignificant, given their
instability and small effect sizes.

As resilience researchers consider using or not using in-
teraction terms to assess samples including both high-risk
and comparison groups, therefore, it is critical that they
carefully consider the substantive questions of interest.
What within-group multivariate analyses of at-risk sam-
ples illuminate is the relative significance of particular pro-
tective process, for example, school safety or neighborhood
patrolling, vis-à-vis other influences in the same popula-
tion. Knowledge such as this can be far more useful, con-
ceptually and practically (in prioritizing intervention
themes), than is evidence that a particular set of links is
statistically stronger or weaker than parallel associations
in a low-risk group. Even if a researcher’s goals were to ex-
amine the generalizability of processes identified among
youth facing high adversity, this could easily be accom-
plished with separate analyses of the comparison group (by
contrasting of beta weights in regressions, if necessary, to
determine whether links differ significantly in strength).
In sum, within-group analyses are often the strategy of
choice when seeking to learn about intervention priorities
in subgroups of the population about whom we currently
understand little. The conceptual appeal of interaction ef-
fects must not obscure the fact that including multiple in-
teraction terms for “exploratory” purposes can sacrifice
much in terms of statistical power, possibly reducing the
likelihood of detecting main effects that do exist in reality.

A final cautionary note regarding the joint consideration
of high- and low-risk groups is the potential for spurious
findings on protection. In other words, statistically signifi-
cant main effect terms might be erroneously labeled as
compensatory or protective against risk even when the ef-
fects occur only in the low-risk group (Luthar & Goldstein,
2004). To illustrate, a series of studies on children varying
in level of violence exposure showed significant overall
links with competence for various positive family vari-
ables, such as high family support and high levels of moni-
toring (Hammack et al., 2004; Kliewer et al., 2004;
Sullivan, Kung, & Farrell, 2004). More in-depth analyses,
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however, revealed that in many cases, the family assets
were helpful only among children with low exposure to
community violence. Among children whose scores were at
the higher end of the violence exposure measures, the ben-
efits of variables such as family support were essentially
negligible (Luthar & Goldstein, 2004). For circumstances
such as these, Sameroff and colleagues (Gutman et al.,
2003; Sameroff et al., 2003) have argued that terms such as
“promotive”—which do not imply that any benefits are
conferred at high-risk levels—are more appropriate than is
“protective.” Other terms that avoid implying effects at
high risk include “beneficial” and “salutary” (Luthar &
Zelazo, 2003); researchers could also simply refer to the at-
tributes as “assets” (Masten & Powell, 2003).

Understanding Underlying Processes

A hallmark of the current generation of resilience research
is attention to process: If studies are truly to be informa-
tive to interventions, they must move beyond simply iden-
tifying variables linked with competence to explain the
specific underlying processes (Cowen et al., 1996; Luthar
& Cicchetti, 2000; Masten, 2001; Rutter, 2000, 2003;
Werner & Johnson, 1999; Wyman et al., 1999). This need
to “unravel” underlying mechanisms applies to the risk
condition itself as well as to hypothesized protective and
vulnerability indices. With regard to risk transmission, for
example, maternal depression can affect children through
various environmental processes, including conflict be-
tween parents, stressful events in the family, children’s
modeling of ineffective coping styles, and negative parent-
ing behaviors (Hammen, 2003); biological processes such
as diffuse reductions in cortical activation or generally
lowered left frontal activation, may also be implicated (see
Dawson et al., 2003). Similarly, the negative effects of ma-
ternal drug abuse on children may derive from various
problems that tend to co-occur with women’s addiction,
such as depressive and anxiety disorders and high life
stress, as much as or more than from the drug abuse per se
(Luthar, D’Avanzo, & Hites, 2003). Disaggregating or un-
packing the relative contributions of each of these family
processes is critical not only for theory and research, but
also for designing interventions.

Although many global sociodemographic and psycholog-
ical constructs (such as family SES and parents’ mental ill-
ness) are commonly thought of as connoting high versus
low risk, attention to processes has sometimes led to find-
ings belying commonplace assumptions. To consider family
SES, for example, material wealth is generally viewed as

connoting low risk. However, an accumulating body of lit-
erature indicates that (1) among adults, high preoccupation
with wealth and status may often compromise well-being
(see Kasser, 2002), and (2) children of the wealthy and
well-educated can show elevated maladjustment in some
domains, particularly substance use and internalizing
symptoms, possibly as a result of high achievement pres-
sures and isolation from parents (Luthar, 2003; Luthar &
Latendresse, 2005a; Luthar & Sexton, 2004). Findings such
as these support what elders in developmental psychology
cautioned us about decades ago: Global indicators of chil-
dren’s “social addresses” are limited in what they can tell
us about children’s family lives (Bronfenbrenner, 1986;
Zigler, Lamb, & Child, 1982). In trying to illuminate who
is at risk and why, we need direct attention to the processes
that actually exist within their families.

Turning to mechanisms underlying protective and vul-
nerability factors, examples of possibilities in this regard
are seen in Criss and colleagues’ (Criss, Pettit, Bates,
Dodge, & Lapp, 2002) descriptions of various processes
via which peer acceptance might confer advantages for
children with disturbed family functioning. When parents
are highly stressed, good peer relationships can provide al-
ternative ways to meet needs for connectedness or concrete
help. They may also serve to modify inappropriate child
behaviors, such as aggression, that distressed parents can-
not discipline adequately. Indirect effects on adults may
also be involved; children’s peer relationships may lead
their parents to network with the other children’s parents,
which in turn may confer benefits such as illuminating
new approaches to discipline. Finally, positive peer rela-
tions in the school context may promote bonding with
school and teachers.

With regard to vulnerability factors, an example of di-
verse underlying mechanisms is seen in research on hos-
tile, coercive family environments (e.g., Compton, Snyder,
Schrepferman, Bank, & Shortt, 2003). These are likely to
exacerbate further the vulnerability of children in high-risk
groups via various conduits, including ineffective parent-
ing, unresolved conflict and discord, insufficient child
monitoring and supervision, and lack of close relationships
with one or both parents (Rutter, 2000).

Moving beyond Psychological Processes: The
Importance of Biology and Interdisciplinary Work

The preceding examples—like most of resilience research
thus far—generally encompass psychological variables;
there is a critical need for scientists to increase considera-
tion also of biological indices, again, both as mediators of
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risk itself and as processes underlying vulnerability and
protective factors (Cicchetti, 2003; Rutter, 2002b). In a
seminal overview paper, Curtis and Cicchetti (2003) have
explained the importance of diverse biological processes
ranging from neuroendocrinology to capacities to regulate
emotions. Modern neuroscience, for example, has estab-
lished the phenomenon of neural plasticity, where there is
structural and functional reorganization of the brain in re-
sponse to environmental inputs. These physical changes in
the brain, in turn, can have substantive implications in de-
termining vulnerability and protective processes to future
psychopathology (Curtis & Nelson, 2003). Evidence such
as this points to several issues worthy of investigation by
future resilience researchers, such as whether stressful or
challenging tasks might evoke activation in different areas
of the brain (e.g., as assessed by functional magnetic reso-
nance imaging) among competent and noncompetent per-
formers, or whether resilient and nonresilient children,
matched on adversity type and level, might show differing
patterns of brain structure and functioning.

In terms of protective processes, the capacity to regu-
late or modulate negative emotions in the face of threats is
of obvious importance for managing well in the face of
threat (e.g., Aspinwall & Taylor, 1997; Buckner et al.,
2003; Eisenberg, Champion, & Ma, 2004), and here again,
biological processes can be salient. Various environmental
influences likely affect whether individuals become adept
or inept at regulating their emotions, such as significant
adults’ responses to and tolerance of displays of negative
affect in the early childhood years. However, at least three
biological processes might also be implicated. The first is
the capacity to recover relatively quickly from negative
events experienced (Davidson, 2000). Such “rapid recov-
ery” tendencies can be gauged by studying the startle re-
flex, which is an involuntary response (a fast twitch of
facial and body muscles) to a sudden and intense visual,
tactile, or acoustic stimulus. Studies have shown that ad-
verse environmental influences affect not only the startle
reflex, but also the neural network that underlies this re-
sponse (Curtis & Cicchetti, 2003).

A second aspect of brain functioning that might affect
emotion regulation, according to Curtis and Cicchetti
(2003), is hemispheric electroencephalograph (EEG) activ-
ity. In general, the right hemisphere participates more
heavily in negative affect and the left hemisphere more in
positive emotion. Individuals who show relatively high ac-
tivation of the left prefrontal cortex have been found to re-
port more positive affect both when at rest and in response
to positive stimuli, and also show less negative emotion in

responding to negative stimuli (Sutton & Davidson, 1997;
Wheeler, Davidson, & Tomarken, 1993). Thus, asymmetry
in brain functioning might be implicated in differing ca-
pacities to regulate emotions.

A third biological mechanism that might be implicated
is neuroendocrinal in nature. Chronic exposure to stressful
experiences tends to lead to excessive activation of the hy-
pothalamic-pituitary-adrenal (HPA) axis and the resultant
elevation of the stress hormone cortisol. Hypercortisolism
in turn can cause damaging and sometimes pathogenic ef-
fects on neurons (McEwen & Sapolsky, 1995; Sapolsky,
2000) and can also affect the synthesis and reuptake of
neurotransmitters as well as the density of sensitivity of re-
ceptors (McEwen, 1994; Watson & Gametchu, 1999).
Again, these findings point to the possibility that resilient
individuals are those who, in the face of various stressors,
tend to return relatively quickly to baseline levels of neu-
roendocrine functioning and thus avoid the damage con-
ferred by hypercortisolism.

Aside from the aforementioned categories, another im-
portant set of biological processes are those involving ge-
netic influences. Noteworthy in this regard are works of
Rutter, Caspi, and their colleagues (Caspi et al., 2003;
Kim-Cohen et al., 2004; Rutter, 2003) on genetic factors
potentially involved in resilience. Discussed at some
length in the next section of this chapter (under “Family-
Level Processes”), recent studies have identified G-E
interactions—wherein both genes and child-specific envi-
ronmental influences contribute to behavioral re-
silience—as well as specific gene markers that contribute
to protection or vulnerability in the face of childhood ad-
versities.

In the years ahead, it is imperative that resilience re-
searchers begin to pay concerted attention to biological
processes such as these, in addition to psychological ones.
Thus far, the neglect of biology in this literature could be
attributed to at least two factors: (1) The technology for as-
sessing many of these processes is relatively new and com-
plicated, and (2) most resilience researchers have little
formal training in biological processes, and those who do
have such training have not studied resilience (Curtis & Ci-
cchetti, 2003). Admittedly, there are few who will develop
skills and expertise across both of these realms, as is exem-
plified by Rutter (2002a, 2002b) and Cicchetti (2003), but
interdisciplinary collaborations provide a viable route to
bringing together both bodies of knowledge. Concerted
movement toward such collaborations must be treated as an
imperative for the continued vitality of the science of re-
silience in future years.
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Another type of interdisciplinary collaboration that will
be critical in moving the field of resilience forward is with
qualitative researchers from fields such as anthropology.
Ethnographic, qualitative research is critical, particularly
in guiding our exploration of groups little studied thus far
(Garcia Coll, 2005; Luthar, 1999). Being generative, induc-
tive, and focused on describing salient processes in natu-
rally occurring phenomena (LeCompte & Preissle, 1993),
this type of research can provide critical directions for fu-
ture quantitative studies (typically favored by psycholo-
gists) involving hypothesis testing of resilience processes.
Put simply, meaningful hypothesis testing presupposes
knowledge of the web of interrelated forces that can affect
the phenomenon under study: “We must understand how
persons within a culture or ethnic group symbolically con-
struct concepts such as self and others before we can un-
derstand factors attributed to vulnerability and resilience”
(Cohler et al., 1995, p. 781).

Ethnographic studies involving at-risk families have illu-
minated several potentially important processes that merit
further scrutiny in verificative or predictive research on re-
silience (see Hauser, 1999). To illustrate, interviews with
inner-city families led Burton and colleagues (Burton, Alli-
son, & Obeidallah, 1995) to identify several aspects of ado-
lescent adaptation, all rarely considered in psychological
research, that might promote long-term resilience. These
include contribution to cohesion at the family and the com-
munity level (e.g., helping elderly folk in the community)
and development of creative talents in contextually relevant
models (such as rapping or doing hair and nails well).

It should be noted, too, that qualitative research is par-
ticularly critical in trying to translate findings from basic
research on vulnerability and protective processes into in-
terventions. The importance of this is exemplified in work
on benefit finding in the face of bereavement. In the after-
math of bereavement, it has been found that some individu-
als report some positive outcomes, such as feelings of
having grown personally, developed new perspectives on
life, and increased closeness in other relationships (Af-
fleck, Tennen, & Rowe, 1991; Davis, Nolen-Hoeksema, &
Larson, 1998). However, any intervention efforts to help
people identify such benefits following bereavement can be
counterproductive, perceived by the bereaved individuals
as insensitive and personally offensive (Nolen-Hoeksema
& Davis, 2002; Tennen & Affleck, 2002).

In addition to the biological and qualitative literatures,
evidence on clinical interventions also subsumes poten-
tially valuable lessons on processes in resilience. Examples
are seen in studies of the companionship provided by pets
as well as therapeutic properties of music and art. With re-

gard to the former, almost 2 decades ago, the National In-
stitutes of Health (NIH; 1988) convened the NIH Technol-
ogy Assessment Workshop on the Health Benefits of Pets,
as research had demonstrated that pet owners experienced
increased 1-year survival after discharge from a coronary
care unit (Friedmann, Katcher, Lynch, & Thomas, 1980). A
decade later, scientific papers reported that pet owners had
slightly lower systolic blood pressure, plasma cholesterol,
and triglyceride values than non-pet owners (Anderson,
Reid, & Jennings, 1992) and that dog ownership was asso-
ciated with an increased likelihood of 1-year survival after
a myocardial infarction (Friedmann & Thomas, 1995).
Findings on pet ownership were seen as operating through
the reduction of psychosocial risk factors (Patronek &
Glickman, 1993), and the final report of the NIH Technol-
ogy Assessment Workshop proposed that future studies of
human health should consider the nature of relationships
with pets as significant variables (Beck & Glickman,
1987). A series of recent papers in the American Behav-
ioral Scientist (e.g., Barker, Rogers, Turner, Karpf, &
Suthers-Mccabe, 2003; Beck & Katcher, 2003; Meadows,
2003) underscore the value of pursuing such research.

In a similar vein, therapeutic interventions suggest that
creative self-expression warrants some attention by re-
silience researchers. In a meta-analysis published in the
Journal of Child Psychology and Psychiatry and Allied Dis-
ciplines, Gold, Voracek, and Wigram (2004) included 11
studies on music therapy that resulted in a total of 188 sub-
jects for analyses. Effect sizes from these studies were
combined, with weighting for sample size, and their distri-
bution was examined. Results showed that music therapy
has a medium to large positive effect (ES = .61) on clini-
cally relevant outcomes. The finding was statistically sig-
nificant at p < .001 and statistically homogeneous, and no
evidence of a publication bias was identified.

Resilience and Related Constructs

Aside from confusion about aspects of research on re-
silience itself, there also have been questions about
whether it is truly a unique scientific construct or redun-
dant with others. The reality is that there are in fact simi-
larities but also some important differences. Of the
psychological constructs with which resilience has some
overlap, social competence is perhaps the most salient. The
roots of this dimension lie in Havighurst’s theory of devel-
opmental tasks, where social competence is defined as a
track record of effective performance in developmental
tasks that are salient for people of a given age, society or
context, and historical time (Masten & Coatsworth, 1998).
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As Masten (2001, p. 716) has noted, competence and re-
silience may be described as closely related subconstructs
within the broader construct of adaptation; both constructs
represent “doing okay.” Furthermore, both are relative
terms, in that social competence is defined relative to what
society expects of the average child, whereas resilience is
defined relative to expectations of the average child given
exposure to a particular risk (i.e., “better than expected
functioning”). Finally, in themselves, the terms compe-
tence and resilience do not imply exceptional performance
in any specific domain; rather, they allude to adjustment
domains that are salient within a particular developmental
and ecological context.

There are four major differences between the two con-
cepts. First, resilience, but not competence, presupposes
risk. Second, resilience encompasses both negative and
positive adjustment indices (absence of disorder and pres-
ence of health), and competence chiefly the latter. Third,
resilient outcomes are defined in terms of emotional and
behavioral indices, whereas competence usually involves
manifest, observable behaviors. Fourth, resilience is a su-
perordinate construct that subsumes aspects of competence
(along with high levels of risk).

A second overlapping construct—and one with which
resilience is often confused—is ego resiliency, which is a
trait reflecting general resourcefulness and sturdiness of
character and flexibility of functioning in response to
varying environmental circumstances (see Eisenberg,
Spinrad, et al., 2004). Commonalities with resilience are
that both involve strengths; illustrative descriptors of ego
resiliency (Block, 1969) include “engaged with the world
but not subservient to it” and “integrated performance
under stress.” Differences are that (1) only resilience pre-
supposes conditions of risk, and (2) resilience is a phenom-
enon, not a personality trait. Finally, just as competence is
subsumed within resilience, ego resiliency has been exam-
ined as a potential predictor, that is, a personality trait that
may protect individuals against stressful experiences (Cic-
chetti & Rogosch, 1997).

Hardiness is a construct in the adult literature that
shares some attributes with resilience—it, too, presup-
poses risk—but also with ego resiliency; it refers to a
specific set of traits in the individual rather than the com-
bination of risk plus competence, as does resilience. Pro-
posed by Kobasa and colleagues (Kobasa, Maddi, & Kahn,
1982) to account for individual differences in responses to
life stressors, hardiness is defined as the presence of three
personality dispositions: commitment (feeling connected,
having a purpose, being active, etc.), control (feelings of
being able to control what happens in one’s environment),

and challenge (welcoming change instead of perceiving it
as disruptive).

Resilience and Related Disciplines

As the construct of resilience has some features overlap-
ping with others, such as competence and hardiness, the
scientific study of resilience has much in common with
other disciplines in terms of central research questions and
the constructs and samples assessed; similarities are most
pronounced with risk research, prevention science, applied
psychology, and positive psychology. Considering risk re-
search to begin with, there are more similarities than dif-
ferences, which is not surprising as resilience research
grew out of the risk paradigm (Luthar & Zelazo, 2003). In
both these traditions, researchers are concerned with chil-
dren who face notable life adversities, seeking to under-
stand the types of forces that might lead to variability in
adjustment outcomes. A major point of difference, how-
ever, is that resilience researchers are explicitly concerned
with positive forces as well as negative ones—assets as
well as deficits in both socializing forces and child out-
comes—whereas risk research is focused primarily on neg-
ative forces.

A second difference is that studies of resilience entail
concerted attention to process. At the core of both risk and
resilience research is the common goal of identifying corre-
lates of adjustment among children at risk, but for re-
silience researchers, this represents but a fraction of the
overall task. As noted earlier, once statistically significant
associations are found, there must be an in-depth scrutiny
of processes that might underlie statistical links with an
eye toward informing future interventions.

Similar distinctions apply with prevention science as
traditionally defined, although in current conceptualiza-
tions, differences are much smaller, pertaining less to
substantive areas of interest than to the degree of atten-
tion to the development and implementation of programs.
Prevention science has long been seen as having as its core
objective the reduction of disorder or disease among
individuals at risk and not the promotion of health or com-
petence (see Munoz, Mrazek, & Haggerty, 1996). In re-
silience research, there is explicit consideration of
maximization of positive outcomes as well as the mini-
mization of pathology or disease (Luthar et al., 2000b).
However, several senior scientists have sought to broaden
the scope of the prevention discipline to include positive
outcomes as well (Cowen & Durlak, 2000; Elias, 1995;
Weissberg & Greenberg, 1998), arguing that efforts to
reduce problems are most effective when coordinated
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with explicit attempts to also foster competence (Weiss-
berg, Kumpfer, & Seligman, 2003). In point of fact, the
terms prevention and resilience coexisted in a task force,
Seligman’s American Psychological Association Presi-
dential Task Force on Prevention: Promoting Strength,
Resilience, and Health in Young People (Weissberg et al.,
2003). Thus, at this time, the only minor difference be-
tween the fields of resilience and prevention is that the
former is focused equally on basic and applied research,
whereas the latter is more strongly focused on applica-
tions of research findings in programs for youth and
families.

Applied developmental science (ADS) is a relatively
new discipline, which is defined as “scholarship that seeks
to advance the integration of developmental research with
actions—policies and programs—that promote positive
development and/or enhance the life chances of vulnerable
children and families” (Lerner, Fisher, & Weinberg,
2000). ADS and the study of resilience are, again, highly
overlapping: Both involve a focus on children and families
at risk, on positive outcomes and assets among them, on
normative and atypical developmental processes as they
emerge in different cultural settings, and on interventions
and policies to promote positive development. In both in-
stances, furthermore, there is a strong emphasis on col-
laborations between universities and communities to
ensure the relevance of research activities and compo-
nents of interventions and policies to the needs and values
of people in that community (Luthar & Cicchetti, 2000).
A minor point of difference is that ADS places somewhat
more emphasis on outreach interventions conducted under
real-world circumstances and constraints, whereas re-
silience research more equally emphasizes such efforts
and the more traditional laboratory-based clinical trials,
which allow for more stringent documentation and evalua-
tion even though they are conducted under highly con-
trolled, contrived conditions that cannot be replicated in
the real world (Lerner et al., 2000; Weisz, Hawley, Pilko-
nis, Woody, & Follette, 2000).

Also closely related is the applied science of early child-
hood intervention. Major points of emphasis in this disci-
pline are the interchange between biology and experience,
on cultural variations in child-rearing beliefs and prac-
tices, on relationships as the building blocks of healthy de-
velopment, on children’s self-regulation as a critical
capacity affecting all domains of behavior, and on the po-
tential to shape human development by reducing risk and
promoting protective influences. The construct of re-
silience is specifically mentioned among the core concepts
guiding the science of early childhood intervention (Shon-

koff & Phillips, 2000). Again, the differences between this
and the field of resilience are minor; early childhood inter-
ventions concern children up to 5 years of age and their
families, whereas resilience research thus far has been fo-
cused as much on middle childhood and adolescence as on
early childhood (if not more so). Furthermore, early child-
hood interventions have often been focused on cognition,
intelligence, and language development and, in some in-
stances, behavioral conformity; there is relatively little at-
tention to mental health or psychiatric disturbances.
Resilience research, by contrast, is concerned with psycho-
logical, emotional, social, and psychiatric outcomes among
children and parents; cognition and language are not con-
sidered outcome domains.

Turning from developmentally based disciplines with a
focus on children to one focused primarily on adults, re-
silience has features in common with positive psychology,
also a relatively new field. Martin Seligman (2002, p. 3),
who played a seminal role in the emergence of this disci-
pline, defined it thus:

The field of positive psychology at the subjective level is
about positive subjective experience: well-being and satisfac-
tion (past); f low, joy, the sensual pleasures, and happiness
(present); and constructive cognitions about the future—op-
timism, hope, and faith. At the individual level it is about
positive personal traits—the capacity for love and vocation,
courage, interpersonal skill, aesthetic sensibility, persever-
ance, forgiveness, originality, future-mindedness, high tal-
ent, and wisdom. At the group level it is about the civic
virtues and the institutions that move individuals toward bet-
ter citizenship: responsibility, nurturance, altruism, civility,
moderation, tolerance, and work ethic.

Unlike the minor differences with the three fields pre-
viously discussed, there are several factors that set the
field of resilience apart from positive psychology, the first
of which concerns the presence of life adversities. As
noted earlier, resilience research presupposes exposure to
significant adversity, whereas positive psychology con-
cerns all individuals, not just those who have experienced
major risks.

The second difference concerns the presence of devel-
opmental issues. Emerging as a part of the discipline of
developmental psychopathology, resilience research has
involved concerted attention to developmental themes
(Luthar & Cicchetti, 2000; Masten, 2001), with a focus
generally on childhood and adolescence, but recently, on
processes among adults as well (e.g., Bonnano, 2004;
Collinshaw et al., 2004; Staudinger, Freund, Linden, &
Maas, 1999; Vaillant & Davis, 2000). In positive psychol-
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ogy research thus far, by contrast, developmental issues
are not highlighted, and the focus is overwhelmingly on
adults. In a chapter discussing children in the Handbook of
Positive Psychology (Snyder & Lopez, 2002), the authors
noted: “We strongly urge that positive psychology theo-
rists and researchers consider a developmental perspec-
tive rather than focusing only on adults (and children as
‘smaller humans’) or giving minimal attention to develop-
ment by considering childhood only as a period preceding
adulthood” (Roberts, Brown, Johnson, & Reinke, 2002,
p. 671).

The third difference pertains to operationalization of
positive outcomes, and there are two issues relevant here.
One is that, as its name suggests, positive psychology is
concerned only with positive aspects of adjustment and
health promotion and not with the evasion of mental ill-
ness. Resilience encompasses both poles. As noted earlier,
positive adaptation is defined as the best possible out-
comes that can be achieved given the risk experienced; in
the face of severe trauma, risk evasion has—appropri-
ately—been defined in terms of the avoidance of major
psychiatric problems.

Another difference concerns the use of behavioral ver-
sus psychological dimensions to operationalize positive
adaptation. Resilience researchers have strongly empha-
sized overt behavioral success as judged by others: “adap-
tive behaviors” as rated by teachers, classmates, friends,
parents, or others. Whereas there is some effort to ascer-
tain subjective feelings of unhappiness, there have been no
attempts, to our knowledge, to ask children about their own
subjective feelings of happiness (see also Roberts et al.,
2002). And these are the constructs that form the very crux
of positive psychology; interestingly, in this case, there do
not seem to be efforts to ascertain others’ opinions on
whether the individual is “doing well,” as a good spouse or
parent, for example, or a colleague at work. In fact, even
when there are constructs tapping into interpersonal
themes, these largely involve the individual’s own reports,
with social acceptance defined in terms of their having
positive attitudes toward others, and social integration as
their feelings of being supported by their community
(Keyes & Lopez, 2002).

The reasons for this differential emphasis are not en-
tirely clear, although it could derive partly from the fact
that much of the work on positive psychology has been
done in Western countries, where individualism is highly
emphasized. It is possible that in Eastern cultures with a
strong emphasis on collectivism, positive psychology
would be defined as much in terms of others’ judgments of
adults’ doing right by significant others (as resilience is

commonly described among children in contemporary re-
search). This could be a direction usefully explored in fu-
ture positive psychology research. By the same token, there
is a need for childhood resilience researchers to consider
not only the degree to which young people conform to
adults’ expectations and evade personal psychopathology,
but also the degree to which they themselves subjectively
experience feelings of happiness.

Despite these areas of difference, it should be empha-
sized again that resilience research has many similarities to
all the other disciplines considered here, and researchers in
each of these traditions have much to learn from those
in the others. The excessive splintering of psychology as a
field has increasingly been deplored (e.g., Catalano,
Hawkins, Berglund, Pollard, & Arthur, 2002; Sternberg &
Grigorenko, 2001); to remain insulated from others’ re-
search that clearly overlaps with one’s own is ill-advised.
Encouragingly, there have been increasing efforts to bring
together the major themes and ideas from these fields. Two
recent compendia of articles (Sheldon & King, 2001; Sny-
der & Lopez, 2002) included, along with several articles on
positive psychology among adults, papers on resilience in
childhood (see Masten, 2001; Masten & Reed, 2002). More
recently, in a book on children facing familial and commu-
nity adversities (Luthar, 2003), senior investigators in the
risk, resilience, and prevention science traditions came to-
gether, allowing a distillation of major findings across all
of these disciplines. In future efforts, the choice of terms
that each of us chooses to characterize our respective re-
search efforts is, in essence, not substantively important
(i.e., whether we call ourselves resilience researchers, pre-
vention scientists, or applied developmental scientists).
What is much more important is that we remain aware of
the body of knowledge, highly relevant to our own research
efforts, subsumed in the other literatures mentioned (Gar-
cia Coll, 2005). In the pithy words of Shonkoff and Phillips
(2000, p. 339), we must guard against “narrow parochial
interests that invest more energy in the protection of pro-
fessional turf than in serving the best interests of children
and families.”

VULNERABILITY AND PROTECTIVE
PROCESSES: SUMMARIZING
EXTANT EVIDENCE

This section of the chapter encompasses major findings
from almost half a decade of research on resilience. In de-
scribing the forces that might modify effects of high-risk
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life circumstances, discussions are focused largely on re-
search with children, as there are still relatively few stud-
ies of resilience among adults. Additionally, the effort is
toward prioritization of different categories of risk modi-
fiers. Resilience researchers have been criticized for pro-
ducing lists of sundry protective and vulnerability factors
(see Gorman-Smith & Tolan, 2003; Luthar et al., 2000a);
although possibly comprehensive, such lists are of limited
practical use because all itemized indicators (ranging from
parents’ intelligence, to neighborhood safety, to children’s
social skills) can never be addressed in a given interven-
tion. From an intervention standpoint, what is needed is
some type of prioritization of domains in terms of overall
likelihood of yielding substantial benefits (Luthar & Ze-
lazo, 2003).

Accordingly, organization of this section is based on the
following considerations. In general, primacy in discus-
sions is given to the most inf luential vulnerability and pro-
tective factors, that is, those whose effects are relatively
enduring, robust, or hard to overcome by others. Second,
more emphasis is placed on modifiable modifiers. Whereas
intrinsic characteristics like gender and race certainly
can affect outcomes, these are afforded less prominence
than are those that are more amenable to change, such as
parental discipline and teacher support.

Third, discussions focus, in sequence, on vulnerability
and protective forces in the domains of the family, the
community, and the children themselves. The family is not
only the most proximal of children’s external environments
but also the most enduring; it therefore makes sense to
focus on this first in the triad of factors (Luthar & Zelazo,
2003). The community, in turn, affects children both di-
rectly and indirectly through their parents, so that modify-
ing aspects of the wider environment can have benefits
through both routes. With regard to children’s own attri-
butes, these obviously do play a major role in resilient
adaptation, but many child attributes (such as self-efficacy
and even intelligence) are themselves shaped by forces in
the environment. Accordingly, these are discussed third in
the sequence (cf. Luthar & Zelazo, 2003).

Rather than describing findings of individual studies in
the research literature, the emphasis in this section is on
summarizing major themes that have emerged regarding
salient vulnerability and protective processes, with a few
investigations briefly described for illustrative purposes.
Along with empirical evidence on the three sets of risk
modifiers, relevant evidence from intervention efforts is
also considered. As Cicchetti and Hinshaw (2002) have
noted, basic research must inform interventions; at the
same time, data from interventions can provide valuable

lessons for science by showing, for example, whether tar-
geting hypothesized protective factors does in fact predi-
cate resilient adaptation.

Family Relationships: Effects of Maltreatment

Of the many factors that affect the trajectories of at-risk
individuals, among the most potent is maltreatment by pri-
mary caregivers. Maltreatment co-occurs with many high-
risk circumstances, including parent mental illness,
parental conflict, community violence, and poverty (Eck-
enrode et al., 2000; Lynch & Cicchetti, 1998), thus serving
as a rampant vulnerability factor. Maltreated children show
deficits spanning multiple domains; as Cicchetti (2002,
p. 1416) has noted, “Child maltreatment exerts deleterious
effects on cognitive, social, emotional, representational,
and linguistic development, as well as disrupts the develop-
ment of emotion regulation, secure attachment relation-
ships, an autonomous and integrated self-system, effective
peer relations, and the successful adaptation to school.”

Even when positive profiles of adaptation are displayed
among maltreated children, they tend to be unstable over
time. In their longitudinal study of low-income children,
Farber and Egeland (1987) found that, of 44 children iden-
tified as maltreated, none maintained competent function-
ing across the period from infancy to preschool. Cicchetti
and Rogosch (1997) examined resilience in a sample of 213
maltreated and nonmaltreated low-income children. On a
composite measure of adaptive functioning, only 9.8% of
maltreated children were ever classified as high-function-
ing during any of the three annual assessments; fewer than
2% were classified as high-functioning across time. Simi-
larly, Bolger and Patterson (2003) identified maltreated
children who showed positive adjustment in at least one of
four domains (peer acceptance, internalizing, externaliz-
ing, and academic achievement) without doing very poorly
in any, and only 1 of the 107 maltreated children met these
criteria across multiple assessments over time.

This degree of dysfunction is not surprising given that
maltreatment connotes serious disturbances in the most
proximal level of the child’s ecology, with the caregiving
environment failing to provide multiple expectable experi-
ences essential for normal development (Cicchetti, 2002,).
In maltreating families, parental care does not meet chil-
dren’s basic needs for physical sustenance and protection,
emotional security, and social interaction. Parents interact
with their children less than do others and display more
negative affect to them. Anger and conflict are often per-
vasive, both between parents themselves and between the
adults and the children, and the family system as a whole is
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characterized by chaos and instability. Thus, it is unsur-
prising that the “social, biological, and psychological con-
ditions that are associated with maltreatment set in motion
a probabilistic path of epigenesis for maltreated children
characterized by an increased likelihood of failure and dis-
ruption in the successful resolution of major stage-salient
tasks of development” (Cicchetti, 2002, p. 1416).

Despite evidence that resilience is rare among mal-
treated children, profiles of adjustment are obviously not
homogeneous, and the degree of diversity that is observed
might rest largely on the heterogeneity of maltreatment ex-
periences in terms of severity, pervasiveness, age at onset,
or chronicity (Cicchetti & Rogosch, 1997). To illustrate,
studies have shown that children experiencing maltreat-
ment early in life and continuing into the adolescent years
tend to show early onset, persistent behavior problems
(such as conduct problems, substance use, and early sexual
activity), and difficulties in different aspects of peer rela-
tionships (Aguilar, Sroufe, Egeland, & Carlson, 2000; Bol-
ger & Patterson, 2003; Eckenrode et al., 2001).

Other forces that can make a difference include positive
relationships with others (see Reis & Collins, 2004). As
will be discussed later in this section, quality parenting is
the single most robust of protective factors for children ex-
posed to various adversities (Luthar & Zelazo, 2003; Mas-
ten & Coatsworth, 1998), so that positive relationships
with alternative caregivers could serve protective func-
tions for maltreated youth (although this has not yet been
systematically examined, to our knowledge). The potential
of other relationships is seen in Bolger and Patterson’s
(2003) longitudinal data showing that friendship—though
not a substitute for adult caregiving—may play a protective
role. Among chronically maltreated children, having a pos-
itive, reciprocal friendship was associated with an increase
over time in self-esteem, possibly due to a mediating pro-
cess such as decreases in loneliness, increases in perceived
acceptance, improved social skills, and changes in working
models of attachment.

Personality factors may also make a difference. Cic-
chetti and Rogosch (1997) found that ego resiliency and
ego control as well as positive self-esteem predicted rela-
tively competent functioning in maltreated children, as
Bolger and Patterson (2003) found that maltreated children
with higher internal control had lower symptom levels than
others. The mechanisms underlying such “protective child
attributes” are discussed later in this section, but for the
moment, a critical caveat bears explicit mention: The expe-
rience of maltreatment also compromises the very personal
attributes that could serve protective functions (Bolger &
Patterson, 2003). As Cicchetti (2002) notes, maltreated

children as a group show many deficits in emotional regu-
lation, either showing excessive amounts of negative affect
or blunted affect with little positive or negative emotion.
As a result of difficulty in effectively modulating physio-
logical arousal, they also have trouble coping with emotion-
ally stressful situations. In other words, the repeated
developmental disruptions of a maltreating environment not
only directly increase risk for maladjustment, but tend to
work against positive personal attributes that could have
served protective functions.

Protective Family Forces: Attachment,
Nurturance, and Support

Whereas chronic maltreatment is pernicious, child abuse is
obviously not inevitable among parents facing major life
adversities, and positive family relationships can do much
to promote resilience in children faced with challenging
circumstances (Conger & Conger, 2002; Elder & Conger,
2000). The critical importance of strong family relation-
ships has been emphasized by child development theorists
from diverse perspectives. This theme is at the core of clas-
sic psychodynamic perspectives ranging from Bowlby’s
(1988) attachment theory and the Eriksonian emphasis on
trust versus mistrust (Erikson, 1993), to Freud’s (Freud &
Gay, 1995) stages of psychosexual development and
Mahler’s (1986) notion of human symbiosis. Outside of
psychodynamic viewpoints, Havighurst’s (1948) earliest
developmental tasks—learning to walk, talk, and distin-
guish right from wrong—presuppose the presence of an at-
tentive adult to foster these, as learning theorists have long
emphasized the role of parents’ reinforcement patterns as
well as modeling particular behaviors to powerfully shape
the child’s emerging personality (Bandura, 1977; B. F.
Skinner, 1974).

Consistent with these theories of normative child devel-
opment, strong family relationships have long been seen as
critical in maintaining good adjustment in the face of ad-
versities. The earliest studies of resilience indicated that
the presence of a close relationship with at least one parent
figure was highly protective across risks ranging from
early institutionalization and serious parent mental illness,
to chronic family poverty and multiple coexisting adversi-
ties (Anthony & Koupernik, 1974; Garmezy, 1974; Mur-
phy & Moriarty, 1976; Rutter, 1979; Werner & Smith,
1977). Similarly, recent reviews of the existing literature
continue to point to supportive and responsive parenting as
being among the most robust predictors of resilient adapta-
tion (Luthar & Zelazo, 2003; Masten, 2001; Rutter, 2000;
Werner, 2000).
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Particularly important in shaping long-term resilient
trajectories are early family relationships. In their compre-
hensive review of the early childhood literature, Shonkoff
and Phillips (2000, pp. 27–28) emphasized, “From the mo-
ment of conception to the finality of death, intimate and
caring relationships are the fundamental mediators of suc-
cessful human development. Those that are created in the
earliest years . . . constitute a basic structure within which
all meaningful development unfolds.” The critical role of
early relationships has been effectively established by Ege-
land, Sroufe, and their colleagues in their work with chil-
dren of low-income mothers. Based in Bowlby’s (1988)
attachment theory, these scholars argue that individuals’
adaptation is always a product of both their developmental
histories and current life circumstances—never of just one
of these. Early experience places people on probabilistic
trajectories of relatively good or poor adaptation, shaping
the lens through which subsequent relationships are viewed
and the capacity to utilize support resources in the environ-
ment. Thus, if early attachments are insecure in nature, at-
risk children tend to anticipate negative reactions from
others and can eventually elicit these; these experiences of
rejection further increase feelings of insecurity (Allen,
Hauser, & Borman-Spurrell, 1996; Sroufe, 2002; Wein-
field, Sroufe, & Egeland, 2000). Conversely, at-risk chil-
dren with at least one good relationship are able to take
more from nurturant others subsequently encountered in
development (Conger, Cui, Bryant, & Elder, 2000; Shon-
koff & Phillips, 2000; Sroufe, 2002; Yates et al., 2003).

Among young children, the benefits of secure attachment
have been demonstrated in diverse research paradigms. Re-
search by Gunnar and her colleagues has shown that strong,
secure attachments to caregivers can buffer or prevent ele-
vations of stress hormones in situations that usually elicit
distress in infants. In contrast, children with insecure
attachments to caregivers tend to react to potentially threat-
ening situations with increased levels of the stress hormone,
cortisol (see Gunnar, 2000). In a literature review on
the ontogeny of the two arms of the stress system, the lim-
bic-hypothalamic-pituitary- adrenocortical and brain stem
norepinephrine/sympathetic-adrenomedullary systems, the
authors concluded that individual differences in the reactiv-
ity and regulation of both these systems are related not only
to temperamental characteristics but also to quality of care-
giving (Gunnar & Davis, 2003).

Even among older children and adolescents, competent
parenting plays a critical role in promoting competent child
outcomes over and above the effects of contextual factors
such as parents’ socioeconomic status (Werner & Smith,
1982, 1992). To illustrate, among 6- to 12-year-old African

American youth in poverty, supportive mother-child rela-
tionships were linked both concurrently and prospectively
with children’s depressive mood and disruptive behavior
(Klein & Forehand, 2000). In two cohorts of low-income,
urban youth (of 7- to 9-year-olds and 9- to 12-year-olds) in
the Rochester Child Resilience Project, resilient status was
significantly more likely among those dyads where parents
were emotionally responsive and had relatively good men-
tal health and high psychosocial resources (Wyman,
Cowen, Work, & Parker, 1991; Wyman et al., 1999).

Even when risk factors stem from within the family, as
when one parent has a mental illness, a strong relationship
with the other parent can be substantially protective.
Among children of alcoholics, Berlin and Davis (1989)
found that the mother’s support and nurturance were im-
portant in leading to nonalcoholic outcomes of offspring
during adulthood. Similarly, McCord (1988) demonstrated
the critical role of the nonalcoholic spouse as someone who
could help the child to differentiate from the father’s alco-
holism, and Beardslee (2002) underscored the importance
of strong, supportive relationships with at least one parent
in families affected by parental depression.

The protective potential of strong relationships has been
demonstrated not only for mothers but also for fathers and
father figures, as seen in several studies of low-income,
African American families. Fathers who were nurturant,
satisfied with parenting, and employed had children with
fewer behavior problems (Black, Dubowitz, & Starr, 1999).
In addition, warm, close relationships with fathers (even
those not living in the same house) benefited children in
terms of lower levels of behavioral problems and higher
self-esteem and less depression (Zimmerman, Salem, &
Maton, 1995). In her review of the literature on low-in-
come, unmarried, and minority fathers, Coley (2001) noted
the widespread but insufficiently studied phenomenon of
“social fathering,” wherein men other than biological fa-
thers fulfill the father-figure role. Among low-income,
African American preschoolers, between a third to half
had a father figure involved with them; among adolescents,
24% nominated a nonbiological father figure when asked
to name a man who was “most like a father” to them
(Coley, 2001).

Whereas several studies have shown that children bene-
fit from close involvement with fathers, some also have in-
dicated that father involvement can sometimes be related to
negative outcomes (see Coley, 2001; Leadbeater, Way, &
Raden, 1996). Such findings may reflect elevated conflict
between highly involved fathers and mothers, deriving, for
example, from disagreements about disciplinary practices
for their young children (Shaw, Owens, Vondra, Keenan, &
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Winslow, 1996). Additionally, some young children of
highly involved fathers in poverty may be exposed to high
levels of paternal problem behaviors, such as antisocial be-
haviors and substance abuse (Jaffee, Moffitt, Caspi, & Tay-
lor, 2003; Leadbeater et al., 1996). As Coley has noted, we
need more research to disentangle these findings, teasing
apart, for example, the effects of different types of father
involvement such as emotional and financial involvement,
as well as the amount of time spent with the child.

Apart from primary caregivers, siblings can help mod-
ify the effects of high-risk circumstances. In their re-
search with sibling pairs in rural African American
families, Brody (2004) and his colleagues demonstrated
that the older siblings’ competent behaviors at school were
linked with increases in younger siblings’ competence
over time, through the intervening variable of younger sib-
lings’ self-regulation. Conversely, siblings also can exac-
erbate vulnerability in at-risk families. In families with
one child already at high risk for deviant behaviors, Bul-
lock and Dishion (2002) found that the deviance of sib-
lings was promoted by collusion in the presence of adult
caregivers. Furthermore, sibling collusion was found to
uniquely predict adolescent problem behavior over and
above associations with deviant peer groups.

A potentially critical source of support to at-risk
children lies in extended kin, with the beneficial effects
occurring directly as well as indirectly via their parents’
adjustment (Elder & Conger, 2000; McLoyd, 1997).
Grandparents often provide substantial emotional and ma-
terial support directly to their grandchildren; in fact, they
may sometimes be more willing to offer support to grand-
children than to their own children, such as when the latter
have problems of substance abuse (Apfel & Seitz, 1997).
Indirect effects involving parents are evident in findings
that kin support can bolster authoritative parenting behav-
iors, feelings of well-being, and involvement in children’s
schools, benefits that are reflected, in turn, in positive
child adaptation (R. D. Taylor, 1996; R. D. Taylor, Casten,
& Flickinger, 1993).

Correcting Lack of Parent Nurturance

Whereas early relationships are critical in shaping the
lens through which people view their subsequent interac-
tions, a faulty lens can be corrected to some degree. In
general, developmental psychopathologists maintain that
there is continuity and coherence in development so that
positive adaptation in early years determines, in proba-
bilistic rather than determinative fashion, the likely suc-
cess at later stages (Carlson, Sroufe, & Egeland, 2004;
Sroufe, Carlson, Levy, & Egeland, 1999; Yates et al.,

2003). At the same time, scholars acknowledge that lawful
discontinuities often do occur, and in the context of at-
tachment status these frequently derive from changes in
the caregiving environment (Egeland & Sroufe, 1981;
Sroufe et al., 1999; Thompson, 2000; Waters, Weinfield,
& Hamilton, 2000).

Such lawful discontinuities are illustrated by findings
that children show a shift from secure to insecure patterns
if the availability of the primary caregiver becomes attenu-
ated due to circumstances such as maternal depression or
chronic illness or life events such as parental divorce (Wa-
ters, Merrick, Treboux, Crowell, & Albersheim, 2000; Wa-
ters, Weinfield, et al., 2000). In longitudinal research
spanning infancy through adulthood, individuals’ insecure
attachment at the age of 18 years was not related to inse-
cure status at 1 year, but it was significantly related to ex-
periences of parental divorce in the intervening years
(Lewis, Feiring, & Rosenthal, 2000).

Intervention studies also provide consistent evidence
with regard to the possibility of shifting attachment status,
as seen in work by Heinicke and his colleagues (Heinicke,
Rineman, Ponce, & Guthrie, 2001). Among young children
of low-income mothers, these investigators offered a rela-
tionship-based intervention aimed at fostering mother’s
encouragement of infants’ autonomy and self-regulation, as
well as development of a secure attachment. Children of in-
tervention mothers were in fact more securely attached,
more autonomous, and more task-oriented 2 years later.
Similar evidence is seen in Cicchetti and colleagues’ (Cic-
chetti, Toth, & Rogosh, 1999) intervention for young chil-
dren of depressed mothers.

Parallel lawful discontinuities have been documented in
terms of shifts from insecure to secure attachment status as
a function of ameliorative relationship experiences. Dozier
(Dozier, Albus, Fisher, & Sepulveda, 2002; Dozier, Sto-
vall, Albus, & Bates, 2001) has shown that among children
entering foster care, all of whom experienced significant
disruptions in relationships with caregivers during the 1st
year and a half, insecure early attachments were remedi-
ated to some degree by intervention services and foster
caregivers’ positive qualities of nurturance, responsive-
ness, and their own attachment state of mind. Similarly,
among low-income children with insecure and avoidant
patterns of early attachment, several came to show secure
attachments by adulthood, manifesting good parenting be-
haviors themselves and close relationships with romantic
partners (Roisman, Padron, Sroufe, & Egeland, 2002).
Again, the shift in attachment status was seen as deriving
from positive experiences with caregivers through the later
childhood and adolescent years.
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In other longitudinal research, the corrective power of
good relationships is seen in Rutter’s (1987) classic study
of women who had been institutionalized as young chil-
dren. When these women were grown, those who had good
marital relationships—characterized by harmony and a
warm, supportive spouse—showed good parenting behav-
ior much more frequently than did ex-care women who
lacked such marital support. More recently, among delin-
quent adolescent boys followed through the age of 70 years,
Laub and Sampson (2003) found that changes in rates of
crime over time were generally unrelated to childhood risk
factors but were systematically linked with adult transi-
tions to marriage, unemployment, and military service.
The effects for marriage were the strongest, accounting for
as much as a 40% reduction in the rate of criminal offend-
ing. The authors viewed the effects as involving nurturance
as well as informal social control: “Men who desisted from
crime were embedded in structured routines, socially
bonded to wives, children, and significant others, drew on
resources and social support from their relationships, and
were virtually and directly supervised and monitored”
(p. 279; see also Conger, Rueter, & Elder, 1999; Vaillant &
Davis, 2000).

Research with adults also has yielded some biological
evidence on the benefits of good relationships. In one
study mapping quality of adults’ relationships and their
physical health, the researchers derived cumulative rela-
tionship pathways encompassing prior relationships with
parents and current ones with spouses. Individuals were
defined as being on the positive relationship pathway if
they had had at least one parent who was affectionate and
caring and, as adults, had at least one of two forms of inti-
macy with their spouse: sexual or intellectual /recreational.
Those on the negative relationship trajectory had poor
bonds with both parents and/or had a marriage low on both
intimacy dimensions. The investigators then examined
whether cumulative relationship profiles were related to
levels of allostatic load (a measure of the cumulative wear
and tear on multiple physiological systems, including meta-
bolic, cardiovascular, HPA axis, and sympathetic nervous
system). As predicted, people on the positive relationship
pathways were significantly less likely than those on nega-
tive pathways to show high allostatic load. Furthermore,
positive relationships were found to serve as buffers
against persistent economic adversities: In the presence of
economic risks, only 22% of those with positive relation-
ship pathways showed high allostatic load, compared with
69% of those with negative relationship pathways. Al-
though the authors conceded the relatively preliminary na-
ture of their findings, the findings were seen as illustrating

a type of biopsychosocial pathway of resilience warranting
further empirical attention (Ryff & Singer, 2002; see also
Evans, 2003; Reis & Collins, 2004).

The reversibility of early insecure attachments depends
on the duration and severity of early deprivation, as seen in
research on children adopted into United Kingdom families
following early severe deprivation in Romanian orphan-
ages, and a comparison sample of nondeprived within-UK
adoptees. In the sample of deprived adoptees, dose-re-
sponse associations were found between duration of depri-
vation (as indexed by age at which children were adopted)
and atypical patterns of attachment to adoptive parents
(O’Connor & Rutter, 2000). Research by Gunnar and col-
leagues (Gunnar, Morison, Chisholm, & Schuder, 2001)
showed similar dose-response effects with levels of the
stress hormone cortisol as the outcome of interest. Six and
a half years after adoption, children reared in Romanian
orphanages for more than 8 months in their first years of
life had higher cortisol levels over the daytime hours than
did those adopted before 4 months of age. For the former
group, furthermore, the longer the period of institutional-
ization beyond 8 months, the higher their cortisol levels.

Over a longer developmental period, dose-response as-
sociations are evident in findings on ramifications of fam-
ily climate during early childhood, middle childhood, and
early adolescence for intergenerational relationships be-
tween participants at age 26 years and their parents (Bel-
sky, Jaffee, Hsieh, & Silva, 2001). Results showed that
unsupportive child rearing during one of the three develop-
mental periods could be offset if family relations in the
other two periods were relatively supportive. Such amelio-
ration was not found if two of the three periods reflected
disruptions.

It is unclear, however, whether the quality of these “cor-
rected” relationships is entirely comparable to that experi-
enced by individuals who did not face early risks. In
another study of the children in Romanian orphanages, Rut-
ter and O’Connor (2004) showed that at the age of 6 years,
most of these children showed social and cognitive func-
tioning in the normal range after being adopted into British
families. At the same time, a substantial minority mani-
fested major persistent deficits. The pattern of findings
was interpreted as suggesting some form of early biological
programming or neural damage stemming from institu-
tional deprivation and also, given the heterogeneity in out-
come, that the effects are not deterministic (Rutter &
O’Connor, 2004). Other research has shown that among ex-
institutionalized children, a nontrivial group do fail to de-
velop secure attachments with adoptive or foster parents
and have difficulty forming intimate relationships later in
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development (Hodges & Tizard, 1989; O’Connor et al.,
1999). Treboux, Crowell, and Waters (2004) found that
when adults had insecure attachment representations based
on early relationships but secure attachments in current re-
lationships with partners, they were more reactive to stress
than were those who had secure attachments in both early
and current relationships. Finally, in Werner’s (Werner &
Smith, 1992) 30-year follow-up, children who had initially
seemed resilient despite several life adversities came to
show some difficulties in achieving intimacy in their adult
relationships.

Protective Parenting: Discipline and Monitoring

In addition to dimensions of attachment, another broad par-
enting construct critical for resilient adaptation falls in the
broad domain of discipline: limit setting and monitoring.
Limit setting refers to the use of appropriate rules and ex-
pectations in shaping socially desirable behavior in the
child. The degree to which parents clearly define limits and
consistently enforce rules is critical in shaping the child’s
future compliance (Cavell, 2000; Schneider, Cavell, &
Hughes, 2003). Conversely, inappropriately harsh disci-
pline exacerbates vulnerability to maladaptive behaviors.
As Patterson (1983) theorized, when parents respond to
young children’s annoying behaviors in ways that are coer-
cive and based on power assertion, children tend to escalate
their own aversive behaviors in attempts to control the par-
ents. As the child’s aversive behaviors increase in intensity
and frequency, parents sometimes acquiesce, thereby rein-
forcing the maladaptive behaviors. Conversely, if parents
resort again to power-assertive and harsh techniques, they
come to serve as role models for hostile behavior patterns.

Patterson’s (1983) coercion theory is at the core of
Shaw and colleagues’ research on the importance of appro-
priate limit setting for young children (for an overview, see
Shaw, Bell, & Gilliom, in press). These researchers fol-
lowed two cohorts of low-income mothers and their chil-
dren, first assessed when the children were about 1 year of
age. The authors postulated that when mother was unre-
sponsive to infant’s continued bids for attention, this
tended to lead to later coercive exchanges between mother
and child by age 2, which in turn would be linked with ele-
vated risk for externalizing behavior problems by age 3.
These postulates were supported in analyses based on both
cohorts of mother-child dyads (Shaw et al., in press).

In another set of studies, the focus was not on maternal
unresponsiveness but hostility. Noting toddlers’ tendencies
to evoke frustration from caregivers (e.g., because of their
increase in mobility and assertion of independence), the re-

searchers noted that a critical developmental task for moth-
ers is the capacity to maintain a nonhostile, relatively posi-
tive approach while shaping the child’s behaviors. During a
laboratory clean-up task, when mothers of 2-year-olds
were observed to show rejecting behaviors, the children
displayed a heightened risk for conduct problems at 3.5
years (Shaw et al., in press). When such rejecting, overcon-
trolling behaviors reflected a general parenting approach,
children showed escalated risk for conduct problems not
only at home but also at school, with such effects docu-
mented during the preteen years and adolescence (Shaw
et al., in press; see also Dishion & Kavanagh, 2003).

Related to limit setting and also important for resilient
adaptation is the construct of parental monitoring, which is
defined as a “set of correlated parenting behaviors involv-
ing attention to and tracking of the child’s whereabouts,
activities, and adaptations” (Dishion & McMahon, 1998,
p. 61). The salutary effects of consistent parental monitor-
ing across various high-risk circumstances have been
demonstrated from the elementary school years onward
(Buckner et al., 2003). In a group of inner-city 8- to 10-
year-olds, Chilcoat and Anthony (1996) found that those
with high parental monitoring manifested a 2-year delay in
the subsequent onset of drug use when compared with
those in a low parental monitoring group. Other studies
have shown links with positive indices of adjustment such
as scholastic achievement and self-esteem (see Dishion &
Kavanagh, 2003; Romer, 2003).

The benefits of consistent parental monitoring are par-
ticularly pronounced among preadolescents and adoles-
cents, who have increasing independence from parents and
thus growing exposure to a host of risks in the peer and
community environments. Haapasalo and Tremblay (1994)
reported that high parental supervision was a distinctive
characteristic among low SES boys who consistently dis-
played low levels of physical aggression between the ages 6
and 12 years. More so than their aggressive counterparts,
these nonfighters indicated that their parents were con-
stantly aware of where and with whom they spent their free
time through the period spanning the preadolescent years.
Among low-income 8- to 17-year-olds, Buckner et al.
(2003) found that of several variables external to the child,
only parental monitoring significantly differentiated re-
silient from nonresilient youths, and a study of sixth
graders with deviant peers showed that firm parental con-
trol inhibited the development of externalizing problems in
later years (Galambos, Barker, & Almeida, 2003; see also
Brody et al., 2002; Lloyd & Anthony, 2003). Studies have
shown also that when their parents tend to know of their
daily activities and associations, adolescents are less likely
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to engage in delinquent behavior, drug use, risky sexual ac-
tivity, and association with gangs (Dishion & Kavanagh,
2003; Romer, 2003).

Links between parent monitoring and adolescent adjust-
ment are not always simple linear ones, but can depend on
coexisting risks in the environment or even be curvilinear.
To illustrate, Mason, Cauce, Gonzales, and Hiraga (1996)
showed that in terms of ramifications for children’s prob-
lem behaviors, optimal levels of control exerted by African
American parents varied according to negative influences
in the community. When adolescents reported relatively
high problem behaviors in their peer groups, for example,
optimal levels of parental control tended to be higher than
when children’s peer problem behaviors were low.

In terms of underlying processes, ethnographers (Bur-
ton et al., 1995; Jarrett, 1999) have delineated several
expeditious limit-setting strategies used by inner-city fam-
ilies. These include the avoidance of dangerous areas, tem-
poral use of the neighborhood (e.g., avoiding being outside
in the evening hours), and restriction of children’s relation-
ships with deviant peers. Other posited mechanisms in-
clude those resting on psychological processes: Continuity
and structure in the adolescent’s environment can promote
the development of effective coping skills, and when
parents impart a sense of interest and concern for the ado-
lescent’s well-being, this tends to enhance children’s self-
esteem (Buckner et al., 2003; Luthar, 1999).

Related to monitoring—in some ways, the converse of
it—is autonomy granting, also important for resilient adap-
tation. Observational research involving mother-infant in-
teractions suggests that maternal support of exploration
and autonomy (versus maternal restriction and control) is
associated with the child’s mastery motivation, persist-
ence at tasks, competence, self-regulation, and positive af-
fect through subsequent years (see Bornstein, Davidson,
Keyes, & Moore, 2003; Shonkoff & Phillips, 2000). Among
older children, perceptions of their own autonomy are
linked with various indices of adaptive development such
as academic engagement and prosocial behavior (Bornstein
et al., 2003).

Autonomy has high significance during the teen years as
well. A major developmental task of adolescence is to nego-
tiate the struggle between the development of autonomy on
the one hand, and the maintenance of close bonds with par-
ents on the other. Among youth at high risk by virtue of
psychiatric hospitalization, observed autonomy and relat-
edness displayed by both parents and adolescents were re-
lated to high levels of adolescents’ self-esteem as well as
their ego development (Allen, Hauser, Bell, & O’Connor,
1994). In a subsequent study of this cohort 11 years later,

maternal behaviors promoting adolescent autonomy and re-
latedness were also associated with coherence/security of
attachment during adulthood (Marsh, McFarland, Allen,
McElhaney, & Land, 2003).

As was seen in relation to parental monitoring, the opti-
mal level of autonomy granted to adolescents can vary as a
function of sociodemographic disadvantage. This is seen in
McElhaney and Allen’s (2001) research with adolescents
living in urban poverty. Among these youth, maternal
behaviors undermining of children’s autonomy (i.e., inter-
rupting them to shut down discussions) was positively
linked with mother-adolescent relationship quality,
whereas among low-risk comparison youth, links were in-
verse in nature. The authors suggest that behaviors poten-
tially seen as overprotective might be seen as expressions
of care and concern among youth in high-risk contexts, al-
though they tend to be seen as inappropriately inhibiting
and even guilt producing by adolescents in low-risk set-
tings. Finally, the possibility of curvilinear effects is seen
in research on adolescents at risk because of problems at
school (such as grade retention or school suspension).
When mothers were low in autonomy granting, adolescents
with insecure preoccupations were found to be vulnerable
to high internalizing problems. Conversely, if mothers were
excessively high on autonomy granting, vulnerability to ex-
ternalizing behaviors was pronounced (Marsh et al., 2003).

Coexisting Warmth and Appropriate Control

Whereas high levels of warmth and appropriate control
each have protective functions, the benefits of each depend
to some degree on levels of the other: High warmth with
lax discipline can be linked with poor adjustment, as can
strict discipline without affection. The authoritative par-
enting style, characterized by the appropriate balance of
parental warmth and control (Baumrind, 1989), is gener-
ally optimal; authoritative parents are defined as those
who “are warm, supportive, communicative, and respon-
sive to their children’s needs, and who exert firm, consis-
tent, and reasonable control and close supervision”
(Hetherington & Elmore, 2003, p. 196).

Among low-income mothers, efforts to facilitate warm
and responsive interactions with infants or toddlers en-
hanced the quality of future discipline techniques, in turn
serving as a powerful force against externalizing disorders
in childhood and adolescence (Shaw et al., 1996). In a re-
lated vein, among rural African American families, the de-
velopment of adaptive self-regulatory behavior was
significantly enhanced by mothers who provided support
along with structure and clear behavioral expectations,
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even among children with difficult temperaments. More-
over, positive parenting promoted greater self-regulation
than both individual child and community protective fac-
tors (Murry & Brody, 1999). Authoritative parenting also
has repeatedly been found to promote resilience in children
facing disruptions in family life due to divorce (Hethering-
ton & Elmore, 2003).

Timothy Cavell (2000) has emphasized the importance
of an appropriate balance of warmth and discipline in the
notion of parental containment, which is “any behavior that
fosters in children a sense of restraint while not threatening
their relationship security” (p. 131). Recent studies have
pointed to the protective potential of this construct. Build-
ing on Cavell’s arguments on the significance of children’s
beliefs about the likelihood of being disciplined, Schneider
et al. (2003) defined perceived containment as the child’s
beliefs concerning the parent’s capacity to enforce firm
limits and the likelihood that the parent will prevail in con-
flict. They found that children with a particularly strong
sense of containment had a mother who applied effective
discipline in the context of an emotionally positive rela-
tionship. Furthermore, high perceived containment was
protective against externalizing behaviors as rated by par-
ents and teachers (Schneider et al., 2003).

Intervention studies with at-risk youth further buttress
the conclusions from basic research on the importance of
firm, consistent discipline in the context of supportive
parent-child relationships (see Biglan & Taylor, 2000;
Webster-Stratton & Taylor, 2001). In a review of the liter-
ature, Kumpfer and Alvarado (2003, p. 457) note, “Effec-
tive parenting is the most powerful way to reduce
adolescent problem behaviors”; they describe three ap-
proaches that have generally been successful. The first in-
cludes behavior training approaches that are highly
structured and involve working only with parents; the sec-
ond entails an integration of parent behavior training and
children’s social skills training, both administered in
group format; and the third involves family therapy pro-
grams that are administered with individual families.

Underlying Processes and Other Potentially
Important Dimensions: Future Research Needs

Whereas good relationships are clearly critical for re-
silience, there remain several questions about the active in-
gredients therein: What are the core processes that might
explain this effect? The most obvious mechanism is that
discussed earlier: that early attachments shape the lens
through which later interactions are viewed. However,
there are various other parenting constructs that probably

coexist with generally good parenting and warrant further
study, one of which is children’s trust that the parent will
shield or protect them against danger (an interesting paral-
lel to perceived containment, children’s beliefs that the
parents will be able to discipline effectively). In their re-
search with children who experienced foster care, Dozier
and colleagues (Dozier, Lindhiem, & Ackerman, in press)
found that possibly even more than security of early at-
tachment, foster parents’ investment in their children was
particularly powerful. When foster parents were highly in-
vested in their children (as assessed through an interview),
the children fared better not only in terms of neuroen-
docrine regulation but also, several years later, in self- and
other representations. Among children who have experi-
enced the considerable disruptions of early foster place-
ment, therefore, the authors speculate that an important
factor might be the child’s confidence that the caregiver
will stand between him or her and danger, rather than
whether the caregiver will comfort the child when dis-
tressed. They suggest that this component of the attach-
ment system is not assessed in the standard assessment of
attachment among human young (the Strange Situation),
but is a key component of attachment assessed among non-
human primates.

Also warranting more attention is the role of simple
family routines. In their study of rural, single-parent
African American families, Brody, Flor, and Gibson (1999)
defined effective parenting not only in terms of mother-
child relationship quality and school involvement, but also
family routines, as measured by variables such as “Family
has a ‘quiet time’ each evening when everyone talks or
plays quietly,” and “Working parents come home from
work at the same time every day.” Among youth at the two
extremes of family socioeconomic status, Luthar and La-
tendresse (2005b) showed that even after considering in-
dices such as emotional closeness and parental supervision,
a simple indicator of time spent together—eating dinner
with at least one parent most evenings—was significantly
related to several child outcomes (see also National Center
on Addiction and Substance Abuse, 2002). In terms of un-
derlying mechanisms, the findings could reflect either of
two patterns: that parents are typically not at home late in
the evenings, or that they are present but do not eat with
their children. Both options could lead the average 12-year-
old to feel psychologically adrift and to do things that par-
ents would disallow had they been at home, including
experimentation with substances and the blatant neglect of
homework (Luthar & Latendresse, 2005b).

Beyond these specific parenting constructs, Rutter
(1987) noted various possible mechanisms to explain why,
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in the context of family adversity, a good relationship with
one parent can confer protection processes. There could,
for example, be less overall disruption when one relation-
ship in the family is harmonious; the “close” parent can en-
sure that the child is away from the home at times when
things became particularly difficult; this parent can help
the child understand the origins and nature of the family’s
problems; or the security of the good relationship can in-
crease the child’s self-esteem, and this in turn confers pro-
tection. Despite exhortations almost 2 decades ago that
underlying processes need to be understood (Rutter, 1987),
there has been relatively little headway in disentangling
the relative importance of such processes in conferring
protection not only during childhood but also beyond, ex-
tending into the adult years. Much more needs to be done
on this front.

Parenting as a Dependent Variable

Another set of issues critically needing more empirical at-
tention pertains to the ways children affect parents’
mental health. By far most of child development research
has been focused on the ways parents’ behaviors influence
children, but some have shown that children’s behaviors
might affect parents’ behaviors and even their psychological
functioning (e.g., Garcia Coll, Surrey, & Weingarten, 1998;
Luthar, Doyle, Suchman, & Mayes, 2001). A study of more
than 300 families showed that young children’s difficult
temperaments were associated with their mother’s sense of
parent competence and depressed affect, which in turn
were related to their work outcomes—work role quality and
rewards from combining work and family (Hyde, Else-
Quest, Goldsmith, & Biesanz, 2004). In their study of sib-
ling pairs in rural, African American families, Brody
(2004) and his colleagues found that older siblings’ compe-
tence levels significantly contributed to changes in
mother’s psychological well-being over time and that chil-
dren’s competence forecast mother’s supportive and in-
volved parenting a year later.

More broadly, we need more research focusing squarely
on the parents’ functioning, understanding what it is that
allows some individuals to be effective parents in spite
of serious stressors affecting their family. Juxtaposed
with findings on the protective power of good parenting,
unfortunately, is the inescapable fact that this very factor is
substantially imperiled under the risk circumstances com-
monly considered in resilience research (Luthar & Zelazo,
2003). Adverse effects on parenting have been documented
for risks ranging from chronic poverty (Owens & Shaw,
2003) to parental mental illness (Seifer, 2003) and family
disruptions such as divorce (Hetherington & Elmore,

2003); child maltreatment by definition implies a disturbed
parent-child relationship. Despite knowledge of these
threats to parenting, it is curious that among at-risk fami-
lies, good parenting is relatively rarely examined as an out-
come domain, but far more often examined in terms of its
associations with children’s developmental outcomes.

Little is understood also about pathways or mechanisms
to positive parenting; although families are commonly
viewed as engines of change in early interventions, the
mechanisms by which parenting improves remains largely
opaque. Reviewing the early childhood intervention litera-
ture, Brooks-Gunn, Berlin, and Fuligni (2000) note that
several programs have led to improvements in parenting
dimensions, but most programs do not encompass explicit
theories on pathways through which improvements actu-
ally occur. It is conceivable, for example, that change
essentially occurs because mothers receive increased
emotional support (which in turn can lead to reduced
stress and improved mental health), or because mothers
have learned new coping skills and parenting behaviors
(which leads them to feel more efficacious and empow-
ered), or some combination of these possibilities (e.g.,
Bishop & Leadbeater, 1999). Disentangling the relative
salience of such mechanisms should be a priority in future
research on resilience.

Processes Unique to Ethnic Minority Subgroups

Families’ ethnic minority status often represents a salient
vulnerability factor in today’s world, yet there continues to
be a troubling dearth of studies that explicitly address so-
cializing influences and challenges specifically among
minority families. There are clearly some universals in
children’s social-emotional development—the previously
highlighted power of supportive caregiving is but one—but
at the same time, one-model-fits-all perspectives are of
limited value (García Coll et al., 1996; Luthar, 1999). Eth-
nic minority parents contend with several unique chal-
lenges in socializing their children.

In a seminal article on these issues, García Coll and col-
leagues (1996) provide a useful framework that can guide
researchers in studying critical socializing influences in
ethnic minority groups. Anchored in social stratification
theory, the integrative model posits that there are eight
major sets of constructs that affect the development of
minority children: (1) social position variables (e.g., race
or social class, gender); (2) racism and discrimination;
(3) segregation; (4) promoting/inhibiting environments
(school, neighborhoods, and health care); (5) adaptive cul-
ture (traditions and legacies); (6) child characteristics such
as age and temperament; (7) family values and beliefs; and
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(8) developmental competencies in the cognitive and social-
emotional domains.

Of the various challenges they confront, perhaps the sin-
gle greatest is poverty: Families of color are highly over-
represented in poverty groups. In 2002, 58% of all African
American children and 62% of Hispanic children live
below the national poverty level, as compared with 25% of
White children (http://www.nccp.org/pub_cpf04.html).
Furthermore, their low-income status accounts for much of
the psychosocial maladjustment that has been documented.
Studies show that once income is taken into account,
African American youth can fare not just as well as but
even better than their Caucasian peers in terms of mental
health indices as well as competent behaviors (see Luthar,
1999). Similarly, Hashima and Amato (1994) showed that
with income controlled, ethnic minority parents were no
different from their White counterparts in terms of the fre-
quency of harsh or punitive parenting behaviors.

Aside from poverty, racism and discrimination are pow-
erful challenges in the daily lives of minority families,
so much so that they are now considered to be essential
ingredients in research on minority children’s development
(Bigler, Averhart, & Liben, 2003; Garcia Coll, Meyer, &
Brillon, 1995; D. Hughes, 2003; Oyserman, Bybee, &
Terry, 2003; Spencer, Fegley, & Harpalani, 2003; Spencer,
Noll, Stoltzfus, & Harpalani, 2001). In a literature review,
Szalacha and colleagues (2003) cite nationwide survey
findings that 44.4% of non-Hispanic Whites reported that
they had never experienced day-to-day discrimination, in
contrast to only 8.8% of non-Hispanic Blacks; parallel fre-
quencies for often experiencing discrimination were 3.4%
and 24.8%, respectively. In a sample of African American
adults, 98% reported personally having experienced a
racist event in the prior year—such as being treated badly
by various people or having one’s intentions misunderstood
because of being Black—and 100% had experienced such
in their lifetime (Landrine & Klonoff, 1996). Research
with Hispanics similarly showed that 94% reported that
they experienced some racist event in the past year; over
70% reported being treated unfairly by people in service
jobs; and 50% indicated that their lives would be different
if they had not been treated in a racist manner during the
past year (Szalacha et al., 2003).

Racial and ethnic discrimination experiences are de-
meaning and degrading, inducing stress as well as feelings
of frustration, depression, and anxiety (Brown et al., 2000;
Williams, Yu, Jackson, & Anderson, 1997). In survey re-
search of teens from various ethnic backgrounds, all of the
minority youth in the sample reported distress associated
with perceived racial prejudice in educational contexts,

and their self-esteem scores were negatively correlated
with that distress (Fisher, Wallace, & Fenton, 2000). Simi-
larly, Szalacha and colleagues (2003) report that among
Puerto Rican children, perceived discrimination was re-
lated to high levels of depression, stress, and conduct prob-
lems, as well as low self-esteem. Furthermore, even
worrying about discrimination (reported by nearly half the
youth in this sample) was a risk factor for lower self-
esteem. These findings resonate with Franklin’s (1999) ar-
guments that ethnic minority individuals’ inner vigilance
for racial slights can create a state of constant watchful-
ness, leading to chronic tension and feelings of stress.

Studies of adults also have shown that institutional
racism has powerful effects on minority mental health
(see Rollock & Gordon, 2000). In a nationwide study,
Kessler, Mickelson, and Williams (1999) found that re-
ports of day-to-day and lifetime discrimination were re-
lated to general psychological distress and depression.
Landrine and Klonoff (1996) found that the individuals
reporting racist events had relatively high depression and
anxiety, as well as somatization and obsessive-compulsive
symptoms. In a review of the public health literature,
Krieger (1999) found recurrent links between perceived
discrimination and levels of stress, psychological distress,
and depression.

In terms of underlying mechanisms, vulnerability is
likely to be conferred by two processes: (1) the internaliza-
tion of negative feedback and the stress attributable to re-
peated exposure to discrimination, and (2) the associated
anxiety that one will be a victim of discrimination (see
Szalacha et al., 2003). Furthermore, bidirectional links are
possible, wherein psychological factors—such as high de-
pression and anxiety, or low intergroup competence—can
predispose people to perceive discrimination (e.g., Phin-
ney, Madden, & Santos, 1998).

The likelihood of perceiving discrimination can be
suppressed somewhat by factors such as ethnic pride and
biculturalism, as well as attributional ambiguity. Racial
socialization, ethnic pride, competence in relating to oth-
ers of different racial /ethnic groups, and biculturalism
have all been documented as mitigating the negative ef-
fects of discrimination (García Coll et al., 1995; Phinney
et al., 1998; Spencer et al., 2003; Szalacha et al., 2003).
Experiments have shown that if people can attribute nega-
tivity to another’s prejudice, this can render discrimination
irrelevant to their self-views (Ruggiero & Taylor, 1997).
But it should be emphasized that the likelihood of such at-
tributions obviously diminishes as experiences of discrimi-
nation are continually encountered over time (Szalacha
et al., 2003).
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Other environmental forces involved in heightening
risks for minority families are those at the neighborhood
level. If they are poor, minority group children are more
likely than Caucasians to live in neighborhoods where in-
stitutional supports are meager (Duncan, Brooks-Gunn, &
Klebanov, 1994). Among African American children more
than their Caucasian counterparts, male joblessness in the
neighborhood is linked with increased risk for externaliz-
ing behavior problems (Chase-Lansdale & Gordon, 1996).
Drawing on Wilson’s (1991) writings on social isolation,
authors of this study reasoned that in inner-city neighbor-
hoods with high male joblessness—areas in which African
Americans are disproportionately represented—the dearth
of role models of disciplined behaviors, which accompany
regular adult employment, can significantly exacerbate be-
havior problems among African American youth.

Similar suggestions involving social structures have been
offered in explaining findings that academic failure can
increase risk for subsequent delinquency among Black
youth more than among Whites (e.g., Lynam, Moffitt, &
Stouthamer-Loeber, 1993). Many of these youngsters are
unconvinced that success at school will lead to success in
later life due to their ongoing experiences with racism and
marginalization and perceptions of job ceilings that deny
them access to prestigious jobs (see Arroyo & Zigler, 1995;
Ogbu, 1991; Spencer et al., 2001). Even among those mi-
nority students who do invest in school, exposure to nega-
tive stereotypes about their scholastic abilities tends to
trigger high anxiety, which in turn can substantially jeop-
ardize the level of academic success they are able to achieve
(Steele, 1997). When African American boys become frus-
trated with school as a result of academic failure, they often
remove themselves from its social control and thus become
vulnerable to alternative social influences—often those of
delinquents in the unstable, socially isolated neighborhoods
in which Blacks are overrepresented (Wilson, 2003).

Immigrant families are among the most vulnerable at
many levels. For example, Hispanic parents experience sev-
eral unique stressors related to migration, acculturation,
difficulties with language, and social isolation (Sanders-
Phillips, Moisan, Wadlington, Morgan, & English, 1995).
As Garcia Coll and Vasquez García (1995) noted, new His-
panic immigrants to the United States must acculturate not
only to an alien culture and language but also, frequently,
to urban poverty at the same time. In addition, aspects of
cultural values can lead to problems. For example, Latino
children can find it difficult to negotiate the value placed
on individuation and separation in the mainstream White
American world with the emphasis on obedience to and re-
spect for elders of Latino culture (Sanders-Phillips et al.,

1995). Among Latino youth, the consistency of values be-
tween youth and their parents was the key predictor of low
levels of risky sexual behavior (Liebowitz, Castellano, &
Cuellar, 1999).

These very differences can also, however, confer protec-
tion; the value of family connectedness, for example,
brings loyalty and support from kin. Research by Fuligni
and his colleagues (Fuligni, Tseng, & Lam, 1999) showed
that Asian and Latin American adolescents possessed
stronger values about their duty to respect, support, and
help their family than their peers of European back-
grounds. Furthermore, emphasis on family obligations
tended to be associated with more positive relationships
with family and peers as well as higher academic motiva-
tion among mid- to late adolescents. In other research, edu-
cational resilience among Latino youth was strongly
associated with supportive relationships in families (Arel-
lano & Padilla, 1996). As Szalacha and colleagues (2003)
noted, “la familia,” a core cultural characteristic of Latino
cultures, is appropriately beginning to be included in stud-
ies of resilience among Latino youth (Falicov, 1996; Mc-
Neill et al., 2001). Finally, several studies involving
African American families have shown that extended kin
support helps promote positive outcomes among both par-
ents and children in poverty (Luthar, 1999). The benefits
of social supports for parents are evident in increases in
their greater well-being and positive parenting behaviors,
benefits that are reflected, in turn, across several domains
of child adaptation, including behavioral conformity and
school achievement (Burchinal, Follmer, & Bryant, 1996;
R. D. Taylor, 1996; R. D. Taylor et al., 1993).

As with strong family values, acculturation to main-
stream America can have both positive and negative ef-
fects. Among Hispanic individuals, for example, higher
level of acculturation is linked with relatively high English
fluency and low depression but, at the same time, with
higher risk behaviors such as delinquency and pregnancy
among youth and substance use among both adolescents
and adults (see McQueen, Getz, & Bray, 2003; Rogler,
Cortes, & Malgady, 1991). In terms of underlying mecha-
nisms, alienation from the family seems to be implicated to
some degree. With increasing acculturation can come some
attenuation of familial obligations and influence of fami-
lies as referents, along with greater family conflict and
children’s emotional separation from parents (Hill, Bush,
& Roosa, 2003; McQueen et al., 2003).

Gene-Environment Interactions

An exciting set of new developments in the field of re-
silience is inquiry into the role of genetic contributions to
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vulnerability and protective mechanisms in the family, as
seen in the seminal research by Caspi and his colleagues.
Two studies by this group identified specific genes impli-
cated in protecting some maltreated children from develop-
ing psychopathology in adulthood. The first of these
showed reduced likelihood of antisocial behavior in the
presence of a genotype that confers high levels of the
monoamine oxidase A enzyme (Caspi et al., 2002). In the
second study, likelihood of developing depression was
lower in the presence of a genotype conferring the efficient
transport of serotonin (Caspi et al., 2003). Although the
specific processes through which these gene markers exert
their protective effects are unknown, it is possible that they
operate by shaping aspects of children’s social-cognitive
reactions to life stressors, as in their propensity for attribu-
tional biases, for example, or capacities for emotion recog-
nition (Kim-Cohen et al., 2004).

A subsequent study by Kim-Cohen and colleagues
(2004) was the first to specifically examine both genetic
and environmental processes in the resilience framework.
The study involved an epidemiological cohort of 1,116 twin
pairs from low SES families. Two aspects of resilience
were examined—behavioral and cognitive—and results of
quantitative genetic models showed that additive genetic
effects accounted for approximately 70% of the variation
in children’s behavioral resilience and 40% of the variation
in cognitive resilience.

Further analyses established protective effects of both
maternal warmth and child’s outgoing temperament, with
each factor operating through both genetically and envi-
ronmentally mediated effects. Specifically, 66% of the
phenotypic correlation between maternal warmth and
behavioral resilience was accounted for by genetic influ-
ences, and the remaining 34% by child-specific environ-
mental influences. Similarly, 71% of the correlation
between outgoing temperament and cognitive resilience
was accounted for by genetic influences, 17% by environ-
mental influences shared by the siblings, and 12% by en-
vironmental influences specific to the child. In addition,
familywide environmental influences accounted for 22%
of the population variation in cognitive resilience, and a
significant contributor to this shared environmental factor
was the degree of parents’ provision of stimulating activi-
ties in the home.

The authors note several important inferences deriving
from their findings. First, the additive genetic effects ob-
served could each operate via either passive or active
gene-environment correlations (Rutter, 2003; Rutter &
Silberg, 2002). In the context of maternal warmth and be-
havioral resilience associations, for example, passive ge-

netic effects could result because parents who are warm
and affectionate transmit genes to their children that pro-
mote good behavioral regulation; genes operate as a third
variable, as it were, linking the other two. Active gene-en-
vironment correlations, by contrast, would derive if chil-
dren had heritable characteristics that tended to elicit
warmth from adults around them, and this in turn would
help foster good behavioral regulation. Parallel explana-
tions were provided for genetic contributions to links be-
tween outgoing temperament and cognitive resilience. In
this case, passive correlations may derive because parents
provided genes that affect both the child’s disposition and
his or her cognitive competence, whereas an active cor-
relation could result if children’s genetically inherited
dispositions (e.g., sociability) led them to elicit more at-
tention and learning experiences from adults. The disen-
tangling of passive versus active components underlying
such genetic effects constitutes an exciting new direction
for future research.

A particularly critical conclusion drawn by these re-
searchers, however, has to do with implications for inter-
ventions: Heritability does not imply untreatability (Plomin
& Rutter, 1998; Rutter, 2002b). As Kim-Cohen et al.
(2004, p. 14) note, their study entailed “a genetically sensi-
tive design [demonstrating] that environmental effects
can make a positive difference in the lives of poor chil-
dren. . . . Even child temperament promoted resilience
through environmental processes.” Of vital importance is
their conclusion that if families confronting the myriad
stresses of poverty are helped to move toward warm, sup-
portive parenting and providing stimulating learning mate-
rials, children can be helped to achieve greater behavioral
and cognitive resilience.

At this stage, there are several important directions for
future work involving gene-environment influences in re-
silience (Rutter, 2000, 2003). Twin and adoptee studies of
at-risk children can be used to (1) examine the relative con-
tributions of genetic versus environmental influences in the
ways that different protective and vulnerability factors
operate; (2) understand the mechanisms entailed in each
of these (e.g., passive or active gene-environment mecha-
nisms and critical influences underlying the environmental
component); and (3) identify genetic markers that confer
protection or vulnerability and describe processes under-
lying their effects. Also needed are sibling studies illumi-
nating the relative contributions of shared versus non-
shared extrafamilial environments on different outcomes.
Finally, genetics research can contribute to new develop-
ments in the study of resilience through precise quantifi-
cation of risk. As noted in the first section of this chapter,
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risk is generally inferred based on statistical links be-
tween aspects of the environment (e.g., maltreatment or
poverty) and children’s maladjustment, but this measure
of risk is imprecise at best. With knowledge that some
children have genes conferring liability to particular dis-
orders, examining factors in the lives of those who do not
succumb could contribute vastly to our understanding of
processes in resilience.

Communities: Effects of Violence

As with chronic maltreatment in the family, chronic
exposure to violence in the community can have over-
whelming deleterious effects, difficult for other positive
forces to override and affecting multiple domains.
Exposure to violence substantially exacerbates risks for
internalizing problems such as anxiety, depression, and
Posttraumatic Stress Disorder, as well as impaired aca-
demic performance due to disruptions in concentration
and memory (for reviews, see Cauce et al., 2003; Cooley-
Quille, Boyd, Frantz, & Walsh, 2001; Garbarino, 1995;
Margolin & Gordis, 2000; Osofksy, 1995). Also height-
ened is vulnerability to externalizing problems such as
delinquent, antisocial behaviors, with prospective associ-
ations being significant even when controlling for previ-
ous levels of aggression (Gorman-Smith & Tolan, 1998;
Miller, Wasserman, Neugebauer, Gorman-Smith, & Kam-
boukos, 1999; Schwab-Stone et al., 1995).

There also has been increasing attention to effects on
children’s neurobiology, with suggestions that violence
exposure, particularly repeated exposure early in develop-
ment, can fundamentally alter neurological system devel-
opment (e.g., Perry, 1997; Pynoos, Steinberg, Ornitz, &
Goenjian, 1997; Pynoos, Steinberg, & Piacentini, 1999).
During the early years, the central nervous system is be-
lieved to be particularly responsive to traumatic organiz-
ing and structuring experiences (Weiss & Wagner, 1998);
brain development is seen as particularly sensitive to
overarousal affecting the organization and development of
specific brain areas (Perry, 1997). Thus, children exposed
to trauma may experience abnormal neurological develop-
ment due to overstimulation of certain brain structures,
with the degree of impact depending somewhat on the de-
velopmental timing of the event(s). In addition, exposure
to violence may also affect children’s arousal and ability
to react appropriately to stress. To illustrate, children ex-
posed to trauma have been found to have increased overall
arousal, increased startle response, sleep disturbance, and
abnormalities in cardiovascular regulation (Curtis & Cic-
chetti, 2003; Perry, 1997).

Several aspects of violence can affect a youth’s reaction
to it, including proximity and relation to the violence (Gor-
man-Smith & Tolan, 2003). To illustrate, in a 14-month
follow-up of children attending a school where a sniper
shot 14 students on the playground, Nader, Pynoos, Fair-
banks, and Frederick (1990) found that children on the
playground had the most severe symptoms, followed by
those in the school building, and then those not at school on
that day. Another important factor is the child’s relation-
ship to the individuals involved: Children are most affected
when the victim is someone close to them. P. Martinez and
Richters (1993) found that only those incidents involving
people known, as both victims and perpetrators, were sig-
nificantly related to distress, and Jenkins and Bell (1994)
reported that victimization of family members (witnessed
or not) was as strongly related to psychological distress as
was personal victimization.

In terms of family functioning, there is some modest
evidence for the role of parents’ functioning as mediators
and moderators of community violence effects. When
mother can appear calm and effective in the face of dan-
ger, children tend to do better than when the parent is
either absent or is overwhelmed by the situation (Pynoos,
1993). Linares and colleagues (2001) showed that links
between community violence exposure and children’s be-
havior problems were mediated by maternal distress
(Posttraumatic Stress Disorder as well as global distress),
suggesting, again, that if maternal distress were kept low,
this could attenuate the association between violence ex-
posure and child maladjustment.

In the face of community circumstances where people’s
very survival is continually under threat, however, families
are obviously constrained in how much they can confer
psychological protection to children. This is evident from
results of a collection of studies on violence exposure, all
considering whether good family functioning might show
“protective-stabilizing” influences: helping children to re-
tain good adaptation even as exposure escalated. Consid-
ered together, the findings provided modest support at best
for such effects (Hammack et al., 2004; Kliewer et al.,
2004; Sullivan et al., 2004; see also Furstenburg, Cook,
Eccles, Elder, & Sameroff, 1999; Miller et al., 1999). A
common theme across all these studies was that positive
family functioning (as represented, for example, by close-
ness to parents, time spent with them, level of perceived
support) were beneficial at low levels of violence exposure.
On the other hand, when violence exposure was high, the
benefits of these variables tended to diminish, suggesting
effects that were promotive in general (Sameroff et al.,
2003) but not necessarily protective against the effects of
community violence.
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By contrast, poor family function does clearly exacer-
bate the risks of community violence: When children expe-
rience significant dysfunction in their proximal and their
distal environments, their risk for psychopathology be-
comes substantial. In a study by Gorman-Smith and Tolan
(1998), family structure ( level of organization and support
within the family) and cohesion (emotional closeness and
support) were inversely linked to changes in both aggres-
sion and anxiety and depression for those exposed to com-
munity violence. Overall, the results corroborate the view
that lack of a dependable, supportive refuge, or dearth of
emotional connectedness to family, tends to exacerbate the
risk for maladjustment for children exposed to high levels
of community violence.

In view of accumulated evidence, the most obvious inter-
vention direction is to reduce levels of violence, with ef-
forts at both national policy and community levels
addressing issues such as gun control and safety in schools
(e.g., Bloomberg, Daley, Hahn, & King, 2004; Henrich,
Schwab-Stone, Fanti, Jones, & Ruchkin, 2004; Ozer & We-
instein, 2004). As such policy-level initiatives are pursued,
it is also critical to mobilize forces within communities and
families, and Gorman-Smith and Tolan (2003) have pro-
vided some useful directions in this regard. The first in-
volves efforts to shield children from violence through
broad-based community efforts, involving coalitions of
community groups and agencies (such as police, faith-based
organizations). Examples include Operation Ceasefire in
Boston, which sought to lower youth homicide through a 
direct attack on the illegal gun trade and creating a strong
deterrent to gang violence (Braga, Kennedy, Waring, 
& Piehl, 2001), and the Child Development-Community
Policing Program in New Haven, Connecticut (http://info
.med.yale.edu /chldstdy /CDCP/programs /overview.html).
The second level entails preventive interventions with fami-
lies, such as their family-focused preventive SAFE Children
intervention, aimed at promoting positive parenting prac-
tices within the ecological setting of urban poverty (Tolan,
Gorman-Smith, & Henry, 2004). The third level involves
therapeutic interventions for those exposed to the violence:
services directed to the individual child and to caregivers or
systems that can continue to provide support for the child
(e.g., Pynoos, 1993).

Protective Processes in Communities: Early
Intervention and Schools

Whereas the power of chronic exposure to violence in
the community is rarely superseded by other protective
processes, there certainly are exosystemic forces that can
attenuate the ill effects of other types of adversities. Stud-

ies have pointed to the potential of the broader community
to shape outcomes by affecting children themselves not
only directly but also indirectly, via their parents.

In the early childhood years, the quality of child care
can serve vital ameliorative functions, particularly as the
home circumstances of children reflect increasing levels
of risk. Reports by the National Institute of Child Health
and Development (NICHD) Early Child Care Research
Network (1997, 2002) suggest that for families living in or
near poverty, mothers whose children are in high-quality
child care tend to show more positive interactions with
their infants. Furthermore, children of mothers who were
very low on maternal sensitivity were more likely to be
securely attached to them if the children were in higher-
quality child care.

Results of several early childhood interventions also
have shown protective effects accruing when highly disad-
vantaged children are provided with quality care (see
Reynolds, 2000; Shonkoff & Meisels, 2000; Shonkoff &
Phillips, 2000). A review by Yoshikawa (1994) showed that
early intervention programs with long-term effects on
chronic delinquency had not only early childhood compo-
nents but also comprehensive family support. While the
early education component attenuated child risks, family
support reduced family risks and was deemed a necessary
component for inhibiting at-risk children’s later delin-
quency levels.

Of course, obtaining high-quality care is generally the
most difficult for the poorest and most needy families.
Among the major features defining quality of care, pri-
mary are the characteristics of the child care providers
(e.g., their education and training), the child-to-adult ratios
(e.g., with three or fewer infants per caregiver being advis-
able; see Shonkoff & Phillips, 2000), and stability of child
care providers. Not surprisingly, these aspects of quality
are often in jeopardy given the poor working conditions of
most child care workers: The average hourly wage of child
care workers in the United States is $8.57 (the hourly wage
of school bus drivers is $11.33 and of animal trainers,
$12.48); turnover rates are among the highest of any pro-
fession that is tracked by the U.S. Department of Labor
(U.S. Bureau of Labor Statistics, 2004). Improving the
quality of child care available to all families, but particu-
larly those at high risk, therefore must be treated as a crit-
ical social policy priority.

Exemplary in illustrating the effective use of existing
resources for providing quality care for low-income
preschoolers is Zigler’s “school of the twenty-first cen-
tury,” a comprehensive program that is built into extant
school systems (Finn-Stevenson & Zigler, 1999). In this
program, public school buildings, which remain unoccupied
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for large portions of the day and the calendar year, are used
not only to house child care programs for children 3 years
and older, but also to host regular support group meetings
for parents. Information and referral networks also are de-
veloped in schools to help families make better use of the
various existing services scattered across their communi-
ties, such as those offering counseling, physical health care,
or night care for children. In the years ahead, it is critical
that preventionists and social policy scholars increase the
creative use of existing community resources in mobilizing
protective influences to benefit different at-risk groups
(Barrera & Prelow, 2000; Knitzer, 2000a, 2000b; Luthar,
1999; Pianta & Walsh, 1998).

Researchers have expanded their definitions of quality
need to go beyond indices such as the caregiver-to-child
ratio, physical space, and materials to stimulate learning,
to consider also the emotional quality of caregiving chil-
dren receive. It will be important to explore systematically
the protective effects of such variables in early child care
as the caregiver’s personality characteristics, the sensitiv-
ity, warmth, and consistency in caregiving, and the quality
of the relationship developed (Vandell, Dadisman, & Gal-
lagher, 2000).

With regard to the relative effects of child care versus
family characteristics, Shonkoff and Phillips (2000, p. 309)
indicated, based on their review of the literature, that
“when child care effects are examined net of parental ef-
fects on child outcomes, parent’s behaviors and beliefs
show substantially larger associations with their children’s
development than do any other features of the child care
arrangement.” Exemplifying this statement is evidence
from the NICHD Early Child Care Research Network
(2003), where the most consistent predictor of positive out-
comes during the early school years was the sensitivity of
mothers’ behaviors observed across the infant, toddler, and
preschool years (see also Vandell et al., 2000).

Turning to older children: K–12 schools can also bring
substantial salutary effects to youth in at-risk circum-
stances (B. J. Feldman, Conger, & Burzette, 2004). There
are several studies corroborating the protective functions
of supportive relationships with teachers (e.g., Hamre &
Pianta, 2001; NICHD Early Child Care Research Network,
2003; Reddy, Rhodes, & Mulhall, 2003). Assessing more
than 3,000 teacher-child relationships, Howes and Ritchie
(1999) demonstrated that in a sample of toddlers and
preschoolers with difficult life circumstances, the quality
of attachment with teachers was significantly related to
measures of behavior problems as well as social compe-
tence with peers. Meehan, Hughes, and Cavell (2003)
found that among a group of aggressive second- and third

graders, African American and Hispanic students bene-
fited more than did Caucasian students from supportive
relationships with their teachers. Noting that minority
group students typically have lower access to positive rela-
tionships with teachers, the authors suggested that they
could be more responsive than Caucasians to supportive
teachers when such relationships are encountered (see also
J. N. Hughes, Cavell, & Jackson, 1999). Similarly, among
African American 7- to 15-year-olds from low-income,
mother-headed households, Brody et al. (2002) demon-
strated protective-stabilizing effects among children
whose classrooms reflected organized, predictable envi-
ronments in which students participated in procedures gov-
erning their behaviors. Furthermore, positive classrooms
were beneficial even when parent-child relationships were
compromised as well as vice versa, indicating unique, sig-
nificant contributions from both contexts in which children
and adolescents spend appreciable amounts of time (Brody
et al., 2002; Way & Robinson, 2003).

These findings are entirely consistent with results of in-
terventions targeting features of the school and classroom
as well as the family. The Seattle Social Development Proj-
ect is a case in point; this is a universal intervention de-
signed to work with teachers, parents, and the children
themselves to decrease children’s problem behaviors. Eval-
uations have shown gains in several domains, including stu-
dents’ school performance, substance use, delinquency,
and commitment to school and the quality of family man-
agement practices (Hawkins et al., 2003). Another large-
scale, multifaceted school-based intervention is the FAST
Track project (Conduct Problems Prevention Research
Group, 2004), designed for children at risk for conduct dis-
orders, designed to provide interventions at the levels of the
family, child, classroom, peer group, and school setting.
High-risk intervention children have shown some improve-
ments in various social, emotional, and academic skills as
rated by teachers as well as by parents (Conduct Problems
Prevention Research Group, 2004).

Attachment-Based Interventions in Schools

There are many rigorously evaluated programs addressing
structure and discipline in the classroom, but there 
are currently few programs built around the notion of
strong attachments to teachers. This is surprising, given
recurrent findings that a supportive relationship with
adults is critical in resilience and that teachers can play a
major socializing role (e.g., L. Chang, 2003; E. A. Skinner,
Zimmer-Gembeck, & Connell, 1998; Wentzel, 2002).
Writing from an attachment perspective, Robert Pianta
(1999) has eloquently described the benefits that can de-
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rive from close child-teacher relationships developed and
then sustained for as long a period of time as feasible.
Commenting on the neglect of attachment-based interven-
tions in schools, he notes the important possibility of
broadening the pool of adults in schools who might con-
tribute to such preventive efforts, to go beyond school psy-
chologists or counselors. Pianta argues that there are often
enough adults in a given school building to provide some
support to children who need it; to some degree, what is
needed is creative reassigning of responsibilities and con-
tinuity in relationships forged. Thus, in Felner and col-
leagues’ (2001) School Transition Environment Program
(STEP), and its successor, the Project on High Perfor-
mance Learning Communities, the role of homeroom
teachers was changed such that they accepted responsibil-
ity for counseling and advisory functions and served as a
consistent link between students, families, and the school.

Going still further, some have suggested involving not
only subject or homeroom teachers but also other adults to
whom students are naturally drawn. As Noam and Her-
mann (2002) note, some at-risk students may actually be
inhibited about seeking support from their own teachers,
perceiving them primarily as disciplinarians and evalua-
tors of academic progress. Similarly, Luthar and Zelazo
(2003) note that students often seek out, as confidants or
mentors, diverse school-based adults ranging from sports
coaches and music instructors to administrative and sup-
port staff (see also Hetherington, 1993). To the degree that
such interactions are already occurring in schools, it could
be useful to formalize the process to some degree. Adults
likely to be most effective as informal mentors could be
identified via student nominations (Luthar & Zelazo,
2003). Systematizing their efforts in this regard could be
fostered by (1) using student nominations to identify infor-
mal mentors (Lindsey & Kalafat, 1998), (2) some creative
reassigning of responsibilities, and (3) provision of in-
service training and supervision (again, using resources
already existing in schools and through collaborative
arrangements with applied psychology or social work pro-
grams in local universities; see Felner et al., 2001; Luthar
& Zelazo, 2003; Pianta, 1999; Pianta & Walsh, 1998).

Although not necessarily tested by the same rigorous de-
signs involving randomized assignments and multiple sites,
two programs have in fact attempted to use attachment-
based interventions in schools with some promising results.
One is Cowen’s (Cowen et al., 1996) Primary Mental
Health Project, focused on preventing mental health prob-
lems among elementary school children, and the second is
Noam and colleagues’ (Noam & Hermann, 2002) Respon-
sive Advocacy for Life and Learning in Youth (RALLY),

designed for middle school students in high-risk environ-
ments. At the core of both interventions are strong relation-
ships. Discussing intervention gains, Cowen and colleagues
noted, “The existence of a warm, trusting associate-child
relationship is the foundation on which significant attitudi-
nal and behavioral change in children rests” (p. 92). The
RALLY intervention is grounded in the core premise that
“resilience cannot develop without the personal, interper-
sonal, and emotional dimensions inherent in relationships”
(Noam & Hermann, 2002, p. 874).

Schneider and colleagues (2003) have suggested that
children with low perceived containment—who do not be-
lieve in adults’ capacities to enforce firm limits—and are
therefore at risk for Conduct Disorder might actually be
better served by interventions focusing on sustained, posi-
tive relationships rather than short-term disciplinary tech-
niques designed to counter misbehavior. Similarly, in their
literature review of school-based programs effective in fos-
tering resilient outcomes, Forman and Kalafat (1998) em-
phasized the protective potential of caring adults who hold
high expectations and convey positive feedback, school
structures that foster the development of relationships be-
tween students and adults, and fostering relationships be-
tween the school, parents, and community. Accentuating
such informal school-based support systems could be par-
ticularly critical for the wellness of at-risk junior high and
high school students because they face schools that are in-
creasingly impersonal, with diminishing supports infused
in daily curricula, and because adolescents can be particu-
larly reluctant to seek professionals to help with even the
most serious of adjustment problems (Doll & Lyon, 1998;
Eccles et al., 1993; Forman & Kalafat, 1998; Short, 2003).

In considering the enhanced use of school-based inter-
ventions in future years, a number of potential impedi-
ments must be considered carefully, significant among
which is schools’ overarching emphasis on developing liter-
acy skills. Although there are in fact ongoing opportunities
to foster good problem-solving skills and social compe-
tence (Doll & Lyon, 1998), Adelman and Taylor (1999,
p. 138) caution, “Schools are not in the mental health busi-
ness. Their mandate is to educate.” To foster more inclu-
sive thinking, the authors underscore that scientists must
systematically disseminate evidence that children’s psy-
chological problems can substantially impede achievement
of literacy goals, and conversely, that mental health ser-
vices can help in reaching them (Adelman & Taylor, 2003).
All major stakeholders—parents, teachers, school adminis-
trators, and legislators—are likely to be more receptive of
interventions if they clearly understand the evidence that
children with social-emotional problems are at elevated
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risk for poor academic performance and eventually are at
elevated risk for dropping out of school and subsequent
problems in adulthood (National Institutes of Health,
2000; Noam & Hermann, 2002; Rones & Hoagwood, 2000;
Short, 2003).

Another major impediment to the widespread use of
schools to foster mental health has been interventionists’
neglect of critical contextual factors. Ringeisen, Hender-
son, and Hoagwood (2003) argue that the children’s mental
health literature does encompass multiple evidence-based
interventions (such as those previously cited here). In ef-
forts to transfer interventions developed in laboratories to
the school setting, however, there has been an unfortunate
lack of attention to aspects of the school context that
strongly affect intervention delivery (e.g., by involving
teachers in the design and implementation of interven-
tions). The third impediment is perhaps the most obvious
one, that of burden: Resources are already stretched thin,
particularly so in those schools that most need them. For
example, it is estimated that the ratio of school psycholo-
gists or school social workers to students is about 1� 2,500;
for school counselors, the ratio is 1� 1,000. Acknowledging
these constraints, several authors have indicated that the
most urgent task need of the day is not necessarily to pro-
vide more resources for mental health services in schools,
but to use existing resources more prudently than they typ-
ically are used. We need movement away from individually
based mental health service delivery to integrated models
involving group- and classroom-based approaches, ongoing
professional consultations for school personnel, and in-
volvement of families and communities (Atkins, Graczyk,
Frazier, & Abdul-Adil, 2003; Doll & Lyon, 1998; Felner
et al., 2001; Hoagwood & Johnson, 2003).

Peers and Social Networks

Aside from adults at school, positive relationships with
peers can also serve important ameliorative functions for
at-risk children (Benard, 2004; Elder & Conger, 2000;
Jackson & Warren, 2000). Among children of divorce, for
example, a supportive relationship with a single friend may
help to buffer children from the deleterious effects of mar-
ital disruption (Hetherington & Elmore, 2003; see also
Bolger & Patterson, 2003). Other longitudinal research has
shown that peer acceptance and friendships attenuated the
association between aspects of family adversity and subse-
quent externalizing behaviors at the time of entry into ele-
mentary school and between fifth and seventh grades
(Criss et al., 2002; Lansford, Criss, Pettit, Dodge, & Bates,

2003; Schwartz, Dodge, Pettit, & Bates, 2000). Findings
such as these are viewed as reflecting three potential mech-
anisms: (1) the provision of “remedial” socializing con-
texts for skills not acquired in dysfunctional homes; (2)
modification of parents’ and children’s negative behaviors
by the more well-functioning peers and their parents; and
(3) enhanced bonds with the social institution of the school
(Lansford et al., 2003).

Intervention studies have also shown that peer-assisted
learning can result in significant increases in achievement
(Rohrbeck, Ginsburg-Block, Fantuzzo, & Miller, 2003), al-
though there have been relatively few large-scale, random-
ized trials involving use of peers to promote outcomes. The
potential in this regard is seen in Fantuzzo and colleagues’
(1996) resilient peer treatment program, a peer-mediated
classroom intervention involving pairing of socially with-
drawn children with manifestly resilient peers in the class-
room. In addition, several elementary and middle schools
throughout the country tend to use peer mediation to re-
duce conflict and promoting positive behaviors (e.g., John-
son & Johnson, 2001; Smith & Daunic, 2002), but again,
there is a need for more rigorous evaluations of their effec-
tiveness. Underscoring the socializing potential of peer en-
vironments, Kupersmidt, Coie, and Howell (2004) advocate
enhanced exploration of programs to prevent the spiraling
of problems of aggressive children by promoting contacts
between them and their more conventional peers.

Just as positive peer relationships can ameliorate effects
of adversity, problems in this domain can exacerbate vul-
nerability: Children who have been rejected by their peers
show relatively poor outcomes across multiple domains in
later life, including internalizing problems, school dropout,
and delinquency (Kupersmidt & Dodge, 2004). In a series
of studies with longitudinal designs, social rejection was a
consistent predictor of adolescent and adult criminality,
sexual promiscuity, suicide, Schizophrenia, and substance
use (McFadyen-Ketchum & Dodge, 1998). The combina-
tion of aggression and rejection spells particularly high
risk for long-term adjustment outcomes (see Kupersmidt &
Dodge, 2004).

Affiliation with deviant peers is a factor well known to
exacerbate vulnerability among at-risk youth, particularly
in relation to conduct problems and substance use. Among
preadolescent children of substance-abusing fathers, affili-
ation with deviant peers was a robust predictor of child
psychopathology (Moss, Lynch, Hardie, & Baron, 2002), as
it is among adolescents experiencing stressful life experi-
ences both within and outside the family (e.g., Barrera
et al., 2002; Scaramella, Conger, Spoth, & Simons, 2002;
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Tyler, Hoyt, Whitbeck, & Cauce, 2001). In the Great
Smoky Mountains Study, data on 9- to 15-year-olds inter-
viewed during the first three waves of this project showed
that association with deviant peers, along with increasing
levels of circulating testosterone, contributed to increases
in conduct disorders with age. Furthermore, these associa-
tions were mediated primarily by increases in non-physi-
cally aggressive behaviors (Rowe, Maughan, Worthman,
Costello, & Angold, 2004).

Dishion, McCord, and Poulin (1999) provided powerful
evidence on the potentially iatrogenic effects of peer aggre-
gation during early adolescence. These authors reviewed
longitudinal research data showing that adolescent friend-
ships can involve “deviancy training,” which in turn pre-
dicts increases in delinquency, substance use, violence, and
adult maladjustment. In addition, they presented findings
from two experimentally controlled intervention studies
showing that (1) as compared to control conditions, peer-
group interventions actually increased adolescent problem
behaviors and negative life outcomes in adulthood, and (2)
high-risk youth were particularly vulnerable to such peer
aggregations (i.e., more so than low-risk youth). Two devel-
opmental processes were discussed as possibly accounting
for the powerful iatrogenic effects; the first involved active
reinforcement for deviant behavior through laughter and so-
cial attention, and the second entailed the derivation of
meaning and values that provided the cognitive basis for
motivation to commit delinquent acts in the future.

The potential for such iatrogenic effects has often been
discussed in relation to the ecology of urban poverty. In
inner-city neighborhoods and schools, the peer culture
tends to reflect the larger community, so that youth grow-
ing up in high-crime neighborhoods can be exposed to more
delinquent peers than are youth in other environments
(Cauce et al., 2003; Leventhal & Brooks-Gunn, 2000;
Richters & Cicchetti, 1993). In turn, affiliation with delin-
quent peers exacerbates the risk for the development of
adolescent behavior problems. Furthermore, the personal
characteristics valued by peers in inner-city settings are
often at odds with those endorsed more conventionally
(Jarrett, 1999). For example, high peer popularity can be
associated with disruptive, aggressive behaviors at school
as well as low academic effort (Fordham & Ogbu, 1986;
Luthar, 1995; Luthar & McMahon, 1996), ostensibly re-
flecting the lack of conviction in poor urban communities
that conformity and application at school will actually re-
sult in long-term life successes.

Adding still further to the complexities of peer group ef-
fects, some have shown that influences of the inner-city

adolescent peer group can be beneficial in some spheres of
adjustment, even as they are counterproductive in others.
Seidman and Pedersen (2003), for example, reported that
inner-city adolescents who were antisocial and highly en-
gaged with friends were in fact at risk for delinquency. At
the same time, they were notably less depressed than were
comparison youth from the same background. There are
also probably varying effects of high status in the wider
peer group as opposed to support from close friends. Gut-
man, Sameroff, and Eccles (2002) found that levels of sup-
port from peers, as opposed to popularity with the wider
peer group in previously discussed studies, was associated
with higher math achievement test scores for high-risk ado-
lescents, but not their lower-risk counterparts. The authors
argued that peer support for academic success may in fact
be limited for African American adolescents (Steinberg,
Dornbusch, & Brown, 1992), but that among African
American teens exposed to multiple risks, those who feel
that they can depend on peers for help with problems fare
better academically than their counterparts with low per-
ceived peer supportiveness.

Aside from members of the peer group, relationships
with informal mentors can serve critical protective func-
tions. Evidence in this regard is seen in the Big Brothers
Big Sisters of America (BBBSA) movement, a program
that typically targets youth ages 6 to 18 years from single-
parent homes. Service delivery is by volunteers who inter-
act regularly with a youth in a one-to-one relationship,
and supervision is provided on a monthly basis for the 1st
year and on a quarterly basis subsequently. An evaluation
of the program has shown that as compared to their non-
participating peers, BBBSA youth were 46% less likely to
initiate illegal drug use, 27% less likely to initiate alcohol
use, and 52% less likely to skip school. They also fared
substantially better on academic behavior and attitudes
and had higher-quality relationships with their parents or
guardians as well as their peers (Tierney, Grossman, &
Resch, 1995).

With regard to mediators and moderators, Rhodes,
Grossman, and Resch (2000) tested a conceptual model in
which the effects of mentoring were mediated through im-
provements in parental relationships. The study included
almost 1,000 youth, randomly assigned to BBBSA or a con-
trol group, and questions were administered at baseline and
18 months later. Results indicated that improved family re-
lations did in fact mediate mentoring effects. In another
study, Grossman and Rhodes (2002) found that duration of
the relationship was a significant moderator variable. Ado-
lescents in relationships lasting a year or longer reported
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the largest number of improvements, with progressively
fewer gains (and sometimes even decrements) seen with re-
ductions in relationship length.

Salutary socialization experiences can derive from re-
ligious affiliation as well (Elder & Conger, 2000; Pearce,
Jones, Schwab-Stone, & Ruchkin, 2003). Studies by Miller
and her colleagues have demonstrated that religious
adolescents have relatively lower risk for problems such
as depression and substance use (e.g., Miller, Davies, &
Greenwald, 2000; Miller & Gur, 2002). Mechanisms
posited include indirect effects of primary socialization
(in that religion shapes the primary socialization sources,
comprising parents, peers, and school) as well as direct
ones (aiding in the adolescent’s search for meaning, pur-
pose, and identity in life).

The benefits of community supports to at-risk children
are paralleled by those to their parents: Parents with infor-
mal social support networks show better psychological
well-being and positive parenting and fewer negative par-
enting practices (Belsky, 1980; Burchinal et al., 1996;
R. D. Taylor et al., 1993). Among inner-city mothers, those
with high levels of perceived support displayed relatively
few depressive symptoms, experienced less negativity
about the parental role, and used less punishment (McLoyd,
Jayaratne, Ceballo, & Borquez, 1994). By the same token,
feelings of social isolation and loneliness tend to character-
ize low-SES parents who are neglectful of their children
more than those who are not (Luthar, 1999).

Perceptions of social support may be more critical for
disadvantaged individuals than support actually used
(Berman, Kurtines, Silverman, & Serafini, 1996). Actual
receipt of help from others—for example, with child
care—benefited parents from different economic back-
grounds, but expectations of adequate support in crises
were more advantageous for low-income families than for
others (Hashima & Amato, 1994). Given the paucity of re-
sources and the multiplicity of life stressors among parents
who contend with conditions of serious economic disad-
vantage, convictions that help will be forthcoming when
needed may be particularly comforting to them.

Indirect benefits to children via support received by par-
ents are also evident in research on interventions (e.g.,
Luthar & Suchman, 2000). In the Chicago Parent-Child
Project, for example, many of the benefits deriving from
this program were mediated by parents’ involvement in
children’s education and school (Reynolds, 2000; Reynolds
& Ou, 2003), probably reflecting improvements in parent-
ing practices and attitudes, as well as enhanced family sup-
port. As noted earlier, in Yoshikawa’s (1994) review of
early intervention programs successful in reducing long-

term delinquency, comprehensive support to parents con-
stituted a key ingredient.

Support to parents via religious communities can also be
beneficial. Brody, Stoneman, and Flor (1996) showed that
among rural African American families, relatively high
formal religiosity was linked to more cohesive and less
conflictual family relationships. Associations such as these
might reflect, in part, the connectedness and social sup-
ports experienced by those who attend church regularly, as
church attendance provides a place for families to gather
and socialize (Brody et al., 1996). In addition, intraper-
sonal processes might be implicated, such as reliance on
relatively effective coping strategies. Kendler, Gardner,
and Prescott (1997) reported, based on twin study data,
that adults with high personal religiosity reflected compar-
atively low susceptibility to the depressogenic levels of
stressful life events; they also reported lower levels of alco-
hol and nicotine use compared to others. Among parents
who had lost an infant to Sudden Infant Death Syndrome,
those high on religious participation and importance
showed less distress than others, and these effects were
mediated by two dimensions of coping: cognitive process-
ing of the loss and finding meaning in the death (McIntosh,
Silver, & Wortman, 1993). Similarly, among elderly
women who had suffered hip fractures, those who were
more religious had better physical and psychological coping
than did others (Pressman, Lyons, Larson, & Strain, 1990).

The connotations of religiousness are not invariably
positive, however; in fact, it can sometimes exacerbate vul-
nerability. Among women (but not men) who had been de-
pressed as children, personal religiousness was found to
pose as much as a twofold increase in risk for depression in
adulthood (Miller, Weissman, Gur, & Greenwald, 2002).
The authors suggest that childhood depressive symptoms
such as guilt, low self-worth, and excessive self-blame (all
common features of female depression) can sometimes
distort religious messages emphasizing altruism, empathy,
and other-centeredness, leading some women to become ex-
cessively submissive, self-depriving, and lacking in self-
expression. Furthermore, Garcia Coll and Vasquez García
(1995) have argued that strong beliefs in the supernatural
may sometimes take the form of fatalism, and if at-risk
youth and families come to believe that nothing can be done
to improve one’s lot in life, this can create formidable bar-
riers in improving the overall quality of their lives.

Neighborhoods

Moving on from the relatively proximal extrafamilial con-
texts of school, peers, and interpersonal supports to those
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more distal, aspects of the community may also play an im-
portant role in buffering risk for children (Garbarino, Ham-
mond, Mercy, & Yung, 2004; Gorman-Smith & Tolan,
2003; Sampson, 2001). Particularly important are social
organization processes in the neighborhood (Sampson
et al., 1997; Wilson, 2003), which involve features such as
high levels of cohesion, a sense of belonging to the commu-
nity, supervision of youth by community adults, and high
participation in local organizations. Such neighborhood so-
cial processes can help buffer the impact of structural char-
acteristics of the community (e.g., poverty, violence) either
by affecting parents’ behaviors or directly benefiting chil-
dren themselves (Furstenberg et al., 1999; Leventhal &
Brooks-Gunn, 2000; Sampson, 2001). To illustrate the for-
mer, Mahoney and Magnusson (2001) found that among at-
risk youth, fathers’ involvement in community activities in
late childhood was associated with significantly lower risk
for persistent criminal involvement over time. These find-
ings were seen as possibly reflecting the effects of more
conventional values of fathers who were involved in com-
munity activities, their relatively greater personal re-
sources, or their generally higher levels of involvement in
their sons’ lives. Direct benefits to children are seen in
Gorman-Smith and Tolan’s (2003) findings that when
inner-city families are lacking in warmth and closeness,
children’s vulnerability can be reduced somewhat if they
feel a sense of belonging and support in the neighborhood.

Whereas extracurricular activity involvement is widely
believed to confer protective functions, the type of benefit
depends, to some extent, on the degree of structure of the
activities. Research by Mahoney (2000) showed that among
pre- and early adolescent children manifesting multiple ad-
justment problems, involvement in school extracurricular ac-
tivities was linked with reduced rates of early dropout and
criminal arrest over time. Results of another study, however,
indicated that it was only participation in structured leisure
activities that reduced risk for antisocial behavior; when
structure was low (as in youth recreation centers), risks for
deviant peer relations and antisocial behaviors were actually
heightened (Mahoney & Stattin, 2000).

Youth-serving community organizations can directly
provide protective functions to low-income youth, but the
number that actually deliver this in contemporary society
is woefully inadequate. Just as quality day care is rarely
obtainable by those who need it the most, so are quality
youth organizations rare in those neighborhoods that most
need them, where economic and political resources are low
and social disorganization is high (Cauce et al., 2003). This
dearth of institutional services, along with low resources
in schools, results in a lack of attractive, organized, and

positive afterschool activities for youth, leaving them open
to the allure of illegal activities with peers and adults in
the community (Luthar & Burack, 2000; Seidman & Peder-
sen, 2003).

There have been few neighborhood-level interventions
thus far that have been focused on children’s well-being
(Leventhal & Brooks-Gunn, 2000), yet promising efforts
are seen in Tolan and colleagues’ (2004) Schools and Fami-
lies Educating Children (SAFE Children) intervention. This
preventive program is focused on promoting strong family
relationships and developing support networks in the neigh-
borhood, with attention also to children’s academic func-
tioning. Intervention families have shown improvements in
parents’ functioning and in children’s academic perfor-
mance, with gains most pronounced among those who, at
the outset, manifested the highest levels of disturbance
(Tolan et al., 2004).

Based on their own experiences, Gorman-Smith and
Tolan (2003) note that in designing future interventions
based at the neighborhood level, two interrelated consider-
ations are critical. The first is that they should involve con-
stituent groups as far as possible, and the second is that (as
with families), they should strive to promote benefits that
can be sustained by recipients over time. Gorman-Smith
and Tolan also point to the promise of community efforts
involving coalitions of local groups and agencies (such as
police and faith-based organizations) in addressing risks
specifically associated with urban poverty (e.g., initiatives
to inhibit illegal gun trade).

Finally, among adults, relocation out of at-risk commu-
nities can be beneficial by providing major changes in life
opportunities or in people’s cognitive set and self-views
(Werner & Smith, 1992). Movement toward relatively posi-
tive trajectories has been shown, for example, with respect
to army experiences for low-income youth prone to delin-
quency (Laub & Sampson, 2003; Sampson & Laub, 1996).
Among low-income children who had poor grades and self-
inadequacy, those who entered military service relatively
early showed more positive outcomes in terms of complet-
ing their education, getting married, and having their first
child later than did nonveterans (Elder, 1986).

Individual Attributes: Malleability in Contexts

In overviewing the triad of vulnerability and protective
processes in resilience, it has been argued that children’s
own attributes should be considered after aspects of their
family and community for three critical reasons (see
Luthar & Zelazo, 2003). From a basic research perspective,
numerous studies, described in some detail in discussions
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1 A parallel approach is evident in the Search Institute’s listing
of 40 developmental assets. The list begins with the external as-
sets, and noted first are dimensions of support, including the cat-
egories of family support, positive family communication, other
adult relationships, caring neighborhoods, and caring school cli-
mates. Internal assets are the second 20 items on the list, sub-
sumed in categories such as commitment to learning, positive
values, and positive identity.

that follow, have shown that many positive child attributes
are themselves often dependent on processes in the proxi-
mal and distal environments. From an applied perspective,
it is logical that interventions to foster resilience should
focus less on what young children are able to do for them-
selves and more on what adults must do to bolster the chil-
dren’s own efforts. From a policy perspective, to place
primary emphasis on child attributes could carry the risk
that public debate will shift away from the major environ-
mental risks that affect children, leading to decreased allo-
cation of resources to ameliorate these risks (see Luthar
et al., 2000a; Luthar & Zelazo, 2003). It is these due to con-
siderations, rather than any devaluing of children’s own
strengths, that the emphasis is placed on families and com-
munities in transaction with the children rather than the
other way around.1

To underscore the perils of overemphasizing children’s
own attributes, we begin this section by presenting evi-
dence on the malleability of some of the most commonly
cited protective child attributes, starting with intelligence
(probably the single most often mentioned asset). Studies
on diverse risk groups show that individuals with high IQ
tend to fare better than others (Luthar, 2003; Masten,
2001). At the same time, evidence of environmental influ-
ence is seen in Sameroff and colleagues’ (Sameroff, Seifer,
Zax, & Barocas, 1987) findings almost 2 decades ago that
children facing no environmental risks scored more than 30
points higher than children with eight or nine risk factors.
No preschoolers in the zero-risk group had an IQ below 85,
whereas 26% of those in the high-risk group did.

Since then, others have shown that disturbances in
parents’ functioning can affect child intelligence. A twin
study by Koenen, Moffitt, Caspi, Taylor, and Purcell
(2003) showed that among 5-year-old children, those ex-
posed to high amounts of domestic violence had an IQ that
was 8 points lower, on average, than the IQ of children not
exposed to domestic violence. Furthermore, domestic vio-
lence accounted for significant variation in IQs even after
considering possible genetic effects and externalizing and
internalizing problems that could impair performance on

standardized tests. Similarly, maternal depression has been
associated with relatively low child cognitive functioning
both in the postpartum period (Murray, 1992; Sharp et al.,
1995) and in the preschool years (NICHD, 1999; see also
Cicchetti et al., 2000).

Powerful testimony on this issue lies in work by Rutter,
O’Connor, and their colleagues, on adoptees from Roman-
ian orphanages. Caregiving conditions in these orphanages
ranged from poor to appalling: Infants were typically con-
fined to cots, there was no personalized caregiving and few
toys, feeding often occurred via propped-up bottles, and
washing was done by hosing the babies down (Rutter & the
English and Romanian Adoptees Study Team, 1998). When
these children entered into adoptive families in the United
Kingdom, they had mean cognitive functioning scores in
the mentally retarded range. However, longitudinal evalua-
tions showed catch-up effects, in that babies who were
adopted by 2 years of age by families in the United King-
dom lost their profound early deficits, and by the age of 4
came to show near-average developmental status.

In terms of underlying mechanisms, environmental dep-
rivation may lead to cognitive deficits because of lack of
appropriate stimulation and even adverse effects on brain
development. Depressed and psychologically withdrawn
caregivers, for example, can provide limited stimulation for
the development of cognitive skills and expressive language,
and deficits in the mother-child relationship can constrain
the child’s developing sense of self-efficacy and agency, in
turn inhibiting her active exploration of the environment
(Cicchetti et al., 2000). Biologically, studies have shown
that stress generates high levels of catecholamines and cor-
tisol, and chronic activation of the stress response can re-
sult in the death of neurons in specific brain regions, with
these effects most profound during early childhood, when
neuroplasticity is high (Cicchetti & Walker, 2003; DeBel-
lis, 2001; DeBellis et al., 1999; Sanchez, Ladd, & Plotsky,
2001). Results of animal studies clearly establish that early
enriched versus deprived environments connote substantial
differences in animals’ neurochemical, physiological, and
neuroanatomical functioning, with the last including varia-
tions in the weight of the brain and structural modifications
of the cerebellar cortex (Curtis & Nelson, 2003).

Discussions on intelligence thus far have been focused
on periods early in development, and one might argue that
high IQ would be more powerful in resilience later in de-
velopment; though probably true, the evidence is not un-
equivocal even at older ages. Up through middle
childhood, it does seem that bright children tend to show
stability in everyday competence despite increasing levels
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of life stress (e.g., Garmezy et al., 1984; Masten, 2001).
On the other hand, among three different samples of low-
income adolescents, intelligence was not found to be pro-
tective; to the contrary, there were suggestions that bright
youth may be more sensitive than others to negative envi-
ronmental forces (Gutman et al., 2003; Luthar, 1991;
Luthar & Ripple, 1994). In other words, intelligent adoles-
cents fared far better at school than did less intelligent
ones when life stress levels were low, but when stress was
high, they lost much of this advantage and showed compe-
tence levels similar to those of their less intelligent coun-
terparts. More striking, Fiedler (1995) found that high IQ
adults showed leadership success under conditions of low
stress, but that when stress was high, IQ was inversely cor-
related with leadership success.

Findings such as these have been viewed as suggesting
that the manifest benefits of innate intelligence vary de-
pending on aspects of the proximal environment. In areas
of concentrated poverty, where conventional means of
achieving self-worth (e.g., good grades, productive em-
ployment) are generally scarce, for example, intelligent and
creative teenagers may use their talents in ways that bring
more immediate gains, such as illegal entrepreneurship,
rather than through striving for excellence at school
(Gutman et al., 2003; Luthar, 1991; Richters & Cicchetti,
1993). Freitas and Downey (1998) cite research showing
such patterns among adult women who were incarcerated;
among recidivists, many personal attributes commonly
seen as protective in nature were identified as actually aid-
ing them in their criminal activities.

The previously described evidence on intelligence is
paralleled by similar evidence on temperament, also shown
to confer protection against stress (e.g., Mendez, Fantuzzo,
& Cicchetti, 2002; Murry, Bynum, Brody, Willert, &
Stephens, 2001). Benefits have been found in relation to not
only psychological and behavioral but also biological out-
comes. To illustrate, children low on behavioral inhibition
may react less to stress than others, as suggested by evi-
dence of resting right frontal EEG activation among inhib-
ited children (Calkins & Fox, 2002); as noted earlier, this
pattern is linked with tendencies to respond to stressful
events with negative affect or depressive symptoms (Curtis
& Cicchetti, 2003).

Whereas temperamental differences can be seen as
early as 4 months of age and show continuity over early
childhood (e.g., Kagan, Snidman, & Arcus, 1998), both the
manifestation and ramifications of temperament can be
modified by environmental features. During the preschool
years, for example, children show differences in terms of

shyness versus extraversion, as well as the tendency to feel
negative emotions more or less deeply (Rothbart & Jones,
1998), and the external manifestations of both these di-
mensions can be modulated by effortful control. As Rutter
(2000) has noted, scientists long ago moved past the point
of misleading assumptions that “constitutional” factors are
unalterable; whereas some children do have a tendency to
be more impulsive or oppositional than others, their inter-
actions with the world contribute to determining the be-
havioral conformity they display. In a similar vein, some
children are temperamentally more exuberant than others,
and some feel negative emotions more intensely than do
others, but the external manifestation of these emotions
and whether they lead to rejection by peers depends on the
degree to which they can modulate their emotions (Fabes
et al., 1999; Rubin, Coplan, Fox, & Calkins, 1995). And
children’s abilities to modulate or inhibit the expression of
emotions depend, as described in the paragraphs that fol-
low, on the nature of their interpersonal relationships, par-
ticularly those early in life.

Several studies have established the protective effects of
self-regulation from early childhood onward (see Shonkoff
& Philips, 2000). Among low-income children, emotion
regulation at the age of 31⁄2 was related to self-control on
entry into first grade (Gilliom, Shaw, Beck, Schonberg, &
Lukon, 2002), and those with low emotional knowledge at
first grade showed significant increases in internalizing
symptoms over the next 4 years (Fine, Izard, Mostow,
Trentacosta, & Ackerman, 2003). These findings suggest
that among children just entering school, those who find it
difficult to interpret others’ emotions may get into a cycle
where dysfunctional social exchanges lead to isolation
and thus sadness, and these emotions in turn jeopardize fu-
ture interactions with others. Among adolescents in low-
income families, Buckner et al. (2003) found that good self-
regulation contributed to resilience—good mental health
and emotional well-being—even after considering self-
esteem and nonverbal intelligence. Even perceived self-
efficacy to regulate positive and negative affect is related
to adolescents’ beliefs that they can manage academic,
transgressive, and empathic aspects of their lives, with
these forms of perceived self-efficacy, in turn, related to
later levels of depression, delinquency, and prosocial be-
haviors (Bandura, Caprara, Barbaranelli, Gerbino, & Pas-
torelli, 2003).

As suggested earlier, self-regulation itself depends
squarely on relationships; in point of fact, children’s com-
pliance within the mother-child dyad is the first sign of
internalizing adults’ rules (R. Feldman, Greenbaum, &
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Yirmiya, 1999; Kochanska, 1997; Kochanska, Coy, &
Murray, 2001; Stifter, Spinrad, & Braungart-Rieker, 1999).
As Shonkoff and Phillips (2000, p. 121) emphasize:

It is clear at this point that the various components of active,
internally guided regulation of attention, behavior, and emo-
tion emerge . . . in the context of caregiving relationships that
explicitly guide the child from her dependence on adults to
regulate virtually every aspect of functioning to gradually
taking over and self-regulating her own behaviors and feel-
ings in one aspect of her life after another.

In their study of 90 toddlers, R. Feldman and Klein (2003)
showed that compliance to parents in child care centers was
associated with parents’ sensitivity and philosophy. Among
young boys in low-income families, secure attachment to
mother and positive maternal control at the age of 11⁄2 years
predicted effectiveness of emotion regulation at the age of
31⁄2, and this in turn was related to capacities for self-
control on entry into first grade (Gilliom et al., 2002).
Finding that self-regulation distinguished manifestly re-
silient low-income adolescents from others, Buckner and
colleagues (2003) noted that this capacity is itself shaped
by teenagers’ relationships in the family.

Aside from self-regulation, individuals’ propensities to
cope effectively with challenges also rests on “meaning
making”—phenomenological interpretations of events in
their lives (e.g., Beardslee, 2002; Hauser, 1999; Noam &
Hermann, 2002)—and this, too, is shaped by the environ-
ment as demonstrated in Spencer’s (1999; Spencer et al.,
2003) phenomenological variant of ecological systems the-
ory (PVEST). At the core of PVEST lie identity processes,
which define how adolescents view themselves within and
between their various contexts of development. Emerging
identities, however, are themselves conceptualized as
emerging within the framework of contextual forces that
potentially confer vulnerability (e.g., poverty or racial sub-
ordination) and net stress engagement, which is the individ-
ual’s actual experiences of both risks experienced and
support systems drawn on. Depending on the nature and
balance of these risks and supports, the individual develops
reactive coping methods, which in turn shape emergent
identities and, eventually, long-term life stage-specific
coping outcomes. A particularly attractive feature of
Spencer’s PVEST theory is the careful articulation of pol-
icy implications. She specifically underscores the need for
policymakers to recognize that “problem behaviors” cannot
be conceptualized as stemming simply from a child’s own
faulty coping processes or aberrant meaning making, for
these often are products of uncontrollable contextual
forces. Accordingly, interventions should address multiple

levels of the environment rather than focusing primarily on
the child labeled as being at risk.

There is similar evidence showing that many other child
attributes commonly labeled as protective factors can them-
selves be shaped substantially by the environment. Self-
efficacy, as Maddux (2002) notes, is strongly influenced by
the degree to which adults encourage or hinder the child’s
attempts at manipulation and control (Bandura, 1997). Self-
esteem can be protective for at-risk children but is itself af-
fected by parental warmth (Sandler et al., 2003). Internal
locus of control is commonly cited as being protective (e.g.,
Capella & Weinstein, 2001), and Bolger and Patterson
(2003) showed that early onset of maltreatment reduces the
chances that children are able to maintain internality of con-
trol. Other research has shown that when teachers are per-
ceived as cold and inconsistent, this progressively erodes
students’ convictions that they can produce their own suc-
cesses and avoid failures (E. A. Skinner et al., 1998).

The preceding examples resonate with recommendations
from resilience researchers for caution against inordinately
emphasizing the importance of protective child attributes
that are themselves malleable by the environment (see
Luthar et al., 2000a; Yates et al., 2003); at the same time,
there are several other caveats that warrant attention. First,
as we noted at the outset, prior discussions are not intended
to detract in any way from children’s own strengths.
Rather, the effort is (1) to circumvent any misguided blam-
ing of the victim that might stem from an emphasis on
child traits, and (2) concomitantly, to underscore the need
for policies alleviating the contextual risks facing many
youth. Second, there is no suggestion that personal attri-
butes do little for resilience in any absolute sense. In fact,
bright children likely fare better than others in many ways;
the point here is simply that even these youth may not real-
ize their full potential if they continually contend with
environmental assaults. Third, the relative salience of per-
sonal versus others’ attributes obviously shifts over time,
with young children’s well-being being more dependant on
the emotional sustenance they receive than is the well-
being of adults. Fourth, our arguments are not intended to
minimize the possibility that children’s attributes can
themselves exert effects on the environment, for example,
by eliciting different reactions from adults (e.g., Laird,
Pettit, Bates, & Dodge, 2003; MacKinnon-Lewis, Lamb,
Hattie, & Baradaran, 2001). From an intervention stand-
point, however, applied scientists are less likely to
“change” a young child to evoke positive feelings in parents
and teachers than to help adults behave in ways that evoke
positive reactions in the child. In the words of Shonkoff
and Miesels (2000, p. 123):
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For children whose problems do not fall within the clinical
range, early interventions to address regulatory behavior fo-
cused on “ fixing” the environment . . . warrant serious atten-
tion to balance the current focus on “ fixing” the child. It is
also clear that focusing on young children’s relationships
with adults and peers is a promising and complementary, yet
poorly exploited approach.

In a related vein, we do not imply in any way that pro-
grams addressing children’s own competencies do not
work, merely that the successful ones focus not only on the
child, but also on the environment, by working, for exam-
ple, with teachers and parents (Shonkoff & Phillips, 2000;
Zigler & Styfco, 2001). This is true even among children
well past the infancy and preschool years, as is exemplified
in research by Sandler and colleagues. Working with
school-age children of divorce, these investigators designed
an intervention with separate programs for mothers and for
children. Experimentally induced change in maternal
warmth did in fact lead to a reduction in children’s mental
health problems, whereas working with children’s coping
alone did not (Sandler et al., 2003; see also Maton, Schel-
lenbach, Leadbeater, & Solarz, 2004).

Other Individual Assets: Future Research Needs

The personal characteristics already discussed—intelli-
gence, easygoing temperament, self-regulation, self-
esteem, self-efficacy, and internal locus of control—are
commonly cited in the resilience literature (see Masten,
2001), but there are many others that warrant further em-
pirical attention. Among these are practical and emotional
intelligence. Sternberg and Grigorenko (2000, p. 215) have
defined practical intelligence as “intelligence as it applies
in everyday life in adaptation to, shaping of, and selection
of environments”; it is complementary to but distinct from
crystallized intelligence as measured by IQ tests. The im-
portance of this construct is evident in studies of children
and adults. In a village in Kenya, Sternberg and his col-
leagues (2001) found that children who had learned how to
use natural herbal medicines to cure their various ailments
were viewed by the community as both intelligent and
adaptive. However, this aspect of practical intelligence
was negatively correlated with conventional tests of crys-
tallized abilities. Similarly, among adults, assemblers in
milk-processing plants use complex strategies for combin-
ing partially filled cases of milk to minimize the number of
moves needed to fill an order (e.g., Scribner, 1984). The
order-filling performance of the assemblers was unrelated
to intelligence test scores or arithmetic test scores and
grades (Sternberg et al., 2001). In future research, greater

attention is clearly needed to practical intelligence as a
protective factor across different risk conditions and in re-
lation to different outcomes.

Emotional intelligence, as conceptualized by Mayer, Sa-
lovey, and their colleagues (Mayer, Salovey, Caruso, &
Sitarenios, 2003; Salovey, Mayer, Caruso, & Lopes, 2003),
is the ability to perceive and express emotions, to under-
stand and use them, and to manage them to foster personal
growth. The construct has four dimensions: (1) perceiving
emotion, (2) using emotion to facilitate thought, (3) under-
standing emotion, and (4) managing emotion. In terms of
its potential association with resilience, emotional intelli-
gence is in fact a central construct in school-based initia-
tives aimed at promoting social-emotional learning in
children (see Elias, Arnold, & Hussey, 2003; Greenberg
et al., 2003). Among adolescents, furthermore, researchers
have shown that this construct is linked with relatively low
likelihood of smoking cigarettes and drinking alcohol
(Trinidad & Johnson, 2002) and, following the major life
transition to beginning college, with greater likelihood of
attaining high academic grades (Parker, Summerfeldt,
Hogan, & Majeski, 2004). In adulthood, emotional intelli-
gence has been associated with relatively positive health
outcomes, possibly reflecting psychophysiological re-
sponses to stress (e.g., relatively low cortisol and blood
pressure responses to acute laboratory stressors; Salovey,
Stroud, Woolery, & Epel, 2002).

In future research on intelligence and resilience, it is
important not only to disentangle the contributions of
practical, emotional, and crystallized intelligence, but also
to move from focusing on discrete skills or particular
milestones to the underlying processes and functional ca-
pacities that underlie skills that span multiple domains
(Cicchetti & Wagner, 1990). Rather than relying on stan-
dardized IQ or achievement tests, for example, it will be
most useful to assess the underlying capacities that make it
possible for children to learn, such as the development of
different problem-solving strategies, the ability to general-
ize learning across situations, and the unfolding of high
motivation to explore and master new challenges (Shon-
koff & Phillips, 2000).

Aside from dimensions of intelligence, studies with
adults have shown the importance to resilient adaptation of
developmental maturity, as reflected in the types of de-
fense mechanisms typically used. Vaillant (2000) has noted
that the more mature defenses—such as altruism, suppres-
sion, humor, anticipation, and sublimation—tend to be
linked with relatively positive outcomes among individuals
at risk and, at the same time, are relatively independent of
social class, education, and IQ. In a long-term follow-up
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study of 73 14-year-old inner-city boys with low IQ and a
socioeconomically matched group with an average IQ of
115, Vaillant and Davis (2000) found that at the age of 65,
half of the low-IQ men were comparable to the high-IQ
group in terms of their own income and their children’s
level of education. These resilient low-IQ men were far
more likely than their low-IQ, poor-outcome counterparts
to use predominantly adaptive defenses, with the latter
group more often using maladaptive defenses such as turn-
ing against the self, projection, and fantasy.

Potentially counterintuitive findings on the role of de-
fenses in resilience stem from research on bereavement.
Whereas repressive coping is generally viewed as maladap-
tive, research by Bonanno and colleagues suggests that it
can foster resilience in the face of bereavement, as defined
by the maintenance of relatively stable, healthy levels of
psychological and physical functioning following the loss
(see Bonanno, 2004). Studies by this group have shown that
among bereaved individuals, repressors manifested rela-
tively little grief or distress at any point across 5 years of
bereavement. Among victims of childhood sexual abuse,
similarly, repressors were less likely to voluntarily disclose
their abuse when provided the opportunity to do so, but
they also showed better adjustment than others (Bonanno,
Noll, Putnam, O’Neill, & Trickett, 2003). Counter to psy-
chodynamic emphases on the importance of working
through negative emotions, therefore, Bonanno’s literature
review indicates that interventions emphasizing grief work
can be not just ineffective but sometimes even deleterious.

Of particular importance, the effects of talking about
grief might vary with developmental status; unlike be-
reaved adults, children may benefit significantly from
being encouraged to talk about their loss. In research by
Sandler and his colleagues (2003), bereaved children who
talked about their feelings with family members had lower
rates of mental health problems, whereas inhibition of
emotional expression was associated with higher rates of
internalizing and externalizing problems both cross-sec-
tionally and prospectively. Differences in findings be-
tween children and adults may partly reflect children’s
more limited cognitive understanding of death (i.e., in
terms of comprehending its finality), so that speaking
about this could be generally helpful for them. On the other
hand, for adults, continuing to talk about the loss could ap-
proach Nolen-Hoeksema’s (2001) notion of rumination,
which can compromise mental health. Another factor un-
derlying the differences between studies might be varia-
tions in definitions of repression or inhibition of emotions.
Sandler and colleagues note that they assessed children’s

efforts to actively hide or inhibit their grief, whereas in
many adult bereavement studies, repression was defined
not in terms of deliberate efforts to inhibit affect, but in
terms of discrepancies between autonomic arousal and ver-
bal expression of distress.

Complex associations involving developmental maturity
are also evident in findings on ego development, in that it is
generally associated with positive adjustment but can also
signal relatively keen sensitivity to distress. As conceptu-
alized by Loevinger (1976), ego development refers to a
“master” trait reflecting character development, which is
related to various aspects of cognitive and interpersonal
development, but that represents more than any of them
considered individually. High levels of ego development at-
tenuate risk for psychopathology in general and also among
at-risk individuals (see Westenberg, Blasi, & Cohn, 1998).
To illustrate, high ego development was linked with better
coping strategies and fewer symptoms among psychiatri-
cally hospitalized 12- to 16-year-olds (Recklitis & Noam,
1999) and with apparently lower reactivity to negative life
events among inner-city youth (Luthar, 1991). Among sub-
stance-abusing mothers, those at high developmental levels
were observed to have relatively positive interactions with
their 1-month-old infant (Fineman, Beckwith, Howard, &
Espinosa, 1997); among elderly women (75 to 103 years)
living in long-term care facilities, higher versus lower lev-
els of ego development showed links with affirming, negat-
ing, and despairing styles of reminiscence, in that order
(Beaton, 1991).

As with intelligence, however, high levels of ego devel-
opment are not necessarily an unmitigated blessing; as
Noam (1998) has argued, higher developmental levels
imply not just greater maturity but also greater complexity,
so that individuals at high levels may manifest more com-
plex problems. In a similar vein, Luthar and colleagues
(2001) argued that among mothers who admitted to having
“socially unacceptable” adjustment problems, such as un-
controlled displays of anger, those at high levels of ego de-
velopment (being more introspective and self-critical)
would suffer greater setbacks than others. Results were
consistent with this reasoning, suggesting that the complex-
ity and introspection characteristic of high developmental
levels may be advantageous in general, but once disturbing
problems have set in, introspection may come to take the
form of counterproductive rumination or guilt.

Wolin and Wolin’s (1993) definition of resilience en-
compasses a collection of several protective personal attri-
butes. Their definition refers to the capacity to bounce
back, to withstand hardship and to repair oneself, and is
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based on the following elements: (1) insight, or asking dif-
ficult questions and giving honest answers; (2) independ-
ence, or distancing emotionally and physically from the
sources of trouble in one’s life; (3) relationships, or making
fulfilling connections to others; (4) initiative, or taking
charge of problems; (5) creativity, or using imagination and
expressing oneself; (6) humor, or finding the humor even in
difficult circumstances; and (7) morality, or acting on the
basis of a conscience.

The protective potential of such constellations of attri-
butes also has been demonstrated by Hauser, Allen, and
their colleagues in narrative analyses in their long-term
study of individuals psychiatrically hospitalized as adoles-
cents (e.g., Allen et al., 1994, 1996). Hauser (1999) re-
ported on a subgroup of these youth who seemed resilient
as individuals; they had relatively high scores on multiple
competence dimensions (e.g., relationship closeness and
ego development) and low scores on several domains of
psychopathology (crime and hard drug use). In-depth inter-
views revealed five major protective attributes: (1) self-
reflection or high awareness of their feelings and thoughts;
(2) self-efficacy, or agency in making conscious choices
about their lives; (3) self-complexity in recognizing multi-
ple facets to different situations; (4) persistence and ambi-
tion in education and careers; and (5) self-esteem that, on
balance, was tipped more toward positive than negative
self-views.

Beardslee (2002) has reported similar protective effects
in his work with adolescent children of depressed parents.
Resilient youth were aware of what they were facing—they
recognized the parents’ illness, knew that they were not re-
sponsible for it, and saw themselves as separate from their
parents. In addition, they were able to put this experience
in words and could articulate some strategies to offset the
effects of the illness on them, for example, by forging nur-
turing relationships with adults outside the family. Among
inner-city youth, Noam and Hermann (2002) noted the pro-
tective potential of both insight and the capacity to use
symptoms and problems to motivate themselves toward
positive change.

Of the various social-cognitive constructs linked with
resilience, an intriguing one identified in the adult litera-
ture is benefit finding: the ability to see benefits in trau-
matic events. Among bereaved individuals, for example,
Davis and colleagues (1998) found that 6 months after they
had lost a loved one, as many as 73% of participants re-
ported that they had experienced something positive, such
as strengthened relationships with others, personal growth,
and a new perspective on life. Furthermore, this capacity

for benefit finding uniquely predicted distress several
months later. Similar trends were cited in a study of moth-
ers whose infants were in neonatal intensive care units;
again, three quarters of the participants indicated at least
one benefit from the child’s hospitalization experience
(Affleck et al., 1991). Obviously, such benefit finding has
greater potential to help with single or discrete traumatic
events than with stressors that are ongoing, over time, from
the external environment; they are also likely to be more
useful for individuals capable of formal operational
thought than children who think more concretely.

Empathy and altruism are two other attributes that can
confer benefits to individuals facing adversities; both have
been highlighted in the emerging positive psychology
movement (e.g., Masten & Reed, 2002; Zhou, Valiente, &
Eisenberg, 2003). In families with a depressed parent,
Beardslee (2002) found that resilient youth had a well-de-
veloped capacity to see things from others’ point of view
and to think about their needs. Feeling useful and impor-
tant to someone can also be critically important for one’s
own sense of well-being (Elder & Conger, 2000; Werner &
Smith, 1992); the Search Institute (2004) lists several re-
lated positive values, such as caring for others, standing up
for social justice, and involvement in service to others,
among their 40 assets for healthy development.

High self-esteem can be protective, as feeling positive
about ones’ capabilities provides strength in coping with
adversities, but frequently, there are complexities in asso-
ciations involving self-views. As Bandura et al. (2003)
showed, high perceived empathic self-efficacy among ado-
lescents was related to high prosocial behavior and less
delinquency among both males and females, but among
the latter, was also related to depressive problems, possibly
reflecting girls’ greater tendencies to vicariously ex-
perience the distress of others and their relatively low
sense of efficacy to manage their own negative affect. Sim-
ilarly, unrealistic, overly positive views of oneself—self-
enhancement—are often maladaptive, for example, in
terms of evoking dislike from others (Paulhus, 1998). At
the same time, self-enhancers can fare better than others in
the face of serious trauma, when threats to the self
are most salient. Among bereaved adults, self-enhancers
showed better adjustment than others in terms of ratings by
themselves, their close friends, and mental health profes-
sionals (Bonanno, 2004).

Harter’s (2002) recent work suggests the value of an-
other interesting construct that warrants attention: per-
sonal authenticity. This construct involves owning one’s
personal thoughts and emotions and acting in accord with



780 Resilience in Development: A Synthesis of Research across Five Decades

these (captured, respectively, by the injunctions “Know
thyself ” and “To thine own self be true”). Encompassing as
it does integration across multiple selves, this construct
may be particularly prominent, for example, in the adjust-
ment of immigrant youth, who often face differing expecta-
tions at home and in the mainstream culture of public
schools. Along with forces such as discrimination, lan-
guage barriers, and conflicts between subcultural and
mainstream value systems, this may affect their psycholog-
ical adjustment.

Tendencies to use positive emotions can also help offset
the effects of loss by quieting or undoing negative emotion
and by increasing support from important people in the en-
vironment. Among bereaved individuals, for example, those
who exhibited genuine laughs and smiles when speaking
about a loved one recently lost manifested better adjust-
ment, as rated by different respondents (Bonanno, 2004).
The field of positive psychology has pointed to several
other personal attributes that warrant further examination
as potential correlates of resilience in the face of not only
bereavement but other risks. Among people in general, pos-
itive outcomes have been found among people with high
levels of hope, optimism, and “flow” (Snyder & Lopez,
2002; S. E. Taylor, Kemeny, Reed, Bower, & Gruenewald,
2000); all of these attributes also may be beneficial for in-
dividuals who contend with adverse life conditions across
the developmental span.

SUMMARY OF EVIDENCE AND
FUTURE DIRECTIONS:
RECONCEPTUALIZING RESILIENCE

In concluding this chapter, the evidence reviewed from
almost half a century of work on resilience is briefly
summarized. Along with major findings from the litera-
ture, directions for future research and interventions are
delineated.

The first major take-home message is this: Resilience
rests, fundamentally, on relationships. The desire to belong
is a basic human need, and positive connections with oth-
ers lie at the very core of psychological development;
strong, supportive relationships are critical for achieving
and sustaining resilient adaptation. During the childhood
years, early relationships with primary caregivers affect
several emerging psychological attributes and influence the
negotiation of major developmental tasks; resolution of
these tasks, in turn, affects the likelihood of success at fu-
ture tasks. Accordingly, serious disruptions in the early re-

lationships with caregivers—in the form of physical, sex-
ual, or emotional abuse—strongly impair the chances of re-
silient adaptation later in life. Whereas some maltreated
children will obviously do better in life than others, the
likelihood of sustained competence, without corrective,
ameliorative relationship experiences, remains compro-
mised at best. On the positive side, strong relationships
with those in one’s proximal circle serve vital protective
processes, for children as well as adults.

Two broad ingredients are well known to be important in
good relationships: warmth and support, and appropriate
control or discipline. These dimensions have been at the
core of childhood socialization research for decades. More-
over, recent research shows that later in life, strong inti-
mate relationships, such as those in marriage, provide both
the support and the informal social control needed to nego-
tiate ongoing challenges in life.

There are several aspects of protective family processes
that warrant further attention in future research, such as di-
mensions of containment and investment (children’s beliefs
that parents will prevail in disciplining them and protecting
them from harm, respectively) and the role of consistency
in simple family routines such as regularly eating dinner to-
gether. Also needed is much more work on parenting as a
dependent variable. Good parenting is beneficial to all chil-
dren and, to this extent, is ordinary (Masten, 2001). On the
other hand, it is clearly extraordinary among at-risk fami-
lies because it is so difficult to sustain in the face of major
life risks such as chronic poverty and major mental ill-
nesses. A central task for the future, therefore, is to iden-
tify the specific protective processes that make for positive
parenting patterns among parents in high-risk circum-
stances, as well as the processes via which intervention
programs eventuate in improved parenting behaviors.

Additionally, more needs to be learned about the spe-
cific relationship ingredients that are particularly influen-
tial or important in the context of particular types of risk;
in neighborhoods rife with community violence, for in-
stance, strategies to ensure physical safety are clearly of
unique importance. Similarly, there must be more research
on developmental processes in ethnic minority families.
These individuals experience several stressors, including
overrepresentation in poverty and experiences of discrimi-
nation, and there should be greater inquiry into factors that
(in addition to the universals, such as warmth and disci-
pline) are especially salient in particular ethnic minority
groups. Examples of such factors include notions of family
responsibility, support, and obligations both in the immedi-
ate and the extended family, as well as racial socialization
and ethnic pride.
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Aside from these dimensions of psychological processes,
a critical priority must be to explore the role of genes in re-
lation to familial influences on resilience. We know that
both genes and the environment affect outcomes, and re-
silience researchers must increase their attention to the
former. Studies are needed that illuminate gene × environ-
ment interactions in resilient adaptation and genetic mark-
ers conferring vulnerability or resilience, with attention to
the mechanisms that might underlie their effects.

In the community domain, a major message from extant
research is that ongoing exposure to community violence is
highly inimical not only for children but also for their par-
ents and other adults. Among those who fear for their very
lives, it is unrealistic to expect psychological robustness:
When physical survival threatens, all developmental tasks
and processes are jeopardized. In the case of such risks,
therefore, our first order of business should be to focus on
eradicating these experiences in whatever way possible.
This is not to say that we should cease attempts to attend to
factors allowing some exposed individuals to fare better
than others. Rather, the suggestion is that even as we at-
tempt to identify such protective processes, any reports of
research findings must be accompanied by unequivocal
statements that these experiences are highly noxious and
fundamentally undermine children’s abilities to do well
over time. In the interest of averting research-based impres-
sions that some do indeed rise above such potent risks, we
must caution, as we present our findings, that all regularly
traumatized children are damaged in some integral way.

The community can be an important source of alterna-
tive support and care when the child’s own parents are
unable to provide these. High-quality child care is particu-
larly helpful for children in the most at-risk families,
as strong, supportive relationships with teachers can be
highly beneficial for school-age children and adolescents.
There is also great potential to use K–12 schools as a venue
to foster resilient adaptation. Thus far, several school-
based interventions based in social control and social
learning theories, involving teachers as well as parents,
have shown some success in randomized trials. What re-
mains insufficiently explored is the effectiveness of attach-
ment-based interventions in schools, where the emphasis is
on developing close, supportive bonds with teachers that
are sustained for as long as is feasible. Paralleling future
work with parents, scientists need to learn more about re-
silience-inducing teachers by illuminating the factors that
enable some teachers to bring out the best in their at-risk
students. In addition, interventions using positive peer re-
lationships to foster resilience warrant further exploration.
In considering the enhanced use of schools to foster re-

silience, it will be critical to (1) disseminate evidence that
psychological problems impair achievement, (2) carefully
consider contextual factors (characteristics of the school
and the wider community), and (3) maximize use of exist-
ing resources rather than necessarily seeking new ones.

Support provided by informal mentors (as in Big Broth-
ers Big Sisters) can also serve important protective func-
tions, especially when the relationships are of relatively
long duration. Similarly, involvement in religion, can con-
fer benefits via the availability of a stable support network
in addition to promoting relatively positive coping strate-
gies. At the neighborhood level, cohesion and shared super-
vision of children are important positive influences, as is
high participation in local and voluntary organizations.
Children benefit from participation in structured extracur-
ricular activities, but unstructured settings (as in youth
recreation centers) can exacerbate risks. In the years
ahead, it will be useful to explore more interventions that
involve families in the context of their communities, with
emphasis, on developing strong networks among parents,
school personnel, and neighborhood groups and agencies.

People’s personal characteristics obviously affect re-
silience, but many personal attributes are themselves
shaped by aspects of the external environment, especially
among children. This is powerfully demonstrated in evi-
dence on changes in cognitive ability as a function of the
quality of the early environment in orphanages versus
adoptive families. Other protective traits, such as good
self-regulation, high self-efficacy, and internal locus of
control, are also highly affected by the quality of proximal
interpersonal relationships.

Studies with adults have suggested the importance of
several personal attributes relatively rarely examined thus
far in the context of childhood resilience, including practi-
cal and emotional intelligence and the capacities for
insight, empathy, and altruism. The ramifications of devel-
opmental maturity are complex: Whereas developmentally
mature defense mechanisms are often beneficial, there can
be times when repressive coping can be helpful (e.g.,
among bereaved adults). Similarly, high ego developmental
level is generally an asset but can be linked with height-
ened tendencies to self-recrimination and rumination. In
future research, there is value in studies not only on the
changing developmental significance of these various psy-
chological attributes, but also on the functional capacities
that might lie at their roots.

As with family factors, of critical importance in the
realm of personal characteristics are more studies on bio-
logical attributes, with attention to dimensions outlined in
the first section of this paper: hemispheric EEG activity,
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the startle reflex, stress hormones, and neurotransmitters
such as serotonin. Just as the environment sets confidence
limits within which biology determines functioning, biol-
ogy sets limits within which the environment determines
adaptation levels. If there is a chemical imbalance in the
brain that predisposes a person to depression, then the
threshold of tolerance to environmental stressors becomes
considerably lower, so that even stressors of moderate
severity could precipitate a debilitating depression. In
many instances, discovery of the biology involved in psy-
chiatric disorders can pave the way for appropriate phar-
macological interventions.

Research Designs: Optimizing Selection of Risk
Modifiers for Study

Aside from these suggestions about specific research ques-
tions and topics, there are some broader guidelines that are
critical from an applied research perspective, and these
have to do with prioritizing domains targeted for inquiry.
The evidence presented in this chapter reflects enormous
progress in the field but at the same time has the potential
to be somewhat overwhelming. Knowing that resilience is
affected by multiple processes at the social, psychological,
and biological levels, often interlinked bidirectionally,
how does the resilience researcher best design future re-
search? How should one prioritize in terms of the types of
constructs and questions most usefully examined in the
years ahead?

A major consideration in designing research that will
truly move this field forward will be to ensure concerted
attention to context in selecting risk modifiers for empiri-
cal study. We know that there are certainly some processes
that are beneficial across contexts and others that are
harmful. Beyond such universals (such as closeness and
discipline in families), there are risk modifiers that can be
highly influential in some risk settings but not others, and
we need more within-group studies that consider these
processes simultaneously, disentangling their relative sig-
nificance in particular contexts. Exemplifying this are the
following two illustrative questions. Beyond warmth and
discipline, among children of depressed parents, what is
the relative significance of the following as protective fam-
ily attributes: support from the nondepressed parent, open
discussions on the causes of depression, maintenance of
regular family schedules, and low genetic loading for af-
fective disorders in the other parent? Among children in
highly affluent, achievement-oriented communities (and
again, beyond warmth and discipline), what is the relative
influence of the amount of down time spent as a family, a

large number of weekly extracurricular activities for chil-
dren, and parents’ high standards for performance and
their tendency to be overtly critical of children’s failures?

A useful rule of thumb, particularly for scientists with a
largely applied focus, will be to focus most intensively on
risk modifiers with high promotive potential, as defined by
five major characteristics: forces that are:

1. Conceptually highly salient in the context of that partic-
ular high-risk setting;

2. Relatively malleable, or responsive to environmental
interventions;

3. proximal to the individual rather than distal;

4. enduring for long periods in the individual’s life; and

5. generative of other assets, catalyzing or setting into mo-
tion other strengths and mitigating vulnerabilities.

Early family relationships meet all of these five criteria,
being salient across risk settings, modifiable via interven-
tions, directly affecting the child, exerting this effect for
several years, and catalyzing other assets such as high
self-esteem and positive views of relationships. Another
example is the receipt of high-quality early childhood
education. This is particularly important in low-income
communities, can be provided by external interventions,
directly affects the child and over several years, and,
again, produces functional capacities that, in turn, pro-
mote the acquisition of diverse cognitive as well as psy-
chological and social skills.

Of parallel importance would be reduction of influ-
ences with high vulnerability potential, those that are con-
textually salient, modifiable via interventions, proximal,
relatively enduring in the absence of interventions, and
generative of other vulnerabilities. An example is youth’s
involvement in deviant peer networks. Biological vulnera-
bilities also could fall in this category, as deficits in sero-
tonin can be salient among individuals in families with
high genetic loading for depression; these deficits can be
modified pharmacologically; they directly affect the indi-
vidual’s everyday functioning; they tend to be stable in
the absence of interventions; and in inducing depressive
affect, they lead to other problems that further compro-
mise adjustment, such as loss of relationships or jobs.

In conclusion, the field of resilience has grown enor-
mously, and in exciting ways, in the half-century or so
since its inception. At this stage, scientists must broaden
the lens through which the phenomenon is viewed, drawing
on not only quantitative developmental psychology research
but also biological, genetic, anthropological, sociological,
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and clinical evidence. It would also be beneficial to move
beyond conceptualizing the search for processes simply in
terms of the triad of family, community, and individual fac-
tors. To best inform future interventions, researchers must
consider the resilience-enhancing quotients of the specific
risk modifiers chosen for study—in terms of their contex-
tual salience, malleability, proximity, stability, and genera-
tivity of other processes—as well as the degree to which
the constructs and questions might illuminate our under-
standing of psychological, biological, and social processes
implicated in resilience. Concerted efforts in these new
directions are critical if we are, in fact, to borrow from
Curtis and Cicchetti (2003, p. 773), to “move research on
resilience into the twenty-first century.”
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From its very beginning, human development is dependent on
the physical and social context for support. Some of this sup-
port is very basic and is required equally by all people (air,
water, food); other support is more complex (social care, lan-
guage training) and is necessary to varying degrees (culture-
specific competencies, multilingualism). Individual demand
profiles vary widely: People may have hereditary and ac-
quired vulnerabilities or deficits that require support and

This text is in many ways a follow-up to the chapter “Resilience
and Reserve Capacity in Later Adulthood: Potentials and Limits
of Development across the Life Span” (Staudinger et al., 1995),
which appeared in the first edition of this book. The present
chapter expands on the considerations and theories presented
there, offering modifications of some details but taking funda-
mentally the same approach. Therefore, we do not mention each
of the parallels and shared lines of argumentation in an explicit
citation. One of the authors of this chapter, Werner Greve, would
like to thank the colleagues who authored the earlier chapter for
their many useful comments and suggestions.

fostering, including specific kinds of intervention and pre-
ventive measures (e.g., special diets in the case of inherited
metabolic disorders such as phenylketonuria). But in all
cases, development can take place only given an appropriate
fit between individual and environment. Within the range of
possibilities that meet this requirement, human development
can unfold in a wide variety of ways. Even if all the neces-
sary preconditions have been fulfilled, development, if it oc-
curs at all, by no means follows a predetermined path. The
dispositions and characteristics inherent in each individual
and in human beings in general are confronted by an incalcu-
lably vast array of environmental influences (education and
socialization, learning environments and experiences, bio-
graphical characteristics and influences, critical and nonnor-
mative life events, historical influences, etc.). These factors,
furthermore, extend their influence throughout the entire
process of ontogenesis (P. B. Baltes, 1987; P. B. Baltes, Lin-
denberger, & Staudinger, 1998).

A large body of empirical and theoretical research, how-
ever, supports the idea that negative changes increase in
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later adulthood and old age, as everyday experiences and
stereotypes might indeed lead us to expect (P. B. Baltes,
1997). At the same time, many studies show that for the
large majority of older people, subjective well-being does
not decrease in later adulthood (Brandtstädter, Wentura, &
Greve, 1993; Staudinger, 2000b), at least into the early
phases of old age (P. B. Baltes, 1997). This implies the ex-
istence of different mechanisms at work, which buffer or
completely absorb the impact of increasingly negative de-
velopment influences.

This aspect of aging has never been more important than
it is today, at the beginning of the twenty-first century: So-
ciety is graying (Williamson, 2002), and historically
speaking, this is a “young” phenomenon (P. B. Baltes &
Baltes, 1990). Nevertheless, despite the growing popula-
tion of elderly people—both because more people are liv-
ing to reach old age and because on average they are living
longer (Maier & Vaupel, 2003)—there is much evidence
that elderly people in this aging society will do better so-
cially, physically, and psychologically than any older gen-
eration before them. In the last decade of the twentieth
century, for example, extensive evidence was published in-
dicating that older people do not develop symptoms of clin-
ical depression more frequently, but in fact less frequently
than younger people. Furthermore, they often remain fully
capable of social interactions after cognitive deficiencies
arise (for a summary, see Carstensen & Charles, 2003).
Although these findings contradict many of our expecta-
tions (which are probably derived in part from textbooks
on developmental psychology and gerontology), they may
be more than just the exception to the rule. Kegan (1998,
p. 198) reports what a friend told him when she reached
her 50th birthday: She experienced none of the symptoms
of “empty nest syndrome” (which she had expected), but
realized that “ the true meaning of liberation is when the
last child goes off to college and the dog dies.” This does
not challenge the idea that aging is associated with losses,
but suggests that these losses can be compensated for in
manifold ways. Furthermore, it emphasizes that conse-
quences of these losses are less severe than widely feared
and that their onset occurs at an increasingly later stage in
the life course.

Aside from the fact that this is good news to most of us,
why is it the case? An initial answer is: because of the prog-
ress in medicine and in social and medical care—in short,
the high living standards that prevail in the Western world.
But we argue that this answer falls short. Above all, provid-
ing for people’s physical and material needs is not every-
thing. Even when these needs are met, age-correlated
losses frequently still occur, for example, the end of work-

ing life, children leaving home, the deaths of loved ones, or
diminishing fluid cognitive competence (mechanics). Why
does the “paradox of well-being” (Staudinger, 2000b) still
prevail? Why do the majority of older and elderly people
not get sick or show any significant decline in their well-
being or mental health? To help answer these questions,
this chapter seeks to better understand and explain the phe-
nomenon of resilience.

The importance of resilient adaptation in the face of
adversity, in particular in childhood and adolescence, has
been stressed in several papers and books (e.g., Cicchetti,
Rappaport, Sandler, & Weissberg, 2000; Glantz & John-
son, 1999). Only recently has this concept been expanded
and applied to later stages of life, in particular to late
adulthood and old age (Brandtstädter, 1999b; Staudinger,
Marsiske, & Baltes, 1993, 1995). In the present chapter,
we argue that resilience—beyond childhood and adoles-
cence, but also beyond old age—is a central concept for
both the life span perspective on human development and
for developmental psychopathology. It conveys the idea
that individuals can avoid negative outcomes or decreasing
trajectories of development despite the presence of signif-
icant risk factors in their environment or potentially
harmful experiences during their lives. It also includes the
proposition that individuals can return to a normal, or
their initial, level of functioning following developmental
setbacks or crises, either with or without external support
(e.g., Garmezy, 1991; Masten & Coatsworth, 1998; Rut-
ter, 1987). By explaining the processes and mechanisms
that stabilize, protect, or help in the recovery of the psy-
chological functions affected in each particular case, it
will not only become more evident how development actu-
ally works, but also that negative developments and mal-
adaptation cannot only be explained by the presence of
specific risk factors, but also by the absence of protective
factors. Obviously, this implies that risk and protective
factors are defined independently.

As mentioned, both scientific conceptions and wide-
spread stereotypes traditionally associate age and aging
with loss, decline, and negative changes. In the following,
we argue that such negative stereotypes and conceptions of
aging are in part wrong, but for most one-sided (despite
their usefulness for stabilizing processes in downward
comparisons, e.g., Heckhausen, 1999; Pinquart, 2002;
Rothermund, 2005). We pursue the thesis that the majority
of aging individuals are able to maintain a satisfying level
of functioning and social networks and to stabilize their
subjective well-being, life satisfaction, and sense of iden-
tity and self-esteem. We argue that this ability to preserve
the quality of life throughout long phases of middle and
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late adulthood and into early phases of old age is both an
expression and a result of resilience-related processes and
resources. This claim has two implications. First, re-
silience is not the exception but the rule: Resilience is a
much more common and ordinary phenomenon than was
thought in early stages of investigation (Masten, 2001).
Second, it follows from this that processes of resilience
substantially contribute to the explanation of development
in later adulthood and old age in general. Thus, the per-
spective on resilience presented in this chapter also con-
tributes to our understanding of what adult development
and aging actually is.

In this chapter, resilience in later adulthood and old
age is investigated from the perspective of life span
development. According to this view, human develop-
ment is characterized by multidirectionality, multifunc-
tionality, plasticity, and permanent change of the individ-
ual’s experiences of gains and losses (P. B. Baltes, 1997;
P. B. Baltes, Lindenberger, et al., 1998; P. B. Baltes,
Staudinger, & Lindenberger, 1999; Staudinger & Linden-
berger, 2003a). Human development is embedded in his-
torical, cultural, and social contexts. Thus, an individual’s
course of life cannot be understood or explained without
referring to the historical circumstances, the cultural
influences, and the social interactions that frame and
form it. Although age-graded and nonnormative individ-
ual experiences and events determine the individual’s
development throughout the life span, development is nec-
essarily development in context. Socializing agents (par-
ents, peers, partners, and teachers) actively influence and
shape our biographies, and their efforts and actions de-
pend to a large degree on the cultural framework within
which they act.

Moreover, human development is, to a large degree, ac-
tively and intentionally steered and regulated by the
developing individual (Brandtstädter, 1998; Brandtstädter
& Lerner, 1999). To some extent, we are and become who
and what we want to be (Greve, Rothermund, & Wentura,
2005). Yet, the implied intentionality contained in this
phrase, even if it is accepted, carries a variety of connota-
tions. Some approaches argue that humans intentionally
coproduce their development (Brandtstädter, 1998; Brandt-
städter & Lerner, 1999; Greve, 2005; Lerner, Dowling, &
Roth, 2003); others take a constructivist stance and inter-
pret “producing” as semantic reconstruction (Straub,
Zielke, & Werbik, 2005). Within this range of perspec-
tives, one central aspect of resilience includes the adaptive
processes and the dynamic interplay between the pursuit of
personal (developmental) goals and the (developmental)
adjustment of these goals to constraints, losses, or changes

in action and developmental resources (Ryff, Singer, Love,
& Essex, 1998; Staudinger et al., 1995).

Hence, resilience is one of the key features of psycho-
logical aging. We are interested here not only in studying
the “normal” occurrence of resilience, but also in showing
how it can be fostered and enhanced both by the social en-
vironment and by intentional intervention. In research on
resilience during childhood and adolescence, modes of
supporting resilience have long been recognized (Cicchetti,
1993; Masten, 2001; Masten & Coatsworth, 1998; Werner,
1995). With respect to late adulthood and old age, how-
ever, options and opportunities for actively supporting re-
silience have only recently gained attention (with the ex-
ception of cognitive training; Ryff et al., 1998; Staudinger
et al., 1993, 1995). The activation of resilience constitutes
a central interface between life span development and de-
velopmental psychopathology, two domains that we aim to
connect more closely in this chapter.

A LIFE SPAN PERSPECTIVE ON
DEVELOPMENT IN LATER ADULTHOOD
AND OLD AGE

Resilience, as we conceptualize it in this chapter, entails
plasticity (cf. Staudinger et al., 1995). Plasticity, in turn,
is a central concept of the life span approach to develop-
ment. Thus, we start our discussion by presenting an
overview of the central assumptions and concepts of life
span psychology.

The life span approach to human development is charac-
terized by six central propositions (e.g., P. B. Baltes,
1987): (1) Human development actually continues through-
out the whole life span, (2) it proceeds multidirectionally,
(3) it can be described as a gain�loss ratio, (4) it reveals
great plasticity, (5) it is comprehensible only with refer-
ence to its historical embeddedness, and (6) a scientific ex-
planation of development has to include contextualism as a
paradigm (see also P. B. Baltes, 1987; P. B. Baltes, Reese,
& Lipsitt, 1980; Lerner, 1984).

At the beginning of this debate, developmental psycholo-
gists extended their perspective beyond youth and adoles-
cence to also include later phases of life, focusing their
investigations mainly on late adulthood and old age. In
these early days, the life span perspective on human
development was sometimes difficult to distinguish from
gerontopsychology. However, more recent approaches (e.g.,
P. B. Baltes, 1997; P. B. Baltes, Lindenberger, et al., 1998;
Brandtstädter, 1998; Roberts & Caspi, 2003; Staudinger &
Bluck, 2001; Staudinger et al., 1995) are finally linking
with earlier longitudinal studies on childhood and adoles-
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cence that have “grown older” over the years (e.g., Ei-
chorn, Clausen, Hann, Honzik, & Mussen, 1981; Hether-
ington, Lerner, & Perlmutter, 1988; Pulkinnen & Kokko,
2000; Reese, 1993; Sorensen, Weinert, & Sherrod, 1986).
This link is carried by the idea that the life span perspec-
tive on human development offers a unique and integrative
perspective on development that goes far beyond the sim-
plistic claim that developmental changes can be observed
in every stage of life. This approach is incompatible with
reducing development to stages or with portraying the sec-
ond half of life as largely a period of decline and despair.
Understanding development throughout the life span as
multidirectional (i.e., encompassing gains and losses at the
same time) and modifiable implies a view on aging that ac-
knowledges the losses but also focuses on stability and
gain. Thus, this view challenges models of aging that are
oriented exclusively toward decrements (P. B. Baltes, 1993;
Riley & Riley, 1989; Rowe & Kahn, 1987). Rather, it con-
ceptualizes development over the individual’s entire life-
time as a dynamic ratio of gains and losses. This applies not
only to later life, but also to childhood, a period that is
often viewed as characterized exclusively by progression
and increase. As early as 1965, Piaget described some vi-
sual illusions that increase with age and others that de-
crease. Even on a neurological level of description, when
looking at brain development between the ages of 8 and 12
months, we can observe the phenomenon of neural pruning,
that is, the disappearance of neural connections that were
established in earlier f lourishing phases but are no longer
useful or necessary (e.g., Huttenlocher, 2002). At the same
time, there are domains of cognitive functioning that show
stability through old age. For instance, work on wisdom has
repeatedly demonstrated the considerable progression and
advantages of older adults with respect to life experience
and advice (e.g., P. B. Baltes & Staudinger, 1993, 2000;
Staudinger, 1999a; Staudinger & Baltes, 1996). Even in the
development of memory, an area prototypically connected
with decline in old age, there is evidence that implicit mem-
ory shows stability or even increases across the life span
(Graf, 1990; Howard, 1991). Moreover, what constitutes a
developmental gain or loss is a complex question and
changes with age, both subjectively and theoretically (we
return to this issue later).

These propositions delineate a research program that
aims to identify the processes and potential of individual
development—within the specific cultural and historical
context (the present chapter aims to contribute to this).
Please note, however, that the propositions of the life span
perspective on human development (P. B. Baltes, 1987)
refer to different conceptual levels. They lend themselves

more or less directly to empirical testing. The proposition
that human development is a lifelong process is not so much
a directly testable hypothesis as it is a conceptual perspec-
tive that does not equate development with increase or gain.
Even in the first half of the twentieth century, the debate
was not about whether or not in part severe changes oc-
curred during old age, but about whether they should be
conceptualized as development. The life span approach
(and this chapter as well) proceeds from the understanding
that development at all ages (including old age) is a ratio of
gains and losses. Similarly, the commitment to contextual-
ism as a research paradigm is foremost a methodological
demand and, as such, not empirically falsifiable; it high-
lights the crucial forms of interaction that are missed by
focusing on the individual. This is also true of the demand
that historical embeddedness be taken into account. Al-
though this proposition reflects primarily a methodological
and theoretical requirement, the ignorance of cultural and
historical contexts would certainly lead to false inferences
about development.

The theory of the plasticity of organisms or their attri-
butes, and thus of their development (Lerner, 1984), poses
a number of empirical challenges. In this context, it is cru-
cial to underscore that the two concepts of development
and plasticity in principle are not logically interdependent
(they are, of course, interdependent in a life span perspec-
tive of development). Basically, the claim of plasticity of
organisms and their courses of development would also be
compatible with a concept of development that is limited
to specific phases of an organism’s evolving complexity. In
this respect, there are indications that in the first few
months of life, brain structures pass through sensitive de-
velopmental phases that are almost impossible to be com-
pensated later. Simultaneously, it was demonstrated that
the brain remains plastic even into advanced old age
(Li, 2003). When the idea of plasticity and thus the context
sensitivity of development is taken seriously, a narrow con-
cept of development as a sequence of qualitatively separa-
ble stages of development that ends when “maturity” is
reached in adolescence appears highly implausible. How-
ever, claiming development as a gain�loss ratio (Smith,
2003) makes it crucial to demonstrate significant gains and
losses across the whole life span (a few examples have al-
ready been cited).

How do gains and losses come about? Life span psy-
chology claims that gains and losses do not simply follow
an age-graded biological program. Rather, we need to
take into account age-graded cultural influences such as
norms that regulate behavior at different phases in our
life (Heckhausen, 1999; Kim & Moen, 2001a, 2001b;
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Neugarten, Moore, & Lowe, 1965). Those norms not only
operate as a constraint for the age-related behavior in
question, but also determine the self-image of the aging
person and thus influence which competencies are used or
trained and thus maintained over time (e.g., individuals
who do not walk or jog on a regular basis can be expected
to experience a tendency toward reduced mobility).
Besides, biology and culture, the two big sources of de-
velopment, themselves change depending on historical
time. Due to medical and nutritional progress, we seem-
ingly have become biologically “younger” at higher ages.
And clearly, historical influences, such as a war, change
development across ages. Finally, we need not forget
the importance of idiosyncratic constellations and events
on development.

Development as Lifelong Transactional Adaptation

The central claim of the life span development approach
is, obviously, that developmental changes occur from birth
until death. The developmental processes that occur
throughout the life span are not simply the mechanical un-
folding of predetermined maturational programs, or the cu-
mulative expression of the reactions of the developing
organism to environmental conditions or stimuli. Rather,
development can be characterized as “ transactional adap-
tation” (e.g., Lerner, 1984, 1986) or continuous “person-
environment interaction” (e.g., Magnusson, 1990). In short,
development is adaptation. Human development in context
can be viewed as a system of structures that must integrate
through a transactional process of adaptation (Ford &
Lerner, 1992; Lerner et al., 2003; Masten & Coatsworth,
1995; Thelen & Smith, 1998). The phenotypic appearance
of development is the present outcome of the individual’s
interactions with changing contextual circumstances (in-
fluences, stimuli, stable conditions) under the prevailing
genotypic and sociohistorical constraints or facilitators.
Moreover, some of these circumstances and conditions are
not only actively selected by the individual, but also ac-
tively shaped and modified (Caspi, 1998; Roberts & Caspi,
2003; Scarr & McCartney, 1983). This person-environment
interaction is thus not a one-way street, but a real transac-
tion, in which both person and environment experience (de-
velopmental) changes. Individuals transform their contexts
and are transformed by their contexts, sometimes simulta-
neously. As a consequence, the investigation of (human)
development has to take into account several levels of ob-
servation, and hence levels of explanation. Not only psy-
chological functions change with age, but so do contexts,
and the risks, resources, and functional consequences asso-

ciated with them. To give one example, our speech compe-
tence (vocabulary, f luency, etc.) develops with age, but so
do the contexts and conditions in which language changes
are acquired and used. One major consequence of an inter-
actional perspective on human development is that the
environment becomes pivotally important for a proper un-
derstanding of developmental processes. Far beyond being
a mere cue or motor for these processes, context has to be
viewed as a constitutive part of it. Accordingly, Ford and
Lerner (1992), following several earlier propositions (e.g.,
Oyama, 1985), talk about “developmental systems” (see
also Lerner et al., 2003).

Continuity and Discontinuity

Developmental processes may appear continuous or discon-
tinuous. For instance, in both the intellectual domain and
the personality domain, different authors have reported
mean level and interindividual retest stability on repeated
occasions (Costa & McCrae, 1988; Hertzog & Schaie,
1988; Schaie, 1994; Siegler, George, & Okun, 1979), indi-
cating a high level of individual stability for each respec-
tive aspect. At the same time, however, Nesselroade (1991)
has argued empirically and theoretically that there are sev-
eral indicators of remarkable intraindividual variability.
Thus, individual continuity and group-level stability have
to be reconciled with individual variability. As will become
increasingly clear in later sections, it is one of the theoreti-
cal aims of this chapter to demonstrate that the concept of
resilience can be understood as the crucial theoretical link
between continuity and change.

However, development can also be characterized by phe-
notypic discontinuity, that is, by disruption or innovation.
Innovation is perhaps the classic constitutive concept of
development. From Piaget to Erikson and Havighurst, when
the individual is confronted with a new challenge, “crisis,”
or “developmental task” (Erikson, Erikson, & Kivnick,
1986; Havighurst, 1973; Labouvie-Vief, 1982; Levinson,
1978; Oerter, 1986) that disturbs its “equilibrium,” he or
she has to assimilate the disturbing information or accom-
modate the disturbed part of the system. By doing so, the
individual develops toward a new level (often characterized
as a higher level) of intellectual or personal functioning. It
is the crisis that promotes development. For instance, the
transfer from school to an employment context in late ado-
lescence presents the individual with an array of new tasks
and challenges, as well as opportunities that have to be
dealt with, that require adaptation of concepts and compe-
tencies, and that, in short, force development. Retirement
or children leaving home are further examples of life
changes with developmental consequences.
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In this context, the term “continuity” bears potential for
misunderstanding. Besides connoting constancy and stabil-
ity (as opposed to change), it can also signify continuous
change. For example, the decrease of mobility and sensory
functions in later adulthood (P. B. Baltes, Lindenberger,
et al., 1998; Lindenberger & Baltes, 1994) occurs, under
normal conditions at least, not suddenly, from one moment
to the next, but as a continuous process. As such, it re-
quires—and at the same time facilitates—permanent adap-
tation of the developmental system (i.e., the organism
itself, the internal self-representation, physical and social
support systems). Thus, continuity can also be interpreted
as a process of change without reversals or gaps. Because
this is probably the most typical form of developmental
process (we usually do not even recognize that we are “cur-
rently developing”), continuity can in a certain sense be
considered an essential part of development, even if the
concept of development should entail qualitative changes.
As will become clearer in later sections, this is one of the
reasons resilience is not a phenomenon separate from devel-
opment, but is itself a developmental concept.

Finally, continuity, stability, and change depend on the
level of observation. Whereas a certain process can be
viewed as continuous from one perspective, is can appear
as changing from another (Brandtstädter & Greve, 1994b;
Lerner, 1984). For instance, although a tightrope walker’s
progress along the high wire appears to be completely con-
tinuous (stable), at the level of neuronal and muscular phe-
nomena almost everything is in motion (unstable). In short,
development as a phenomenon does not depend on the im-
mediate visibility of dramatic changes. Rather, phenotypic
stability (say, of personality) can be, and often is, precisely
the result of developmental processes that enable and main-
tain this stable aspect of the person (P. B. Baltes,
Staudinger, & Lindenberger, 1999; Greve, 2005). In turn,
phenotypic continuity and stability as well as discontinu-
ities can result from interactive processes that combine—
that is, integrate—both stable and variable components.
Thus, one central tenet of the life span developmental per-
spective is that we can never infer stable causes from stable
outcomes or variable causes from observable changes.

Multidirectionality and Multidimensionality of Life
Span Development

If lifelong development always entails gains and losses,
then every conception that claims that development is
confined to gains and to one universal goal, that is, a
higher state of functioning, is rendered untenable. Numer-
ous concepts from developmental psychology do, however,
contain precisely this implication, such as the concept of

“maturing out” (Vaillant, 1993). One consequence of the
life span approach is that such concepts can be applied
only to specifically defined domains, for example, to the
maturation of specific organs or the development of basic
competencies (e.g., walking, digestive control, sexual
maturation). When various domains of functioning are
considered together, however, one must assume that devel-
opment is multidirectional at one point in time, which is
obviously true within individual domains of functioning
as well. Thus, the differentiation between fluid and crys-
tallized intelligence (P.B. Baltes, Staudinger, & Linden-
berger, 1999) shows that in the domain of cognitive
abilities, different developmental trajectories exist for
different aspects. Similar differentiations have been sug-
gested for the area of personality development (Cloninger,
2003; Staudinger & Pasupathi, 2000).

The concept of multidirectionality is inextricably linked
to conceiving development as multidimensional. Not only
does a one-sided focus on individual domains of function-
ing (e.g., intellectual capacities) ignore the multifaceted-
ness and heterogeneity of developmental processes, it also
causes salient interactions between different domains of
functioning to be missed entirely. The close interaction be-
tween cognition and sensory functioning or between cogni-
tion and motor performance are two illustrations of this.
Development is based on three major influences: biology,
culture, and the developing individual. These three forces
vary in their importance between domains of functioning
and depending on chronological age. For instance, the prag-
matic component of cognitive functioning is more strongly
based on cultural than on biological influences, whereas
for the mechanic component, the opposite is the case (e.g.,
P. B. Baltes, 1987). Only through this multidimensionality
can multidirectionality, as discussed previously, ultimately
be understood. Thus, during adolescence, for example, an
increase in some abilities (e.g., physical strength, sexual
maturing) is accompanied by a decrease in others (e.g.,
ease of language acquisition)—a further example of the
permanently fluid gain�loss ratio.

Numerous findings do, however, favor the idea that this
individual gain�loss ratio worsens steadily over the life
course; as we age, we register this as well (Heckhausen,
Dixon, & Baltes, 1989). One should not jump to hasty
conclusions here, however: Individuals register their par-
ticular losses in a domain-specific manner. If we add up all
of these individually registered losses (see Brandtstädter
et al., 1993), we see that with increasing age, the losses
outweigh the gains—objectively, as it were. But in assess-
ing these losses, the individual weights them individually
(and metaphorically speaking, the weight of some losses
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may even be 0), such that the individual balance may dif-
fer significantly from the objective balance. In addition,
individuals tend not to assess all domains in a balanced
manner. Instead, as a rule, we focus on one specific do-
main (which explains why one’s current self-image within
the “working self ” can vary so widely from situation to
situation; Hannover & Kühnen, 2005). It all depends, in
other words, on one’s internal, subjective evaluation and
perspective. We return to this in greater detail later, as
this aspect already hints at a process that is central to
resilience (with regard to specific domains). For the pur-
poses of our argument at this stage, however, it is impor-
tant to note that the respective domain-specific losses are
not in general denied or refuted: Defensive coping strate-
gies (e.g., Haan, 1977; Vaillant, 1993) may sometimes be
useful for practical purposes (e.g., Lazarus & Golden,
1981) but are not the major force underlying resilience.

Inter- and Intraindividual Variability of
Life Span Development

This leads to a further point of pivotal importance for the
study of resilience at an advanced age from the life span
perspective. Human beings differ among themselves, in
some cases considerably, and not just at particular points in
time but also with regard to entire developmental trajecto-
ries. There are significant interindividual differences in
the magnitude, timing, sequencing, and even directionality
of change throughout the life span. Interindividual differ-
ences tend to increase as we age. Whereas some people are
able to preserve their intellectual acuity and mental abili-
ties up to an extremely advanced age, others already begin
to show decreased mental faculties at a very early age.
Even if one can generalize that negative changes are to be
expected and are therefore normal in some cognitive
domains (memory, speed of information processing, con-
centration) in the 7th and 8th decades of life (Salthouse,
1991), some people experience these changes earlier than
others, and others experience them to a lesser degree or not
at all (Nelson & Dannefer, 1992; Schaie, 1996).

In addition, there is a significant level of intraindividual
variability in these changes between different domains
(Nesselroade, 1989). The domain- and age-specific intrain-
dividual variability of development is important as it demon-
strates the plasticity of development, a central precondition
for resilience to occur. An individual’s intellectual perfor-
mance on an achievement test can vary dramatically depend-
ing on the prevailing personal and situational conditions
(e.g., distraction, fear, fatigue, preparation, practice, distur-
bances). Furthermore, this domain-specific intraindividual
variability helps to prevent stark generalizations from be-
coming established stereotypes. It is not necessarily given

that a person experiencing deterioration processes in one
functional domain will also show functional losses in all oth-
ers as well. A person who is physically frail, for example, can
still remain intellectually alert, creative, and productive
(e.g., Smith & Baltes, 1993).

In summary, the concepts of multidimensionality, mul-
tidirectionality, and, in particular, interindividual and in-
traindividual variability indicate that an almost infinite
variety of developmental constellations can emerge. The
degree of phenotypically recognizable individuality tends
to increase over the life course (at least up to age 85), first
because the individualizing (nonnormative) influences of
the biography cumulatively increase, and second because
the canalizing effect of preformed biological dispositions
decreases (P. B. Baltes, 1993, 1997; Staudinger & Linden-
berger, 2003b).

Development as Dynamic Change of Individual- and
Domain-Specific Gain�Loss Ratios

What may be the central hypothesis of the life span per-
spective on human development is that the numerous
changes people experience in the course of their lives do
not have any a priori fixed directionality. Even in particu-
lar domains or phases of development that appear very uni-
form (e.g., learning to walk in the first 12 months of life),
there is actually a high degree of individual variability:
Strongly divergent trajectories can always emerge (e.g.,
with hereditary physical disabilities), and changes beyond
midlife show that physical mobility does not demonstrate
generally “upward” development over the entire life span.
Each area can show gains, stability, or losses in each phase
of development, both objectively and subjectively. From
the perspective of the approach taken here, development
consists of a highly interlinked system of changes in differ-
ent directions that can have different consequences—either
positive or negative—from case to case (P. B. Baltes, 1987,
1997; Staudinger & Lindenberger, 2003a; Weinert, 1994).
As will become clear in this chapter, although processes of
resilience ensure in many ways that the individual achieves
a tolerable or even satisfactory final result overall, these di-
verse mechanisms naturally also contain the potential for
maladaptive and dysfunctional processes. Developmental
psychopathology thus seeks to identify the risk factors and
developmental constellations that render individuals vul-
nerable and can lead to pathological development trajecto-
ries (Cicchetti, 1993; Cicchetti & Garmezy, 1993; Jessor,
1993; Rutter, 1987). This is precisely the point where de-
velopmental psychopathology and life span developmental
psychology meet.

The perspective discussed here—that development
should be conceptualized as a dynamic system of gain�loss
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ratios (Smith, 2003)—goes far beyond merely establishing
the existence of multidirectionality within and between
different domains of development. It aspires to the idea that
the processes of human development can be understood
only when the organism and the environment with which it
interacts are understood as a complex developmental sys-
tem (e.g., Ford & Lerner, 1992; Lerner et al., 2003). The
different developmental domains discussed earlier interact
with the environmental resources that are affected or in-
volved in each particular case, and this creates the dynamic
system of gains and losses. In addition, the individual’s re-
sources (energy, time, material resources, etc.) are always
limited (P. B. Baltes & Baltes, 1990; Staudinger et al.,
1995), and thus each investment decision for a task in one
domain at least implies opportunity costs that usually also
result in losses in other domains (e.g., Brandtstädter &
Wentura, 1995; for an economic perspective on human de-
velopment, see Berman, 2003). As it is not possible to do
everything, it is necessary to make choices that will in turn
result in other decisions and thus canalize development (cf.
Edelman, 1987; Waddington, 1975) and possibly have rip-
ple effects far beyond the development domain originally
considered. Thus, even these kinds of investments, which
bring about gains (e.g., practicing the piano, which leads to
an improvement of playing skills and possibly increased
overall musicality and pleasure from music), also imply
losses (during the same period of time, one has played less
sports, cultivated fewer social contacts, read or danced
less). In the extreme case, this can lead to a one-sided and
premature draining of resources: Someone who “gives
everything” to reach a goal pays a high price in the end,
even if the goal is ultimately achieved (e.g., the father
who neglects his wife and children, not to mention his own
health, to meet his career objectives), and may realize
too late that the goal was not worth the price. If this indi-
vidual does not achieve the goals for which he has made so
many sacrifices, he or she may lose everything. Further-
more, many resources diminish with age (Baltes, 1997;
Staudinger et al., 1995): physical resources in particular, as
we will see later, but social resources as well. This process
increases the probability of risk constellations and in turn
alters the conditions for resilience and recovery under
threatening and burdening circumstances.

Inf luences on Individual Development: The
Interaction between Biological Disposition,
Sociocultural Context, and Volitional Action

Developmental contextualism (Lerner & Kauffman, 1985;
Reese & Overton, 1970; Riegel, 1976) and other ap-
proaches share the central assumption that development is

always the product of a complex interaction between nature
and nurture, genes and environment, individual and social
influences. The evaluation of a given behavior or behav-
ioral change has always to refer to a certain context; this is
true particularly when categorizing a given behavior or
pattern of adaptation as psychopathological (Cicchetti &
Aber, 1998). A certain attribute or competence may be
considered helpful and adaptive in one environment or situ-
ation, but maladaptive or a burden in another. For instance,
the goal to overcome obstacles and to stick tenaciously to
one’s purposes may help in finally reaching one’s goals in
situations that do not exceed one’s resources (e.g., in a
complicated professional task), but the very same goal will
lead to a fruitless exhaustion of resources in unconquerable
situations (e.g., if a professional boxer who has grown older
attempts to regain his former championship). The context
dependency of development has often been discussed from
an evolutionary point of view. Here, it is rather clear that a
certain adaptation produced by evolutionary changes (e.g.,
attributes of a large predator among the dinosaurs) can
become useless or even an obstacle for survival if the envi-
ronment changes dramatically (e.g., Gould, 1989). For
the psychological perspective on development pursued
throughout this chapter, context should not be viewed as
monolithic and deterministic, but as a complex, closely in-
terlinked system; as a concept, it embraces physical, bio-
logical, and sociocultural aspects (Bronfenbrenner, 1979;
Lawton & Nahemow, 1973).

More than half a century ago, Havighurst (1953) differ-
entiated among three types of developmental tasks that
structure the human life course (Heckhausen & Lang,
1994). The concrete list of tasks, which he assigned to dif-
ferent phases of development following the developmental
psychology Zeitgeist and in particular the work of Erikson
(1959), must be seen not only as anachronistic but also as
irredeemable in view of its ambition to posit a completely
self-contained system of universally valid truths. Neverthe-
less, the fundamental idea that development is guided by
tasks or challenges (Erikson used the term “crises”) retains
its validity to this day. Havighurst differentiated among bi-
ologically conditioned, socially conditioned, and individu-
ally set tasks. A slightly expanded version of this notion
can be found in modern approaches that differentiate
among different internal and external influences on human
development (P. B. Baltes, Cornelius, & Nesselroade, 1979;
P. B. Baltes, Lindenberger, et al., 1998; P. B. Baltes et al.,
1980). In general, one can distinguish among age-graded,
history-graded, and nonnormative influences that can
either concern biological or cultural aspects of develop-
ment (Brandtstädter, 1990, 1998). Although scientists, de-
spite our long-standing interest in this perspective, are
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only just now beginning to understand the biological, that
is, in particular, the genetic preconditions for development
(e.g., Gottlieb, 1998; McClearn, 2003; Plomin, DeFries,
McClearn, & McGuffin, 2001), there is a long tradition of
studying the social conditions and contextual factors of
development. The third category of developmental task (au-
tonomous or self-defined tasks), however, has long been ne-
glected and was not systematically taken into account. Only
very recently has an action-oriented perspective on human
development been articulated in more detail (Brandt-
städter, 1998; Brandtstädter & Lerner, 1999).

Biology and Development: The Interaction between
Predisposition and Environment

Obviously, human development occurs in a complex con-
text. Even genetically predetermined developmental trajec-
tories are fundamentally dependent on the right contextual
conditions in order to unfold (cf. Anastasi, 1958). This ap-
plies not only to the extreme state of biological immaturity
in which people are born, making them dependent on sup-
portive conditions (and especially on other people) much
longer than other animals in order to reach maturity (P. B.
Baltes, 1997; Staudinger & Lindenberger, 2003a); this is
also true of the immediate preconditions required for the
genetic code to unfold. Without the right conditions in the
cellular environment (cytoplasm, ribosomes), the DNA se-
quence that leaves the cell’s nucleus cannot be translated
into RNA sequences (which in turn code for the particular
amino acids only under specific conditions) and thus does
not transmit its information (McClearn, 2003). Thus, genes
need specific environmental conditions to develop their po-
tentials. The extreme heterogeneity of the environment, es-
pecially on the level of the individual organism, is the basis
for the emergence of the impressive heterogeneity of the
human phenotype and its developmental trajectories. Con-
versely, the high level of human variability and plasticity is
the adaptive response to the fact that environments are not
only heterogeneous but also changeable.

When it comes to determining the strength of influ-
ences, be it biological or cultural, the field of behavior ge-
netics is called for (e.g., Plomin & Caspi, 1999). Several
studies suggest that interindividual variance of personality
traits (i.e., among those who have been investigated) can be
explained by genetic variance to an amount of 40% to 50%
(Plomin & Caspi, 1999), and this share stays stable or even
slightly decreases across the life span (Pedersen &
Reynolds, 1998). To put such a result into perspective, how-
ever, it must be emphasized that the relationship between
genetic factors and the environment is one of complex in-
teraction (which takes place at many different intermediate

levels; Asendorpf, 1999; McClearn, 2003). Among the nu-
merous assumptions on which arguments for heritability
are typically based, the assumption of the additive effects
of genotype and environment in particular is either false or
at least drastically simplified and thus misleading (Plomin
& Caspi, 1999). Even the activation of genes depends on
the environment, including the presence and activation of
other genes (Caspi, 1998; Scarr & McCartney, 1983). An
illustrative example of the interplay between genetic dispo-
sition and environment is the metabolic disorder phenylke-
tonuria (PKU; cf. McClearn, 2003; Plomin & Caspi, 1999;
Plomin & Crabbe, 2000; Plomin, DeFries, et al., 2001).
Due to the lack of a specific enzyme, the body is unable to
adequately break down the substance phenylalanine, which
is found in many foods. The unduly high concentration of
this substance in turn damages the developing brain to an
irreparable degree (according to current knowledge) and
leads to a severe impairment and reduction of cognitive
abilities. There is no disagreement that PKU is genetically
determined, but by maintaining a diet low in phenylalanine,
its effects on cognitive development can practically be neu-
tralized (Weglage, 2000). To formulate this in abstract
terms, the development of the phenotype (in this case, im-
portant cognitive functions) can follow a completely nor-
mal development (i.e., no different than for individuals
without this disposition) despite an unfavorable genetic
disposition if the environment (in this case, nutrition) fits
in a differentially adaptive manner. This shows that the
question of whether genetic disposition or environment is
responsible for the development of intelligence is formu-
lated in misleading terms: It is the interaction (in a techni-
cal metaphor, the multiplication rather than the addition)
of the two factors that brings forth the phenotype.
Precisely because of the defect, the emergence of the phe-
notype—that is, cognitive development—is crucially de-
pendent here on environmental conditions (normally, the
type of nutrition has a less severe impact on cognitive de-
velopment). This example is not intended to contest the sig-
nificance of genetic determinants (vulnerabilities). Rather,
it demonstrates how and to what degree they are relevant
(Plomin, DeFries, et al., 2001).

Of course, it is also important not to overlook the fact
that environments are, by and large, fairly stable (at least
when compared to the average human life expectancy). In-
dependent of the arguments presented earlier, this alone
can explain much of why adult personality configurations
are so stable: There are few reasons to change, and cer-
tainly not to change drastically, and these reasons to change
become fewer and fewer as we grow older (Roberts &
Caspi, 2003). Ultimately, and not least of all, individuals
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choose their environments; they seek them out systemati-
cally, inf luence, and change them (Caspi, 1998; Rowe,
1997; Scarr & McCartney, 1983). The person-environment
interactions discussed here can be grouped into at least
three categories (Roberts & Caspi, 2003): reactive interac-
tions (people react to the environment as they perceive it),
evocative interactions (the social environment reacts to in-
dividuals specifically, i.e., in different ways to different
people), and proactive interactions (people seek out and
create environments, e.g., partnerships). This is particu-
larly true, as the example of PKU vividly demonstrates,
when understanding of the mechanisms through which ge-
netic dispositions function informs decisions or intentional
changes in environmental conditions (e.g., nutrition in this
example; Plomin & Caspi, 1999). To date, empirical study
of the interactions (among genes, among environments, and
particularly between genes and environments) has barely
been attempted, and the majority of studies are still based
on an oversimplified and misleading additive model (Got-
tlieb, 1998).

Social Context Matters: The Interdependence of
Individual and Social Developmental Norms

In line with the interactive point of view outlined in the pre-
vious section, genetic conditions at best merely demarcate
the framework for the individual’s processes of change and
development (the so-called norm of reaction). Influences of
the physical and social environment determine how the in-
dividual phenotype is actually shaped and changed. This
highlights the influence of social context on individual de-
velopment. Biological and sociocultural influences can be
subdivided according to the earlier mentioned categories,
that is, age-graded, history-graded, and nonnormative.

Age-graded biological influences are, for instance, pu-
berty and menopause. History-graded biological influences
include, for instance, secular trends in physical develop-
ment such as changes in the average age when menses be-
gins and the dramatic secular trend toward increased life
expectancy in the twentieth century (Maier & Vaupel,
2003). Similarly, the availability of food can vary dramati-
cally according to time and region (Elder & O’Rand, 1995)
and, either as a result of this availability or completely in-
dependent thereof, can differ according to cultural customs
of food distribution, preparation, and preferences (Garner,
Garfinkel, Schwartz, & Thompson, 1980). Of course, here
as well, social influences ultimately explain these trends in
development, but in individual development, these aspects
appear as biological influences (or developmental tasks).
Nonnormative biological influences include the results of
climate change on development, demanding not only cul-

tural adaptation in the regions affected (e.g., modified
hunting practices among the inhabitants of the northern
Arctic Circle, storm-proof homes in areas with a higher
probability of severe storms) but also individual efforts at
adjustment. It is thus important to always keep in mind the
embeddedness of development in its particular historical
context (P. B. Baltes, 1997). This is true both on the gen-
eral and the individual level: Both social and biological in-
fluences always operate against the background of the
particular influences that preceded them. A sudden dra-
matic change in nutrition has entirely different effects on
the development of an individual whose physical develop-
ment and maturation has already progressed relatively far
under relatively good conditions than it does on a newborn
baby. Similarly, the outbreak of an epidemic will obviously
have completely different consequences depending on
whether an antidote or treatment has already been found
for the disease.

Let’s now turn to sociocultural influences. Age-graded
social influences are, first of all, explicit social age norms
such as the legal regulations governing retirement age (for
employees in public service jobs, but in many cases also for
standard contractual employment relations), which force
active working life to end even if the individual in question
feels fully capable and productive and is also motivated to
continue working. Implicit social age norms are socially
agreed-upon guidelines that define which ways of behaving
in late adulthood and old age are deemed appropriate and
socially acceptable.

History-graded social influences are events of overarch-
ing importance (wars, economic crises, major political
changes such as the fall of the Berlin Wall in 1989). The in-
fluence of such events depends not only on particular pre-
conditions at the personal level (especially previous
experiences and currently available resources) but also on
the particular point in the individual’s biography at which
this experience occurs. A severe economic crisis, for exam-
ple, could bring about nutritional difficulties and result in
specific shortages (e.g., a vitamin deficiency). Adults may
experience some limitations due to such events, but usually
they are not severely debilitated, whereas newborn babies
and especially unborn children in an exceptionally vulner-
able phase of physical development may suffer irreparable
damage (e.g., in brain or organ development). The same is
true for phases of economic decline that create a lack of job
training opportunities for young people, in some cases rob-
bing an entire age cohort of their long-term opportunities,
whereas previous and following cohorts are affected little
if at all. Nonnormative social influences, such as an escalat-
ing social conflict or the meeting of a person (e.g., a future
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1 However, it is important to look at the reverse direction as well.
The actual course of the individual development inf luences how
the individual evaluates his or her development, and this in turn
shapes the individual’s developmental norms (Kalicki, 1996).

life partner or mentor) who will dramatically influence the
individual’s further development, do not occur on a regular
basis and thus can neither be predicted nor planned for.

According to Glen Elder (1994, p. 5), “Overall the life
course can be viewed as a multilevel phenomenon, ranging
from structured pathways through social institutions and
organizations to the social trajectories of individuals and
their developmental pathways.” Although this is uncontro-
versial today, it remains unclear how these various levels
interact. How do changing societies impact individual de-
velopment, and conversely, how do individual life courses
impact society? One of the most promising hypotheses re-
lating to this question claims that social norms shape indi-
vidual developmental pathways. The individual life course
follows a timetable or calendar that is segmented and
geared to follow individual and social (developmental)
norms, that is, normative guidelines as to what is and is not
appropriate or necessary at a particular time and for a par-
ticular person (e.g., Heckhausen, 1999; Neugarten, 1979;
Neugarten et al., 1965; Settersten & Mayer, 1997). How-
ever, it is useful to differentiate here among several as-
pects. Social norms and their accompanying sanctions
influence individual norms. Individual norms regulate indi-
vidual intentions and thus individual actions. These, in
turn, influence or produce life course events that shape the
individual’s development.1

Many developmental norms are merely descriptive
norms: It is “normal” to go through puberty at the age of
14, but this normality varies according to time and context.
Descriptive norms shape the course of human develop-
ment, not by implementing prescriptions, but simply as a
matter of fact. These norms should therefore be investi-
gated; they may ultimately be proven false, or true only
within certain specific historical and cultural contexts. So-
cial tasks constitute a second type of developmental norm:
They are prescriptive norms and impose a schedule on indi-
vidual development by setting times for certain life transi-
tions, for example, school age, voting age, and retirement
age. These norms can be violated but not falsified. Some
prescriptive social tasks, although nevertheless obligatory,
are much less explicit. They involve the subjective experi-
ence and evaluation of social prescriptions regarding what
is appropriate or necessary at which particular age, and so

on. Four groups of developmental norms can be identified
in particular:

1. Age norms: “Act your age!” Age norms are prescriptions
or proscriptions about behavior to keep people on track or
on time in the normative life course or to bring them back
into line (Settersten & Mayer, 1997). It may prove useful
to differentiate between appropriate or even optimal ages
and age margins, that is, upper and lower limits of when it
is acceptable to engage in a certain behavior or to decide
on taking a certain step. Settersten and Hägestad (1996)
define these margins as “cultural age deadlines”; when
considering social norms as well as biological realities,
such deadlines may be called “developmental deadlines”
(Heckhausen, 1999; Wrosch & Heckhausen, 1999).

2. Sequencing norms: “Who follows whom?” Some se-
quences in human development follow a logically or nat-
urally fixed order. For example, one cannot learn to read
a clock before having learned to count to 12, understand
the concept of hours, minutes, and seconds, and tell the
difference between the long and short hands on analog
clocks. Reversing this sequence is logically impossible.
To cite a further example, a woman must possess certain
physical features in order to give birth, and in this case,
the reverse sequence is impossible due not to logical but
to biological reasons. Other sequences may vary from
one individual to another; for example, it is largely a
matter of personal choice whether an individual first
finishes higher education or first gets married or has
children. However, social norms determine the sequence
of these life course transitions and thus their respective
presuppositions (“You cannot marry before first finish-
ing college and finding a job!”).

3. Quantum norms: “How much is enough?” One of the
most important quantum norms is the socially shared be-
lief about the optimal, minimal, and maximal number of
children a family should have. A norm that has been
changing rapidly over the past century applies to the
number of successive marital partners. Up to the begin-
ning of the twentieth century, the specific number—both
minimum and maximum—was one (with notable excep-
tions, such as Henry VIII in England in the sixteenth
century). It seems that, during the past century, two or
three is becoming more and more common and thus “nor-
mal”; even six or seven successive marriages have be-
come acceptable (at least among film celebrities).

4. Perceived chronological age is, along with gender, one of
the first categories that can be used to categorize a per-
son at first glance (Neugarten, 1968; Settersten, 1997;
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Settersten & Mayer, 1997). Chronological age is in al-
most all societies segmented into phases of social age
(Neugarten & Hagestad, 1976; Neugarten, Moore, &
Lowe, 1965). The transitions between social age phases
are often marked by rites of initiation (e.g., to manhood).

The notion of social time is based on the meanings of age, and
refers to the ordering of events and social roles by age-linked
expectations, sanctions and options. The variable meanings
of age represent social constructs, which take the form of age
norms and sanctions, and social timetables for the occurrence
and arrangements of events. (Elder, 1978, pp. 25–26)

Thus, the concept of social time implies the addition of
content to chronological time. Its function is, of course, to
segment and structure the individual’s life course and, at
the same time, to coordinate social functions, roles, tasks,
and duties among individuals of different ages.

The resulting age-status systems, in their simplest form,
apply a sequence of specific roles to the process of aging
and attaches to them specific norms and expectations. An
adult is expected to be financially independent, and an
older person is expected not to go out dancing to a dis-
cotheque at night. These age-related roles are partly ex-
plicit (e.g., voting age), partly implicit (e.g., age of first
pregnancy). This structure is not deterministic, however,
particularly in modern societies. “Social differentiation in
complex societies takes the form of plural age structures
and timetables, across institutional spheres, and under-
scores the utility of a multidimensional concept of the life
course, a concept of interdependent life paths, which vary
in synchronization” (Elder, 1975, p. 173).

Social developmental norms affect the individual’s de-
velopment in various ways. First, they will show indirect
effects. Cultural and political policy decisions based (at
least partially) on social norms as perceived by decision
makers influence the actual developmental courses of indi-
viduals throughout society (e.g., retirement age; Jacobs,
Kohli, & Rein, 1991). Second, “social institutional con-
straints provide time-ordered opportunity structures for
certain life-course events and thus form part of the ‘so-
ciostructural scaffolding’ of life-course development”
(Heckhausen & Schulz, 1999, p. 81).

Bernice Neugarten (1979; Neugarten & Hagestad, 1976)
has aptly termed this structuralizing power of social age
norms for individual behavior and development the “social
clock.” There exists what might be called a “prescriptive
timetable for the time ordering of major life events: A time
in the life span when men and women are expected to
marry, a time to raise children, a time to retire” (Neu-

garten, Moore, & Lowe, 1965, p. 711). The core assumption
of the social clock approach focuses on deviations from the
social timetable. Individuals who are too early or too late
experiencing a certain event or transition suffer conse-
quences. These range from explicit negative social sanc-
tions (e.g., punishment, social exclusion, stigmatization) to
intrapersonal problems (e.g., low self-esteem because of
negative social comparisons: “I’m still not married!”) and
reduced interpersonal resources (e.g., reduced social sup-
port). This leads to a second argument. If a person is off
with respect to the timing of certain life events or transi-
tions, social comparison processes highlight a significant
difference between this individual and most of the people
around him or her (Brandtstädter & Greve, 1994a; Heck-
hausen, 1990; Heckhausen & Schulz, 1999; Neugarten &
Hagestad, 1976). These social comparisons force attribu-
tional processes in order to explain the difference regis-
tered by the individual and his or her social environment.

However, modern societies are characterized by a
steadily increasing de-institutionalization (Held, 1986;
Settersten & Mayer, 1997). One result is a separation be-
tween cycles of family development and of work develop-
ment that is leading to an increased differentiation of life
courses. The “normalization” of the individual life course
(Held, 1986) through age norms is thus becoming less ef-
fective, and perhaps overall less important. Neugarten and
Hagestad (1976) speak about an “age-irrelevant society”
(see also Neugarten, 1979), in which social developmental
norms have decreased in obligation or increased in vari-
ance over the past 100 years or so: “Over the last century,
everyday ideas about what constitutes the ‘normal’ biogra-
phy have become less clear” (Settersten & Mayer, 1997,
p. 234). Sociocultural age-related developmental norms
vary among cultures and societies to a large degree. To
refer to a well-known example, a 14-year-old girl in our
culture is a schoolgirl, whereas in other countries, perhaps
in India, she may already be married and the mother of her
first child. These age norms vary as well within particular
societies between historical periods and social conditions.
For example, the concept of childhood was largely un-
known up to the seventeenth century; prior to that, children
were perceived—and treated—simply as little adults (Neu-
garten, 1979).

Action and Development: Intentional Self-Regulation

The very idea that social norms influence individual devel-
opmental patterns implies an action-oriented approach to
human development. Prescriptive norms are reasons for ac-
tions, not only causes for behavior (Brandtstädter, 1998;
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Elder, 1994; Greve, 2001). There is now broad consensus
that human development is not a uniformly operating, ir-
reversible sequence of stages and phases, but a process
that individuals themselves actively influence in substan-
tial ways (Ford & Lerner, 1992). This may be termed the
“action perspective” on human development (Brandt-
städter, 1998, 2002; Brandtstädter & Lerner, 1999). In
this view, individuals can be regarded as “co-producers of
their development” (Featherman & Lerner, 1985), shap-
ing and altering their scope of action within the frame-
work set by their actual and perceived opportunities and
thus substantially steering their own paths through life.
Accordingly, not only does the objective framework play
an important role in the individual’s development (the
opportunities and constraints created by his or her envi-
ronment and by his or her own competences and deficien-
cies); personal developmental goals are decisive as well.
In terms of both timing and content, individuals structure
their own development by recognizing and assigning
themselves developmental tasks.

From an action perspective on human development
(Brandtstädter, 1998, 2001; Brandtstädter & Lerner,
1999; Greve, 2005), adulthood is characterized by an ex-
ceptionally high importance of self-defined and actively
pursued developmental goals and tasks. What people do
often has far-reaching consequences for them. For exam-
ple, the decision to quit a job or to move to a new city can
impact further development, sometimes substantially al-
tering the individual’s entire future life. The interesting
point goes beyond the mere interactional quality of human
behavior and human development. In some cases, individ-
uals not only foresee but actually intend the regulatory
effects of their actions on their development: These out-
comes are the precise aim of the action. I make the deci-
sion to study a specific subject and act on this decision to
bring me closer to my developmental goal, that is, to be-
come an expert in my chosen field. In other words, action
volitionally changes, influences, and contributes to my
development.

On the one hand, intervening action can be motivated
not only by perceived but also by anticipated developmen-
tal problems, for example in a preventive action mode. Fur-
thermore, behavior-initiating discrepancies are not simply
passively experienced as “deviations.” In fact, they can be
purposefully generated and self-defined, as, for instance,
when the orientation toward ideals forms the basis for tar-
geted “upward comparisons” and similar behavioral and
developmental incentives (see also Bandura, 1989). Self-
defined discrepancies are typically coupled with the indi-
vidual’s conviction of being able to develop in the direction

of a positive contrasting image; that is, they stimulate indi-
viduals to posit corresponding learning goals (Dweck &
Legget, 1988). Experienced actual /ought discrepancies can
admittedly be redressed in different ways. They can be ap-
proached through an active problem-oriented altering of an
actual situation or, conversely, through the changing of
goals and aspirations (Brandtstädter, 1998; Brandtstädter
& Rothermund, 2002). This latter mode is, in many cases,
overlooked in behavior theory models because the dissolu-
tion or reevaluation of goals, the adjustment of demands—
although fundamental for behavior regulation—in itself
cannot be regarded as intentional behavior (we address this
point in detail later).

On the other hand, enabling people to act is not only the
outcome but the central function of development. All the
changes that people pass through between birth and early
adulthood that show and constitute their growth can be un-
derstood as integral components of the basis, evolution, and
expansion of their ability to act (Bandura, 1999). In middle
adulthood, it becomes increasingly necessary to stabilize
and secure this ability. Although it is possible to progres-
sively differentiate and expand the preconditions and com-
petencies for action and thus to continue developing into
later adulthood and old age, the importance of defending
the status quo and compensating for the onset of subjective
and objective decline in capacities and competences in-
creases at the same time, to safeguard a sense of personal
continuity and identity and thus to ensure personal well-
being (Brandtstädter, 1999a; Greve et al., 2005; Staudinger
et al., 1995).

Intentional behavior is thus of interest to developmental
psychology research and theory, not only because of the in-
herent value in understanding the genesis of intentional be-
havior and changes in behavior-guiding orientations (goals,
value orientations, convictions) throughout the life span,
but also to answer the question of what role intentional be-
havior plays in shaping personal development. Behavior
theory concepts such as “personal projects” (Little, 1999),
“self-guides” (E. T. Higgins, 1996), and personal life in-
struments (Staudinger, 1999c) provide promising access to
the developmental psychology of adulthood. Here it is fun-
damental to assume not only that ontogenesis operates au-
tomatically, so to speak, on and within individuals, but also
that individuals actively shape the course of their own de-
velopment (see Brandtstädter, 1998, 2001; Brandtstädter &
Lerner, 1999). The theoretical focus of an action perspec-
tive on human development takes the idea of a transactional
influence on one’s own development (for a detailed ac-
count, see Roberts & Caspi, 2003; Staudinger & Pasupathi,
2000) one step further. Development and individual action
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are related to one another in a causal and at the same time
in an intentional way: Through our behavior, we not only
actuate factual causal effects, which then partially deter-
mine our future lives and behavioral histories; our activi-
ties also explicitly aim to shape our development (and
indeed, to actively shape the self ) in a specific way
(Brandtstädter, 1998, 2001). This intentional aspect of de-
velopmentally relevant action assumes that individuals
have formed conceptual representations of themselves and
their lives, that is, notions as to what their lives could and
should be. Furthermore, this intentional self-development
also means that these feedback processes are not merely
registered by the developing person but are subject to sys-
tematic considerations and intention formation and thus in
a stricter sense are the results of development-related ac-
tions (Greve et al., 2005).

At first glance, this seems to contradict the frequently
replicated findings regarding the high stability (and thus
predictability) of adult identity and personality (Pervin &
John, 1999). The available evidence indicates that adults
behave so consistently over longer periods of time and
also exhibit comparatively robust and increasing stability
with age, regardless of these methodological and empiri-
cal restrictions. This evidence should not be completely
rejected (see Roberts & Caspi, 2003; Staudinger & Pasu-
pathi, 2000). The question is whether it entails that there
is therefore no development of the adult personality (P. B.
Baltes, Lindenberger, et al., 1998). The trait approach,
and in particular, the five-factor model, pursues the idea
that no ontogenetic development of these basic factors
worth mentioning can take place at all (after the individ-
ual’s phenotype unfolds over the course of childhood and
into early adulthood). McCrae and Costa (1996, p. 76)
consistently argue that the question of personality devel-
opment is a completely irrelevant research issue.

Several arguments suggest that this cannot be the final
word on the subject. To begin with, it must once again be
underscored that even optimistic estimates of diachronic
stability are accompanied by a considerable amount of un-
resolved (and thus not stable) variance (a diachronic corre-
lation of r = .60 implies a nonpredictable variation of
64%). As we argued previously, an additive (components of
variance) model of development probably falls short pre-
cisely because it underestimates the interactional quality
of the underlying processes. Thus, the stability of manifest
behavior is not evidence for the stability of these explana-
tory variables, and certainly not for the stability of these
causal traits (Greve, 2005). Human behavior can, as should
become clear in this chapter, appear consistent even for dy-
namic reasons.

Many experiences and influences within the individual
biography shape development in adulthood, not in the
sense that they become unalterable at some point, but
rather in that the interaction of the accumulated conse-
quences of earlier effects and influences render a radical
change increasingly less likely (this is another aspect of
the historicity of development mentioned earlier: Devel-
opment always takes place against the background of its
own history). In this sense, Roberts and Caspi (2003; see
also Caspi & Roberts, 1999) aptly speak of a “cumulative
continuity.” This cumulative continuity can, however, cer-
tainly be intended and deliberately brought about. The
allocation of personal resources and efforts changes
throughout the life course from a growth-oriented to an
increasingly maintenance- and recovery-oriented strategy
of personal resource investment (P. B. Baltes & Graf,
1996; P. B. Baltes, Lindenberger, et al., 1998; Staudinger
et al., 1995). Development-related actions thus become a
decisive factor in explaining the stable and consistent be-
havior of adults.

Precisely when development-related intentions are ori-
ented toward attaining comprehensive goals that require
long-term planning and action (such as career goals), or in a
certain sense constitute “insatiable” (Gollwitzer, 1987)
intentions (e.g., moral qualities such as faithfulness and
honesty, which must constantly be proven), stability of be-
havior is explainable without having to refer back to a stable
trait (e.g., honesty). Rather, the observed behavioral stabil-
ity and high predictability would be explainable by the con-
stant motive (“Be honest!”). Kant (1787/1998) employed
this argument to point out that stability and predictability
are not sufficient to demonstrate the fundamental un-
changeability of the cause.

A central research issue, then, from the perspective of
the concept of resilience is the relative stability of our
comprehensive developmental goals and conceptions—of
our self-concepts, life plans, and ideas of who we are
and who we want to be—during adulthood. These self-
perceptions, self-constructs, and self-plans obviously not
only constitute the basis for how we present ourselves as
individuals in the social context and therefore convey our
personality in professional and everyday life, but also
offer the central explanation for the essential consistency
of personal behavior in different life contexts and phases.
The literature on personality development in adulthood
and old age (e.g., Bertrand & Lachman, 2003) has shifted
from a documentation of greater stability (McCrae &
Costa, 1987; Roberts & DelVecchio, 2000) to an investiga-
tion of developmental processes that ensure stability (P. B.
Baltes, Lindenberger, et al., 1998; Greve, 2005).
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Plasticity of Development: Ranges, Limits,
Reserve Capacities

Resilience implies adaptability. A prerequisite for adapta-
tion is the plasticity of human development; that is, it is
changeable according to the challenges and opportunities of
developmental contexts (P. B. Baltes, 1987; P. B. Baltes,
Lindenberger, et al., 1998; Lerner, 1984; Staudinger et al.,
1995). Lerner discussed the concept of plasticity extensively
some 20 years ago. He referred to Gottlieb’s (1998) concept
of “probabilistic epigenesis,” which describes the fact that
the development of each individual within a species is not
compelled to follow a single course that is predetermined
and identical for all species members, but rather can follow
different paths within a “norm of reaction.” The more com-
plex the species’ structure and the greater the organism’s
flexibility (e.g., the ability of individual elements of the sys-
tem to learn, but also variability of interaction between sys-
tem elements), the broader is the resulting variability of
developmental trajectories. Of course, plasticity is evident at
multiple levels of analysis. Plasticity has been demonstrated
for highly complex phenomena, such as the self. But plastic-
ity has empirically also been demonstrated at very basic lev-
els of functioning. Curtis and Cicchetti (2003) have recently
argued that phenomena of neural plasticity can—and have
to—be integrated into any future theory of resilience with
considerable scope.

The mark of this f lexibility and plasticity is the ability
to adapt to changed contextual circumstances, that is, to
change with regard to specific aspects of the organism
(traits, attributes, behavioral tendencies) in order to pre-
serve (stabilize) central characteristics (criteria) of the or-
ganism, for example, environment-controlling capacities,
general well-being, or health. In this regard, Cicchetti and
Aber (1998) have aptly argued that individual f lexibility
and adaptability is challenged but, at the same time, sup-
ported by the fact that changing and varying contexts may
demand and thus allow for various ways of adaptation.

Plasticity refers to the latent possibilities of individual
development, to a range of possibilities and reserve capaci-
ties (Staudinger et al., 1995). As a neutral concept, plastic-
ity comprises processes of falling below as well as of
exceeding the normal developmental trajectories, and thus
calls attention to processes of developmental optimization
as well as developmental psychopathology. The concept of
reserve capacity designates the retrievable, maximal indi-
vidual range of possibilities under optimal developmental
conditions (including the best possible support), which is,
in a certain sense the positive half of plasticity. Note that
the concept of plasticity also includes the notion of its own
limits; its latitude is not infinite, not all changes are possi-

ble, and reserve capacity is not inexhaustible. In behavioral
genetics (Plomin, De Fries, et al., 2001), this idea is de-
fined through the concept of the “norm of reaction”
(Lerner, 1984), which indicates the ontogenetic range of
variability that is limited by the genetic makeup of the in-
dividual organism, or within which individual biographical
conditions produce the interindividual variability and het-
erogeneity of developmental trajectories referred to earlier.

The concept of resilience focuses specifically on those
conditions that ensure that “normal” development is main-
tained or recovered (we will return to issues of definition
in the following section). Based on the understanding of
plasticity just introduced, resilience covers those aspects
of plasticity that are concerned with maintenance and re-
covery rather than surpassing natural development. Re-
silience is a crucial expression and result of plasticity.
Resilience-based maintenance and recovery require a lot of
adaptation and change. Normal reaction patterns must fre-
quently be replaced by alternative (adaptive) forms of reac-
tion to secure the original “desired” developmental state or
course on a higher level. It is this “stabilization through
change” that constitutes the salient feature of the phenome-
non of resilience.

CONSTELLATIONS OF RESILIENCE:
RESILIENCE AS A PRODUCT OF 
PERSON-CONTEXT INTERACTION

“Resilience is defined as a [person’s] achievement of posi-
tive developmental outcomes and avoidance of negative
outcomes, under significantly adverse conditions”
(Wyman, Sandler, Wolchik, & Nelson, 2001, p. 133). Sim-
ply stated, resilience describes normal development under
non-normal circumstances (compare also Olsson, Bond,
Burns, Vella-Brodrock, & Sawyer, 2003). In a summary
work, Luthar, Cicchetti, and Becker formulate this concept
as follows: “a dynamic process encompassing positive
adaptation within the context of significant adversity”
(Luthar, Cicchetti, & Becker, 2000, p. 543). Although at
first glance the basic idea seems clear, the literature, ac-
cording to Luthar, Cicchetti, et al. (2000), has failed to
reach consensus either on a unified conceptualization or
(as a result) on a unified understanding of the central con-
structs (Lösel, Bliesener, & Köferl, 1989; Ryff et al.,
1998). Perhaps because the viewpoint is relatively new, a
process-oriented notion of resilience has been primarily
studied indirectly on the basis of general patterns in empir-
ical findings, rather than measured directly. As will be-
come clear, this is problematic. In any case, it is crucial to
first of all examine the concept of resilience more closely.
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Remarks on Resilience: Outlining the Contours of
the Concept

When discussing resilience as a basic concept for empirical
research, we are confronted with a serious problem: the
risk of circular logic. Why does one person survive a par-
ticular stressful developmental situation so undamaged
while another does not? Because she is “resilient.” How do
I know and how can I decide that a particular person is re-
silient? By the fact that she survived this stressful develop-
mental situation unscathed—if she had not been resilient,
she would have been (more seriously) damaged by it. Actu-
ally, traces of this danger of circular logic can sometimes
be identified in definitions of the concept (“protective fac-
tors are correlates of resilience”; Masten & Coatsworth,
1995, p. 737). It is possible to steer clear of this danger
only by emphasizing that the concept of resilience initially
just designates a complex process of resistance against
stressful developmental conditions. The concept of re-
silience does not answer the question why specific condi-
tions did not produce a negative effect; rather, it formulates
this very question.

A more precise description of the phenomenon of re-
silience is not easy. To the contrary: resilience is at first
glance an issue without an object, even without indicators.
Its main theme is (to explain) the lack of something: the lack
of negative consequences of a developmental experience or
constellation that (for other individuals) is stressful, threat-
ening, burdensome, or harmful. If some individuals suffer
from the consequences of a certain experience and others
do not, it is not clear whether the suffering persons possess
or do not possess certain attributes, that is, vulnerabilities
in the case of the former and protective resources in the lat-
ter. Any dif ference between the two (groups of ) individuals
can be interpreted either way, or so it seems.

Moreover, there are various broader and narrower con-
ceptualizations of the concept of resilience. The terms
used to formulate it range from “better-than-expected” de-
velopment to descriptions of “well-recovered” individuals
and “positive adaptation despite adversity” (Arrington &
Wilson, 2002; Masten, 2002). Bonanno (2004) explicitly
differentiates between recovery and resilience, while other
authors even subsume growth processes under the concept
of resilience (e.g., Ryff et al., 1998). Growth phenomena,
however, even under adverse conditions, may possibly refer
to resistance capacity, but may also indicate completely
different processes, for example, growth stimulation by
provoking discrepancies. To subsume these phenomena
under the concept of resilience may therefore be mislead-
ing. Thus, it is conceptually safer to demarcate the two
concepts from each other (Staudinger et al., 1995). Carver

(1998) has proposed applying the concept of “ thriving”
rather than “resilience” to those growth phenomena that
occur under conditions of adversity.

As mentioned above, most conceptions resilience differ-
entiate between the recovery of normal functioning ability
subsequent to the suffering of a trauma, and the retention
of the ability to function despite the presence of adverse
circumstances. It seems to make sense, with regard to old
age, to add a third form to these two: loss management
(Staudinger et al., 1995). With increasing age, there are
further adverse occurrences which bring with them irre-
versible losses, whether the loss of friends and relatives or
of bodily, mental, and/or social functions. Success in deal-
ing with such situations, that is, adapting at a lower level of
functioning (but higher as one could have predicted given
the adversity the individual has to cope with), which are in-
deed typical for this age, we would also subsume under
constellations of resilience.

Nevertheless, even if the exact conceptual definitions
and accordingly the methods of measurement diverge (for
a summary, cf. Luthar et al., 2000), it does not mean that
resilience is used here merely as an umbrella term encom-
passing completely disparate phenomena. In fact, there is
probably little disagreement about the core meaning (in the
sense of the definition outlined at the beginning of this
section) of this phenomenon. If there exists basic agree-
ment over the central conceptualization of this phenome-
non, but various ways of measuring it for the purposes of
scientific study, this can only help to further clarify the
concept (regardless of whether the findings correspond en-
tirely or not). On the contrary: the validity of one type of
measurement can only be checked through others. As
Luthar, Cicchetti, et al. (2000) have pointed out, this does
not preclude that the members of the resilience research
community should attempt to reach an agreement over a
working definition.

The Object of Study: What Actually
Is Resilience?

Even more confusion around the concept of resilience is
generated through different accents in its content than
through differences in its scope. In an overview, Kaplan
(1999) describes two basic understandings of the concept.
The first views “resilience as outcome,” and here the cri-
terion for the existence of resilience is a (sufficiently pos-
itive) result, for example in self-esteem, well-being,
health, and so on. From this point of view, resilience is to
be explained through various processes. The second un-
derstanding sees “resilience as the cause of an outcome,”
and here resilience is the concept that helps to explain an



812 Resilience in Later Adulthood and Old Age: Resources and Potentials for Successful Aging

independently defined positive outcome. This source of
misunderstanding is important to bear in mind (the con-
cept of adaptation also has a similar double connotation).

With regard to the more frequently pursued second un-
derstanding, which we also adopt in this chapter, two gen-
eral research approaches can be distinguished. The first, a
variable- or process-centered research approach, investi-
gates how aspects of the person (e.g., traits or abilities) and
environment (e.g., social support) are connected with de-
velopmental consequences of certain adversities and risks
(summarized in Aspinwall, 2001; Masten, 2001). Here we
can draw a distinction between additive (cumulative) and
interactive (especially mediator or moderator) models
(Masten, 2001; Masten & Reed, 2002). There can be little
doubt that interactive models are the “heart and soul of re-
silience” (Roosa, 2000, p. 567) much more than main ef-
fect or additive effect models. Each concrete domain can
be further differentiated in detail (e.g., by distinguishing
compensatory and neutralizing effects). Generally these
approaches always consider the interrelationships among
different aspects of a person, different people, and between
people and the meso- and macro-aspects of their social and
physical environments (Arrington & Wilson, 2000).

In contrast, the second, person-centered research ap-
proach looks at resilient individuals and attempts to deter-
mine what sets them apart from non-resilient individuals
(“maladaptive personality functioning”; Widinger & Sei-
dlitz, 2002). A classic example of this investigative para-
digm is the Kauai longitudinal study (Werner, 1995;
Werner & Smith, 1982, 1992, 2001). For this line of re-
search, understanding resilience as a trait is thus logical.
This conception is often referred to as “resiliency” (see
Masten, 1994; Luthar et al., 2000), a term we therefore do
not employ here.

One classic application of this latter approach is the con-
cept of ego resilience (Block & Block, 1980; for an
overview cf. also Luthar et al., 2000), which has also been
taken up in various ways in the recent literature (e.g., Cic-
chetti & Rogosch, 1997; Fredrickson, Tugade, Waugh, &
Larkin, 2003; Klohnen, 1996; Tugade & Fredrickson,
2004). This personality characteristic is often used with
the connotation of a strong orientation toward action con-
cepts like “ego control” and “self-regulation.” Klohnen
(1996) summarized this as follows: “resilient individuals
have a sense of active and meaningful engagement with the
world. Their positive and energetic approach to life is
grounded in confident, autonomous, and competent func-
tioning and a sense of mastery within a wide range of life-
domains” (p. 1075). Kobasa (1979) has proposed a similar
construct (also summarized by Aspinwall, 2001) with the

personality trait “hardiness.” These individuals believe in
their own potential to exercise influence and control, are
committed to their activities and view change as a chal-
lenge (cf. Beasley, Thompson, & Davidson, 2003). Sharply
and Yardley (1999) found, for example, that in older peo-
ple, cognitive hardiness is a good predictor of happiness.

Within this research paradigm, empirical investigation
of this phenomenon starts with epidemiological study of
these resilience constellations and their empirical charac-
teristics (e.g., Jessor, 1993; Rutter & Rutter, 1993). How-
ever, the four conceivable configurations of the two
dimensions (high versus low risk, positive versus negative
developmental outcome; cf. also von Eye & Schuster, 2000)
designed to identify “resilient” individuals are seldom sub-
jected to thorough examination, and particularly not longi-
tudinally. For this reason, interactive or even merely
cumulative effects will be harder to identify (and indeed
impossible without longitudinal designs) than dominant
(practically significant) protective “assets” or risk factors.
It should also be taken into consideration that in the inves-
tigation of extreme groups, interaction effects could appear
masked as main effects (Roosa, 2000).

Asendorpf and van Aken (1999) and Robins, John, Caspi,
Moffitt, and Stouthamer-Loeber (1996) are current exam-
ples of investigations into personality-oriented resilience
(in children as well as youth). However, these studies do not
focus on a trait, which would offer a possible bridge to a
variable-centered approach (as in the concept of ego-re-
silience; cf., e.g., also Cicchetti & Rogosch, 1997), but
rather on a personality structure. Our argument is that this
approach goes only part of the way conceptually: a
situational and social constellation must be added to the
intrapsychic constellation (cf. in this regard Masten &
Garmezy, 1985; cf. also Luthar et al., 2000). Above all, how-
ever, developmental potential must be taken into considera-
tion as well: What develops out of a stressful situation
(Bonanno, 2004)? These potentials barely become apparent
in longitudinal studies such as those by Asendorpf and van
Aken (1999), precisely because resilience potential and re-
sources (at least in part) only develop in situations of stress.

In fact, this separation of the research on resilience
into person-oriented versus process-oriented approaches
(Luthar et al., 2000) is unfortunate since a strictly person-
oriented perspective that does not take processes into con-
sideration cannot adequately conceptualize even the very
idea of personality (Greve, 2005). Accordingly, numerous
conceptions see personality less as a configuration of (sta-
ble) traits and more as a dynamic agentic system (e.g.,
Caprara & Cervone, 2003). A combination of both ap-
proaches on resilience therefore seems to be the most sen-
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sible (Masten, 2001; Masten & Reed, 2002), also because
high-risk groups are few in numbers and thus seldomly 
encountered. Therefore, without targeted sampling, a 
process-centered approach would be unable to tap the full
potential range of variance precisely in the areas of interest
here: stressful and dangerous developmental conditions,
and highly “successful” or “unsuccessful” developmental
trajectories.

In fact, the differentiation between resilience as out-
come, resilience as process, and protective factors can be
fairly arbitrary (Staudinger, Marsiske, et al., 1993). Our
understanding connects these approaches: here resilience is
used as a designation for a developmental process, more
precisely as a collective designation for the multitude of
processes and the individual and social constellations af-
fecting them, all of which share this characterization be-
cause they show a (relatively) positive developmental result
despite the presence of unfavorable (adverse) conditions.
Resilience is clearly not a simple one-dimensional con-
struction (Luthar, Doernberger, & Zigler, 1993; Olsson
et al., 2003; Rutter, 2000). It is obvious that “resilient chil-
dren” who have developed adaptively in some domains
sometimes show completely maladaptive patterns in others
(Arrington & Wilson, 2000; Luthar et al., 2000; Tiét &
Huizinga, 2002). This alone should clearly demonstrate not
only the futility of attempting a comprehensive overall
statement about what resilience is, but also and above all,
the likelihood that such an enterprise would bear little fruit
theoretically. Any given developmental outcome is always
conditioned by multiple factors (Rutter, 2000); since it is
always the case that more than one developmental path
could have led to a given (intermediary) outcome, “ the” re-
silience constellation is pure fiction.

However, the process-oriented definition of resilience
(cf., e.g., Olsson et al., 2003) as proposed here brings with
it one further problem: from this point of view, resilience
“exists” in a strict sense only if stressful conditions occur
(which are then successfully overcome). Thus, it appears
that potentials for resilience are by definition impossible
(a person- or a trait-oriented approach does not have this
problem; Luthar et al., 2000). Once again the answer is
that resilience is only the term used to designate a com-
plex occurrence, which we strive to explain through the
combination (i.e., interaction) of individual factors (per-
haps including certain traits; Roosa, 2000). Provided that
these types of factors are identified, their effects can be
investigated separately and in combination or interaction
(preferably in prospective designs). Frequently the con-
cept of adaptation is contained in the definition as well
(e.g., Arrington & Wilson, 2000, p. 225; Luthar et al.,

2000, p. 543; Masten, 2001, p. 228; Masten & Reed, 2002,
p. 75), making a circular logic in the explanation almost
unavoidable. Especially if “adaptive” is used only as a
synonym for “positive outcome” (e.g., Affleck & Tennen,
1996), the potential explanatory value of the concept is
lost. This explanatory value consists precisely in the fact
that a certain type of adaptation (e.g., a change of seman-
tic associations) of certain structures (such as the avail-
ability of self-defining attributes) in a certain way (e.g.,
through change in the probability of an affective priming
of certain information) is causally responsible for a cer-
tain positive outcome (e.g., subjective well-being; e.g.,
Greve & Wentura, 2003). The scientific challenge for psy-
chology is then to more precisely explain this developmen-
tal process with reference to concrete self-regulatory
mechanisms and processes, that is, to uncover what ex-
actly is concealed behind the macro-phenomenon of re-
silience. This implies among other things that “resilience”
does not denote a real, ascertainable, or measurable entity
or anything similar (Tarter & Vanyukov, 1999), and thus
not a trait.

From our point of view (and in opposition to sharp cri-
tique: Glantz & Sloboda, 1999; Kaplan, 1999), resilience is
an unusually useful concept. This is not because it desig-
nates a construct with special explanatory power; as we just
argued, resilience designates an explanandum, not an ex-
planans. Resilience is important, first of all, because it can
describe a particularly interesting group of developmental
phenomena (i.e., developmental trajectories), the identifi-
cation and explanation of whose common features poses a
challenge—but a potentially fruitful one—for developmen-
tal psychology. These phenomena could be a central reason
for the impressive career of this concept in current debates,
since it highlights developmental trajectories that are not
only unpredictable but also even tend to run counter to the-
oretical prediction.

Second, the concept of resilience is especially useful and
fruitful because it marks and can further stimulate a change
in perspective in developmental psychology as well as in de-
velopmental psychopathology. According to the view en-
tailed in the concept of resilience, development may
frequently occur even when at first glance no substantial
changes are observed. This may be able to tell us more about
the processes that produce the changes than a perspective
focused exclusively on observable changes. Stability and
stabilization as developmental phenomena are closely linked
with resilience. It thus follows that not only can resilience
validly be applied to individuals (perhaps not even primarily
to them); it also can (and should; Glantz & Sloboda, 1999)
be applied to constellations, that is, the relation between risk
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factors, processes, and positive outcomes (Staudinger &
Greve, 2001).

Third, in order to understand and explain phenomena of
developmental psychopathology, the concept of resilience
may support—and even shape—this endeavor in several re-
spects. It reminds us that sometimes potentially harmful
effects can be overseen or underestimated because the in-
dividuals “show” resilience. This may shift the focus when
trying to explain certain maladaptive reactions from the
harmful impact to the lack of resources. A proper under-
standing of processes and constellations of resilience can
also support our search for effective interventive and pre-
ventive measures. One aim of research should, for instance,
be the development of environments that support resilience.
And finally, the life span concept of resilience pursued in
this chapter also highlights that individual and social possi-
bilities to overcome developmental adversities—that is, the
danger of developmental pathologies—are richer than obvi-
ous at first sight and that they are present throughout the
life span.

Successful Development: The Problem of
Universal Evaluation Criteria

A particularly prominent and at the same time serious
problem with the concept of resilience is that it requires
two value judgments to be made before the phenomenon
can be identified at all (Luthar et al., 2000, p. 549ff.; Mas-
ten, 2001; Masten & Reed, 2002, p. 75; Rutter, 2000; Tiét
& Huizinga, 2002). On the one hand, the developmental
situation must be judged to be adverse, stressful, and po-
tentially dangerous.2 At first glance, one might assume
that this is statistically possible (e.g., when “ the majority
of the affected persons developed negatively under such
conditions”).3 However, this would by definition exclude
the possibility that a majority of the population possesses
resources of resilience which is completely plausible in the
case of specific types of adversity (e.g., burdens or dan-
gers for development that have existed for a longer period);

2 For example, Arrington and Wilson (2000, p. 223) suggest ap-
plying the concept of risk to groups and vulnerability to individ-
uals. Although this appears to be helpful, it would be practically
inconsistent, as individuals also face risks, that is, external con-
stellations of conditions, which can lead, in the absence of indi-
vidual protective factors, to maladaptive development and
developmental disruptions.
3 The second value problem (see later discussion) is implied by
the first in this case as well.

the adaptation by groups or populations to relatively stable
risk factors is, briefly stated, the principle of evolutionary
development and thus the concept of evolutionary adapta-
tion (Barkow, Cosmides, & Tooby, 1992). Accordingly,
Tiét and Huizinga (2002) apply the concepts resilience and
adaptation largely interchangeably. This is also the princi-
ple of biological immunization against a virus: the virus
remains dangerous—it has not been rendered harmless or
even become extinct—even if the majority of (surviving)
persons in whom it is still detectable are now immune. Ac-
tually, several studies are now arriving at the conclusion
that resilience is a normal phenomenon (Masten, 2001).
Therefore the possibility of calling widespread immuniza-
tion “resilience” (simply because the majority of people
are immune at a given time) cannot by definition be ruled
out. This means that one would have to define risk factors
as well as assets in other than statistically descriptive
ways. Referring to prototypical examples, however, is also
problematic. There may be indisputable cases (a serious
accident on the one hand, a loving grandmother on the
other; Masten, 2001), but these may not be indisputable
under all circumstances (the grandmother’s loving care
may be perceived by the grandchild as incomprehension,
while the accident, even if it was the cause of injury, may
have prevented a much larger catastrophe, such as the
boarding of an airplane, which then crashed). On the other
hand, most cases are not even indisputable at first glance
(under normal circumstances), but rather part of a contin-
uum of favorable and less favorable events that must be
classified individually (Masten, 2001). However, this is
only possible within the framework of a developmental
theory that specifies normal development against which
negative deviations can be identified.

This implies that it is impossible to avoid making a value
judgment when determining “resilience” and that the very
concept of resilience is based on a developmental theory
that includes a theory of “good” and “optimal” develop-
ment. This leads us to the second value judgment: it is nec-
essary to evaluate the resilience of individuals affected by
these adverse, unfavorable, or even hostile conditions as
“good,” “successful,” and so on. Analogously, the approach
of developmental psychopathology (summarized in Cic-
chetti & Rogosch, 2002) also needs to be able to make re-
course to a developmental theory based on (evaluative)
definitions of criteria for normal, successful development.
One can also distinguish between internal (e.g., health,
cognitive, emotional) and external (e.g., behavioral or so-
cial) aspects (Staudinger & Greve, 2001; Tiét & Huizinga,
2002). The present (outcome-oriented) literature has put
forward a considerable variety of criteria on which to base
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4 It is perhaps worth mentioning that the problem is often not even
recognized as a problem. Thus, Widinger and Seidlitz (2002)
gather examples of positive (e.g., conscientious, efficient) and
negative (e.g., anxious, negligent) traits of people without even
discussing that the two groups are “positive” or “negative” de-
pending on the context and valuation measures used.

this value judgment (for an overview, cf. also Olsson et al.,
2003).4 Apart from this lack of uniformity it is conceptu-
ally unclear what a generally agreed upon definition of
“developmental success” could look like. Making use of
this statistically is particularly problematic, since again
here the possibility cannot be excluded that the majority of
the persons observed at any given time responded maladap-
tively. Both value judgments thus point toward a theory of
successful development (Greve, 2001). The idea of positive
psychology (Aspinwall & Staudinger, 2003; Seligman &
Csikszentmihalyi, 2000; Snyder & Lopez, 2002) implies
from the developmental psychological perspective the con-
ception of “optimal” or at least “successful” development
(P. B. Baltes & Baltes, 1990; Brandtstädter & Schneewind,
1977; Greve, 2001).

Many authors, in sketching the contours for their defini-
tion of successful development, make reference to the suc-
cessful accomplishment of developmental tasks, according
to specifically defined criteria for each task (e.g., Masten
& Coatsworth, 1995; Masten & Reed, 2002; Wyman et al.,
2001). The central idea here is to formulate age-specific
tasks that define normative standards, which in turn form
the basis for judging the success of individual development
in relatively differentiated terms. This nevertheless proba-
bly only constitutes a temporary solution, for three reasons.
First, these types of lists must always remain unfinished
(due to cultural and historical changes, but also to the self-
designated developmental). Second, the normative specifi-
cations of the goals contained in such lists can always be
subjected to critique. (Is, for example, marriage a criterion,
that is, a necessary condition for successful development?
Obviously not always and everywhere.) Third and above all,
these developmental goals in many cases implicitly or ex-
plicitly contain the acquisition or construction of aspects
that must be at the center of any theory of resilience (e.g.,
as resources or assets)—identity, self-worth, self-efficacy,
stable social relations, and so on. More explicitly normative
models such as Erikson’s well-known theory of psychoso-
cial development (1959, 1984) are either empirically unten-
able (why should there be exactly eight stages, everywhere,
at all times, for everyone?) or—precisely because of the
normative claims—in principle untestable, and thus unsuit-
able as a measure of successful development. The classic

functionality criteria, moreover, are possibly not applicable
to all age groups alike (Widinger & Seidlitz, 2002). Here
again as with other aspects, it can be argued that in the case
of older people, other measurement standards should be ap-
plied. This is clear not only for personality characteristics
(Widinger & Seidlitz, 2002), but also for other criteria. For
example, the classic criteria of depression (changes in sleep
or sexual behavior, also possibly without the presence of
depressive trajectories) may be age-correlated, which
raises the demand for development of age-sensitive instru-
ments of measurement. This again calls attention to the exi-
gency of a theory of successful development that explicitly
addresses this need.

In contrast, however, many scholars in the field of devel-
opmental psychology take the view that (for the reasons indi-
cated above) the articulation of concrete, content-based
criteria—as they were referred to in numerous classic psy-
chological approaches (cf., e.g., Kohlberg, 1971; Maslow,
1970; for a summary, see, e.g., Ryff & Singer, 2002), and
still often continue to be called uncritically (e.g., authentic-
ity; Harter, 2002)—can no longer be defended (e.g., P. B.
Baltes, Glück, & Kunzmann, 2002; M. Baltes & Carstensen,
2003; Staudinger et al., 1995). This is especially true when
referring to middle-class norms and to white, male stan-
dards (M. Baltes & Carstensen, 2003). Concepts that im-
pose substantive value judgments cannot, according to the
objections, be postulated as essential to a positive psychol-
ogy without additional (value or normative) premises. It is
necessary to provide at least a functionally or otherwise em-
pirically (scientifically) grounded argument, which in turn
must relate back to a criterion of developmental success.
Thus, a life span perspective on developmental psychology
is focused less on concrete indicators (e.g., happiness, social
integration, authenticity) and more on a balance between in-
ternal needs and aspirations on the one hand, and the de-
mands of the environment on the other (Freund & Riedinger,
2003). According to this view—at least in our increasingly
fast, increasingly changing, increasingly complex world—
the (hopeless) search for generally agreed, concrete criteria
is less important than the “delineation of a behavioral sys-
tem that promotes as a ‘whole’ the continued adaptation to
and mastery of new life circumstances” (P. B. Baltes & Fre-
und, 2003, p. 25).

In fact, the relationship between empirical description
and explanation on the one hand and positions based on
value judgments or normative demands on the other is
more complex. Even if empirical facts do not constitute a
suf ficient condition for passing judgment, they are never-
theless usually necessary conditions (Brandtstädter &
Schneewind, 1977). Whenever practical decisions are
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made, empirical assertions of fact (typically in the form
of expectations) are entailed. The demand to encourage
active mobility and autonomy among older people presup-
poses that this actually serves to maintain their mobility
and autonomy and thereby promote their general well-
being; this assumption is empirically testable. Science
thus plays a key role in answering the question of success-
ful development, even when the criterion for this “suc-
cess” must be defined pre-scientifically.

The search for universally applicable criteria—regard-
less of people’s particular individual, cultural, and histori-
cal circumstances—appears unpromising, however, if only
because people’s “success” from the action perspective on
human development depends not least of all on what they
judge to be successful themselves. Brandtstädter and
Schneewind (1977) pointed out that objective definitions
of the meaning of “optimal development” and the recourse
to purely subjective evaluation criteria are equally inade-
quate (partly because both cases always lead to a rela-
tivization of current [perceived] social standards and
benchmarks; Brandtstädter, 2002, p. 383).

These considerations point toward a solution to the cri-
teria question. Beyond the fulfillment of basic vital condi-
tions, the preconditions for successful development are
evidently meta-competencies and meta-resources which
ensure that individuals use opportunities and support to
compensate for deficits and vulnerabilities and are able to
actively influence their development within the framework
of the options currently and theoretically available to them
(Baltes & Carstensen, 2003; Brandtstädter & Schneewind,
1977; Greve, 2001; Staudinger, 1999b). Human ontogeny
is characterized by the fact that it is shaped over long
stretches by us, by our goals in life, and by our self-
concepts. The individual biography, which constitutes our
lives, is admittedly also the result of the constraints and
conditions we encounter and the preconditions we start off
with (and only sometimes are able to influence). Since we
navigate through life with equal measures of intention and
accident, a convincing model of successful development
must take two separate aspects into account: the possibili-
ties (and limits) of individual and social control over our
own development, as well as the resources for managing
and coping with coincidental and unpredictable events, be
they positive or challenging (Brandtstädter, 2002). If this
observation is correct, two aspects of human development
in particular hold a key function in explaining the afore-
mentioned meta-competencies. The option of seizing op-
portunities and actively influencing and controlling our
own development is centrally dependent on self-regulatory
competencies.

Autonomy: Preconditions and Processes of 
Self-Development

If human development is essentially a product of culture and
a result of actions (P. B. Baltes, 1997; Brandtstädter, 1998;
Staudinger, Marsiske, & Baltes, 1995), then the ability to
take action—that is, to select developmental goals, make de-
cisions, form intentions, put them into action, and if neces-
sary also overcome obstacles and revise strategies—is an
essential precondition for successful development (Brandt-
städter & Lerner, 1999). Heckhausen (2003; Heckhausen &
Schulz, 1995) has therefore passionately argued in favor of
regarding primary control as an actual universal develop-
mental goal—and thus as a criterion of successful develop-
ment. We do not support this strong position (“ultimate
criterion,” p. 387) above all because primary control de-
pends just as much on subjective attributions of relevancy
and significance as on individual standards of evaluation.
Which areas I want to control and what degree of “personal
control” I am satisfied with (or consider adequate) will de-
pend not least of all on my individual evaluations, which
constantly change over the course of development, also in
dependence on my development trajectories (Brandtstädter,
1998). However, it is without doubt accurate to say that
striving to influence the environment (relevant to life) is a
primary motive for the action of human and living beings in
general. Successful action requires not only the specific
competencies necessary to carry out the selected action, but
also that these competencies are adequately represented in
the individual’s self-image. Any given action, including de-
velopment-regulative action, can only succeed if the person
taking it has a sufficiently realistic image of him or herself.
This applies not only to the present real self, but also to an
adequate representation of the possible self (Markus &
Nurius, 1986), that is, of the options and possibilities the in-
dividual envisions for him or herself. At the same time, this
is also a precondition for making a suitable choice from
among the possible developmental options (Ryan, 1993).
The self thus has an integrating, “orchestrating” function
for human development (Staudinger, Marsiske, et al., 1995).
This bestows particular significance on processes that en-
sure the integration, continuity, stability and (sufficient) re-
ality orientation, and simultaneously sufficiently positive
(optimistic) shading of the self (Greve et al., 2005).

Coping

This brings us to the second point. In many cases, personal
coping resources are a precondition for allowing develop-
ment to take a successful course, as outlined above. Coping
in general is, today, conceived as a process (in contrast to a
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personal disposition or current state) by which individuals
manage the challenging, threatening, or harmful demands
placed upon them (Lazarus & Folkman, 1984; Montada,
Filipp, & M. Lerner, 1992). Thus, the concept is a neutral
one that includes active, “problem-focused” efforts as well
as re-active (“emotion-focused”) adaptations (Lazarus,
1991). Going one step further, human development in gen-
eral may be regarded as a hierarchical, interactive se-
quence of micro- and macroscopic coping processes.
Skinner and Edge (1998) have argued that coping and de-
velopment are inherently interconnected. No account of de-
velopment is complete without a consideration of how
individuals adapt to adversity and master challenges. De-
velopmental tasks are challenging discrepancies between
the (perceived) current reality and a normative standard
(e.g., ideal self, personal goal or value, social norms, and
so on; Brandtstädter, Wentura, & Greve, 1993). Coping
brings into focus the question of how the individual deals
with a particular set of demands. Moreover, while current
coping processes and resources are shaped by developmen-
tal conditions, coping reactions can also act as forces in
creating future development. The distinction between
short-term or current adaptive processes (“coping”) and
long-term or diachronic adaptation (“development”) ap-
pears all the more arbitrary and fuzzy the more closely a
specific change is observed.

Development essentially consists in upholding and im-
plementing the individual’s capacity to adapt to discrepan-
cies in new situations and developmental tasks, while
seeking (via assimilation or accommodation) to solve—or
dissolve—the discrepancies that generate crises or create
burdens and seem unavoidable in the long run (Brandt-
städter & Rothermund, 2002). Thus, successful develop-
ment implies a progressive adaptation that simultaneously
maintains or indeed expands this plasticity and adaptivity.
As far as we know today, this is possible—and usual—even
into the late years of very old age (P. B. Baltes, 1997). This
leads to the seemingly tautological statement that success-
ful development essentially means ensuring that develop-
ment, that is, progressive adaptation, will always be
possible and really will occur.

Resilience and Coping: Two Sides of the Same Coin?

The theoretical and empirical relation between resilience
and coping seems to need some further consideration. There
appears to be a considerable overlap between the two con-
cepts, both at first glance and upon closer inspection. Some-
times, the terms are even used synonymously. We suggest to
avoid such an all encompassing notion of “coping,” but
rather suggest that coping is an important facet of a re-

silience constellation but not the same as resilience (see also
Ryff et al., 1998). Coping comes into play when investigat-
ing the process component of resilience and there it consti-
tutes an important part (Beasley et al., 2003). Coping,
usually structural, lacks the constellation aspect of re-
silience that includes risks and protective factors on the one
and developmental outcomes on the other hand. The coping
literature has a much clearer focus on the process compo-
nent and does also not include resources such as intellectual
capacity or financial resources (e.g., Lazarus, 1993). In
other words, coping is an important process resource of a re-
silience constellation (see also, Staudinger & Greve, 2001).

Furthermore, coping in the strict sense describes the
management of stress factors (at least in the classic use of
the term which characterizes, e.g., Lazarus’ approach) that
overtax an individual’s own immediately available re-
sources. The term resilience, however, evidently implies
successful management.

Of course, resilience may comprise processes that can
be also described as coping. In particular, two basic ways
of dealing with stressful experiences have been distin-
guished that are also of particular importance for theoreti-
cal and empirical work on resilience. First, there are the
active ef forts undertaken to master critical events. Here,
coping means reducing the actual /ought discrepancy
through problem-oriented action that aims to end the ad-
verse situation. Second, coping is understood as the adap-
tive adjustment to a course of development experienced as
irrevocably negative, an adaptation, which eventually leads
to regaining well-being and life satisfaction. The subjective
perception of the critical situation’s controllability is thus
decisive for the “selection” of the coping tendency. The
question of what is adaptive has to be answered with regard
to the particular situation. For instance, so called “regres-
sive” coping activities such as “giving up responsibility”
have been found to be of adaptive value if the situation
does not allow for change but rather asks for accepting the
loss (cf. Staudinger, Freund, Linden, & Maas, 1999). The
same may be true for “defensive” strategies such as denial.

The subject of “coping in old age” can be discussed from
two perspectives. First, it is a question of specific events to
be managed in old age: coping with old age. As referred to
above, common stereotypes and a series of findings indi-
cate that adverse problem situations begin to accumulate in
later adulthood. Physical and mental performance tend to
decline, serious illness and disabilities occur (with a higher
probability than in younger years), the remaining years of
life decrease, career goals disappear due to retirement, im-
portant friends and relatives die. The fact that these prob-
lems are increasingly characterized by leads us to the
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second aspect. With increasing age and the changing prob-
lems that accompany it, the means of coping in old age
change as well. Adaptive reactions and processes that do
not actively solve but “dissolve” the problem, that is, re-
move it, become increasingly promising and probable
(Brandtstädter & Renner, 1990; Brandtstädter & Rother-
mund, 2002). It is interesting to note that the overwhelm-
ing majority of individuals in late adulthood and old age
are apparently successful in “managing” crises (including
the negative aspects of aging) in this way (Brandtstädter &
Greve, 1994; Brandtstädter & Wentura, 1995; Staudinger,
2000; Staudinger et al., 1995).

In cases where individuals face losses and deficits, they
actively confront them in a variety of ways. The model “se-
lective optimization with compensation” (P. B. Baltes &
Baltes, 1990; Freund, Li, & Baltes, 1999; Staudinger &
Lindenberger, 2003) examines these strategic responses to
losses that threaten to occur or already have. Active forms
of coping are characterized by adherence to the standards
and the value and goal orientations under threat. However,
not every actual /ought discrepancy can be reduced through
active, and in particular proactive problem solving. Nor can
definitive failure or irreversible losses be compensated for
by delegation. The possible emotional consequences, which
may—depending on the subjective importance of the life
domain affected—be dramatic and range from desperation
and grief through hopelessness to depression, can, however,
be regulated or possibly even avoided entirely through
adaptive coping reactions. One characteristic aspect is that
the threatened “ought” values are changed to such that the
discrepancy is reduced or entirely resolved. Adaptations of
the system of personal values and preferences, reinterpre-
tations of stressful problem situations, changes in perspec-
tive and deliberate (downwards) comparisons are typical
examples of processes that contribute to resolving the ac-
tual /ought discrepancy, thereby reducing the adverse effect
of this discrepancy on well-being and life satisfaction
(Brandtstädter & Renner, 1990). The end point of these
“accommodative” processes (Brandtstädter & Greve,
1994a; Brandtstädter & Wentura, 1995) is that the individ-
ual’s self-image, and the image of his or her goals and situ-
ation in life is altered and no longer contains the negative
actual /ought discrepancy.

Coping episodes can be typically reconstructed as an in-
terlocking combination of complementary active-strategic
and accommodative processes, as the two modes of coping
may be used to achieve different goals. Not least, modify-
ing personal goal structures and preferences can also make
it possible again to exercise control over highly valued

goals, thereby also (subjectively) enabling active efforts
that previously appeared pointless and would have taken up
valuable resources unnecessarily (Brandtstädter & Rother-
mund, 1995). This is a central function of the aforemen-
tioned selection processes (P. B. Baltes & Baltes, 1990).
For instance, in old age and under circumstances of physi-
cal constraints, it may be highly adaptive to give up inde-
pendence, that is, move into assisted living quarters or have
permanent help come in. By choosing dependence in old age
we may gain powers that we can use for keeping up friend-
ships or for pursuing other interest (M. Baltes, 1996). The
reduction of aspiration levels can be similarly classified.
Being irreversibly unable to fulfill a specific criterion of
physical fitness—for example, climbing several flights of
stairs with ease—due to aging stimulates accommodative
coping. This may, however, result in a more age-appropriate
definition of physical fitness, which individuals then in-
deed actively pursue. Equally, compensation processes also
call for active and accommodative regulations. If otherwise
effective repertoires of action fail to achieve goals or main-
tain standards, the individual seeks alternative paths of ac-
tion, possibly involving compensatory aids (for instance, a
hearing aid). The precondition for this step, however, is an
acceptance of irreversible losses on a subordinate goal
level: only individuals who can cope with a self-definition
as hard of hearing, and thus accept a hearing aid, can con-
tinue to communicate (relatively) effortlessly.

Coping in old age does, of course, have its limits. Health
problems are often neither curable nor can they be looked
at in relative terms. Permanent eyesight restrictions o
the loss of a long-term partner, for example, can only be

compensated for to a certain extent and only partially emo-
tionally alleviated. Not least in very old age, there is an in-
creasing probability of deficits and losses that no longer
appear “manageable.” The perspective of coping and regu-
lation dynamics must not seduce scholars to assess negative
emotional reactions as “failure.” Quite the opposite: Only
a more comprehensive concept of coping opens up the pos-
sibility of recognizing grief and desperation reactions as
facets of a regulation process that enables individuals to
live with even difficult situations and crises.

The observations described here illustrate that the cop-
ing theories relating to late adulthood and old age clearly
include functions and regulative processes that can help to
explain the phenomenon of resilience. We will therefore go
into somewhat more detail on the models of development
regulation mentioned here in a later section. For the pur-
pose of our argument in this section, it is initially only im-
portant to recognize that coping processes are clearly a
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constitutive element of resilience, particularly in cases
where they include adaptive processes that are characteris-
tic of later adulthood.

Resilience as an Issue of Empirical Research

Having more clearly outlined the concept of resilience that
we intend to use here through the discussion up to this
point, it is easier to survey and evaluate the research land-
scape. Early studies (starting with the work of Rutter,
Garmezy, and Werner in the 1970s; for an overview, cf.,
e.g., Kaplan, 1999; Luthar et al., 2000; Masten, 2001; Mas-
ten & Coatsworth, 1998; Masten & Reed, 2002; Rutter,
2000; Ryff et al., 1998; Tiét & Huizinga, 2002) focused in
particular on psychopathological conditions in childhood
(including biological risk factors, e.g., parents diagnosed
with Schizophrenia, or perinatal stress), social risks (e.g.,
poverty or other social disadvantages) and traumatic bio-
graphical stress during childhood (e.g., sexual abuse,
physical maltreatment). The phenomenon has also been ex-
amined in very extreme cases of stress, such as among
Holocaust survivors (Greene, 2002) and among parents of
children with disabilities (Heiman, 2002). In general, two
types of studies can be distinguished. One kind of studies
is based on very low sample sizes but with highly nuanced
observations or qualitative data (e.g., Felten, 2000). The
other kind of studies is rather large scale studies using
quantitative assessment and pursuing almost an epidemio-
logical approach (e.g., Jessor, 1993; Masten, 2001; Rutter
& Rutter, 1993).

Broad-based research activities as early as the 1980s in-
dicate increasing attention on the phenomenon of sound de-
velopment in the context of multiple life stressors and
adversities (for a summary, cf., e.g., Masten & Reed, 2002;
e.g., Wyman et al., 2001). These studies were initially con-
cerned with identifying resources available to children
under such conditions (for a summary, cf., e.g., Kumpfer,
1999), and primarily with developing and testing theoreti-
cal models specifying the relation of these resources to the
processes of adaptation. Research on the development of
family dynamics also demonstrates a clear trend toward a
resilience-oriented perspective (cf., e.g., the meta-analysis
of Allen, Blieszner, & Roberto, 2000). One example of pro-
totypical resilience research is the study of various proto-
typical development courses (cf. Masten & Reed, 2002 on
the basic approach) regarding antisocial behavior (e.g.,
Loeber & Stouthamer-Loeber, 1998).

Studies of resilience highlight above all the considerable
differences between individuals in their responses to ad-

verse circumstances. Although extreme situations (e.g., se-
vere abuse) exceed the resources and reserves of almost all
those affected, there is a considerable breadth of variation
in the forms of reaction, and thus of development, that neg-
ative circumstances induce. The existence of a large num-
ber of protective resources or assets has been proven
empirically, although many of the combinations thereof
(cf. regarding children, e.g., Masten & Reed, 2002, p. 83)
have not been subjected to theoretical systematization
(Masten, 2001). However, the most important problem is
that quite often aspects that are psychologically directly or
indirectly influential (e.g., self-efficacy, intellectual ca-
pacities) are combined with variables that merely point to
underlying mechanisms rather than being of explanatory
value themselves (e.g., socio-economic status). Often it is
unclear whether a given variable belongs to the former or
the latter. For example, gender is in most cases a variable of
the second category, while parenting behavior may be as-
signed to either category depending on how it is defined
and measured. Consequently, risk factors are usually risk
markers. As Rutter has aptly noted, it is of crucial impor-
tance to differentiate between risk indicators and risk
mechanisms (2000, p. 653). The empirical detection of risk
markers (indicators, at best) is based on group data; thus, a
risk in this perspective is an estimated probability that a
member of a certain group (or population) will exhibit a
maladaptive developmental outcome. Risk markers thus
make it possible to predict (with a certain probability) the
specific (maladaptive) developmental course. Correspond-
ingly, meta-studies (e.g., Norris et al., 2002) also indicate
little more than a very heterogeneous combination of risk
and protective factors on very differing theoretical levels.

Further, there are a number of variables that empirically
demonstrate differences with regard to their protective
value depending on given contextual circumstances. An in-
teresting example of this phenomenon is the connection of
resilience to self-enhancement (for a summary, cf. Bo-
nanno, 2004), and thus to self-esteem (cf. Masten &
Garmezy, 1985). On the one hand, self-esteem (at least of a
moderate kind) appears to be a resource (moderator vari-
able) for coping with threats and stress (e.g., Cicchetti,
1997; cf. also Aspinwall, 2001). On the other hand, re-
duced self-esteem is frequently a consequence of stress
and threats (e.g., in victims of school violence; Greve &
Wilmers, 2003). Simultaneously, however, self-esteem is
likely to be a positive precondition for mobilizing or even
simply accepting social support (and thus a mediator vari-
able for problem management). Yet other studies indicate
that high self-esteem is not always positive per se (cf.
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Baumeister, 1993; Crocker & Park, 2004). Two aspects
may be important when trying to integrate those seemingly
contradictory findings. First, the functionality of self-
esteem does not follow a linear function, that is, if self-
esteem surpasses a certain level, it turns into being
dysfunctional (which by the way is also true for optimism;
cf. Baltes et al., 1998). Second, it is important to consider
the process dynamics of self-esteem regulations that is, for
instance, how robust or vulnerable is a given level of self-
esteem (e.g., Greve & Enzmann, 2003). The protective sig-
nificance of self-esteem can therefore presumably only be
clearly formulated when clarifying which structural and
procedural bases for self-esteem can be protective, and
which can be dangerous, under what specific (individual
and situational) conditions. Moreover, empirical evidence
that positive self-esteem co-varies with successful devel-
opment presents theoretical problems simply because an
adequate level of self-esteem will always be a central crite-
rion of successful development (no matter how it is de-
fined). In any case, significantly low self-esteem cannot,
for conceptual reasons, occur in conjunction with “success-
ful” development, let alone be considered a defining char-
acteristic thereof. Some studies therefore also construct
their examination of resilience around the factor of self-
esteem (e.g., Lösel, Bliesener, & Köferl, 1989; Tiét &
Huizinga, 2002). Nevertheless, it is also conceivable that
other aspects of successful development, such as social in-
tegration, competence in pro-social behavior, empathy,
might themselves be explained by self-esteem. The com-
plex role of self-esteem thus appears to be an empirical
issue; a differentiated study of state and trait components
is likely to play a key role in this context.

When we turn to older people in particular, we face the
problem that diachronic reflexive interactions are charac-
teristic of the phenomenon of resilience. Thus, the question
of whether disengagement or continued activity indicates
successful aging is wrongly phrased, not only because
(under certain circumstances) both can obviously be de-
fined as “successful” (Freund & Riediger, 2003); it is also
misleading because social engagement as well as social
withdrawal, seen diachronically, can be both products and
producers of well-being (or dissatisfaction and suffering).
For example, if sickness forces me to reduce my social con-
tacts (e.g., because I am less mobile, hard of hearing) and I
am unable to compensate for this in other ways (e.g.,
through closer relationships with family members, e.g.,
grandchildren, or through pursuing a hobby at home), this
may then (and only then) trigger a progressive downwards
spiral into increasing social isolation. Conversely, the de-

liberate continuation of social activities that consume all
available energy and resources can indicate unsuccessful
regulation of development, rigid intractability, and reality
avoidance, and can also prompt high medium-term costs in
terms of satisfaction (and health).

Although there have been repeated calls for theoreti-
cally guided research dealing with precisely these issues
(e.g., Luthar et al., 2000; Masten & Reed, 2002), this may
well constitute the most important desideratum of re-
silience studies at present. One important path that has
been pursued rather seldom to date, particularly in the con-
text of later adulthood and old age, is to design experimen-
tal, or quasi-experimental, scientific models to accompany
systematically planned intervention studies (cf. Masten &
Reed, 2002).

Resilience Is Ordinary and Universal

In general, all the evidence currently indicates that even ex-
traordinary resilience results from “ordinary” processes.
There is no reason to assume at present that psychological
resistance and the ability to overcome or cope with stress,
difficulties, and adversities require special individual skills
or conditions only attainable or available in exceptional
cases. In fact, in any given case, just one of a multitude of
possible configurations or combinations (and not any spe-
cific combination) of protective factors appears to suffice
to overcome even extreme stress and adversities (Masten,
2001). Bonanno (2004) argues that resilience is far more
widespread than assumed, even in cases of extreme loss and
traumata. An indication of this is apparently that, roughly
estimated, at least 50% to 60% of all adults have been ex-
posed to an instance of stress which can be described as
traumatic at least once in their lives, but only one-tenth are
reported to have developed PTSD symptoms (Ozer, Best,
Lipsey, & Weiss, 2003). The figure is less than 20% even
for victims of serious violence (for a summary, cf. Bonanno,
2004). Bonanno, Papa, and O’Neill (2002) also argue that
resilience occurs much more frequently than is often as-
sumed. They give the example that grief (e.g., after the
death of friends or relatives) does not occur frequently,
which—in contrast to numerous myths from certain schools
of therapy—can also be seen as a positive indicator (Wort-
man & Silver, 2001). Furthermore, the psychology of the
self has provided firm evidence of a multiple self-system
that adapts to current demands, not only over the course of
life but also from situation to situation, without losing its
continuity (and thus identity), again confirming that phe-
nomena of resilience are an everyday occurrence. Struc-
turally similar phenomena also ensure personal continuity
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in cases of (what initially appear to be) serious losses or
stress. We have to realize that resilience indeed is a norma-
tively occurring phenomenon. It is not confined to (but does
not exclude) spectacular circumstances. For instance, in the
realm of cognitive development across the life span re-
silience occurs normatively; that is, the rather strong de-
cline of fluid abilities during adulthood and into old age
does not undermine overall cognitive functioning (Baltes,
Lindenberger, & Staudinger, 1998). It is through the acqui-
sition of a great number of bodies of knowledge that the
decline in speed of processing and in coordinating informa-
tion is compensated.

The question is, which mechanisms—aside from the
coping processes discussed above—can give rise to re-
silience? For example, adults have been shown not only 
to increasingly focus on positive affects, but also to use
cognitive-affective complexity as a possible buffer
(Labouvie-Vief & Medler, 2002). Self-complexity
(Linville, 1985, 1987) could be one protective resource
(cf., e.g., Affleck & Tennen, 1996). The basic idea is that,
if one aspect is under threat, a differentiated self in which
various domains (semantic or affective) are not too closely
networked, protects many other areas from being affected
by this threat. In a meta-analysis, however, Rafaeli-Mor
and Steinberg (2002) come to the cautious conclusion that
this buffer hypothesis is not very well supported, but the
extreme heterogeneity of the findings (and of the quality
of the studies involved) does not permit a firm conclusion.
It seems clear, however, that complexity by itself does not
do the trick but needs to be complemented by integration
at the same time and the various self-aspects need to be
evaluated positively (cf. Staudinger & Pasupathi, 2000).

Resilience appears to consist not least in flexibly coping
with that which subjectively presents itself to us as “real-
ity.” Even if we have the strong impression in everyday life
that reality is outside of us and thus always undoubtedly
present (and that it can be influenced by active behavior at
most in the medium term—and then only to a limited ex-
tent), there is nevertheless no doubt that different individu-
als experience the same “reality” differently, in some cases
very differently. This means there is a certain possible
scope for “reality negotiation” (e.g., R. L. Higgins, 2002)
for example, with regard to causal attributions or emotional
evaluations, and which can be—and is—utilized function-
ally. This does not necessarily contradict the goal of au-
thenticity (Harter, 2002; in as far as one regards this goal
as indisputable; cf. above), it merely requires a person to
not knowingly deceive others or put on an act (even though
at times this can be a tough distinction).

Not least of all, it is important to find positive aspects
even in negative developments (reframing). There are many
indications that “benefit-finding” (Affleck & Tennen,
1996; Tennen & Affleck, 2002) or “meaning-making”
(Nolen-Hoeksema & Davis, 2002; cf. also Baumeister &
Vohs, 2002) are valuable resources against the negative
consequences of stressful experiences or losses. However,
it is by no means certain that these are mere constructions
of the individual with a self-deceptive character (in the
sense of “positive illusion”; Taylor & Brown, 1994).
Rather, recognizing the often hidden but in fact real benefit
of a challenging situation is actually an indication—almost
a criterion—of self-related wisdom (Staudinger, Dörner, &
Mickler, in press). Forms of reaction that reduce or even
entirely avoid negative consequences by means of reevalua-
tions and new perspectives on initially negative experi-
ences (reframing) can be attributed to the “accommodative
mode” (Brandtstädter & Renner, 1990, 1992) in Brandt-
städter’s dual process model of development regulation
(Brandtstädter & Rothermund, 2002).

If one regards development from a life span perspective,
that is, as a permanent, dynamically changing subjective
gain-loss ratio (e.g., P. B. Baltes, Staudinger, & Linden-
berger, 1999; Staudinger & Bluck, 2001), it is clear that
phenomena of resilience are by no means concentrated
within certain life stages. Staudinger and Bluck (2001)
have pointed out that traditional developmental psychology
initially prioritized the study of childhood and (somewhat
later) of adolescence, later supplementing this with an ex-
amination of old age from the mid-twentieth century on-
wards, but still largely ignored the long phase of middle
adulthood. The argument developed there is that indeed
midlife had not “caused any trouble” and therefore there
was less need for investigating this life period. However, it
is also argued that this lack of trouble is actually linked to
the adaptive capacity of midlife rather than to a lack of
stressors and crises (Staudinger & Bluck, 2001). And in-
deed middle adulthood is characterized by numerous
crises. When parents die, children leave home, and the
years left to work and live are steadily decreasing (Kim &
Moen, 2001), this generates more acute awareness of one’s
own finitude (cf. also Carstensen, Isaacowitz, & Charles,
1999), as well as the insight that many life goals may well
remain unfulfilled forever and that “developmental dead-
lines” (Heckhausen, Wrosch, & Fleeson, 2001) may al-
ready have passed. Nevertheless on average no “midlife
crisis” has been deserved. Thus, most likely the stressors
are buffered by a rich set of resources and a resilience con-
stellation occurs (Staudinger & Bluck, 2001).
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Interestingly, also discussions of developmental psycho-
pathology have traditionally (and, to a large degree, until
recently) centered on childhood and adolescence. From the
arguments presented up to this point follows, however, that
successful (“healthy”) as well as maladaptive (“pathologi-
cal”) development can and will occur throughout the life
span. Thus, developmental psychopathology must not stay
restricted to certain (early) stages of life, but rather
broaden its perspective to also encompass middle and later
adulthood. By doing so, additional options for interven-
tions can be explored and potential structural equivalencies
among developmental processes in childhood and old age
may be discovered.

If our argument is correct that resilience designates a
complex developmental dynamic whose effectiveness con-
sists in avoiding clear phenotypic changes (Brandtstädter &
Greve, 1994b; Greve, 2005), then middle to late adulthood
would be the exact prototype for virulent, dynamic, and
highly complex development, taking place to a certain
extent “behind the scenes.” We may only notice these de-
velopmental resilient processes as such again in later adult-
hood because we tend to expect developmental losses,
processes of disintegration and decline, and seek explana-
tions for why these fail to occur (e.g., in the case of the
“well-being paradox”; Staudinger, 2000).

With the action-related concept of development in mind,
we must point out that resilience not only is reaction but
frequently “proaction,” before the negative event or the de-
generative development actually takes place. Findings on
older people’s allegedly “paradoxical” fear of crime pro-
vide an interesting example of this phenomenon (Greve,
1998, 2000b). The common stereotype that older people
are considerably more afraid of crime than younger age
groups, although objectively the justification for this fear
decreases with age, makes it clear that many discussions
must be revised in the light of the conception of resilience.
A closer look shows that this pattern of findings—fre-
quently interpreted as an indication of “irrationality of old
age”—is based on a simultaneously adaptive and highly
functional behavioral tendency, which can be interpreted,
in the light of the considerations presented in this chapter,
as an expression of a proactive resilience. According to
replicated findings, older people are not more frequently or
more intensely afraid of criminality than younger age
groups, nor do they consider themselves more likely to fall
victim to criminal actions. Old people behave more cau-
tiously than younger people, with the desired—and from
this point of view not at all “paradoxical”—effect of a de-
creasing probability of victimization (Greve, 1998). The
explanation as to why caution increases with age is complex

(Greve, 2004). One important aspect may well be the in-
creasing—and also subjectively registered—biological vul-
nerability of older people, along with the consideration that
intentionally cautious behavior in particular is determined
by expectation-value calculations, which weigh the ex-
pected gain from risk behavior (“walking alone outside at
night”) against the possible costs (falling and physical in-
juries in the event of attack) and make cautious behavior
appear the more appropriate (“rational”) choice. A de-
creasing victim rate among older people over a period of
several years can be described as an expression and conse-
quence of a resilience constellation.

In the wider context of the arguments outlined here, it
becomes particularly clear that it is inappropriate from our
point of view to understand resilience as a state or even just
a process (and certainly not as a trait). It is probably more
appropriate to conceptualize the term resilience as a con-
stellation of risk factors on the one and developmental out-
comes on the other hand that is held together by resources
encompassing regulatory processes as well as structural
characteristics (Figure 21.1). We will return to two theo-
retical conceptions that describe the orchestrated inter-
action of this constellation through intrapersonal processes
in more detail at a later point.

The phenomenon of resilience in late adulthood and old
age can be examined and demonstrated in very varied psy-
chosocial domains of functioning. For example, Staudinger,
Marsiske, et al. (1995) have examined the domain of cogni-
tive functions, and social relations and interactions in 
particular, in greater detail (cf. also P. B. Baltes, Linden-
berger, & Staudinger, 1998; P. B. Baltes, Staudinger, &
Lindenberger, 1999; Staudinger & Greve, 2001). However,
the domain of self and personality is of crucial and indeed
exceptional importance for the study of resilience in adult-
hood in two main respects. First, the plasticity and adap-
tivity observed in this domain offers a vivid and
prototypical example for the resilience of adult individuals.
Second, the adult self has an “orchestrating” function for
human development in general and for resilient processes in
particular (P. B. Baltes, 1997; see also Staudinger et al.,
1995). We therefore focus on examples from the domain of
self and personality in the following discussion, particu-
larly because the theoretical approaches to be examined
here have been studied extensively in this context.

The Resilient Self: Stabilization, Defense, and
Adaptation of the Aging Self

A large number of national and international studies show
that the functionality and overall positive status of self
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Figure 21.1 A model of resilience as a constellation of personal and contextual resources.

Developmental Status

Nonpsychological I
Psychological Indicators

Psychological Resources

Cognition
Self and Personality

Social Relations

Nonpsychological Resources

Biological
Physical

Socioeconomic

Developmental Stressors

Nonpsychological
Psychological

Normative
Nonnormative

and personality generally diminish little if at all in old age
(e.g., Greve, 2005; Roberts & Caspi, 2003; Smith &
Baltes, 1996; Staudinger, 2000a; Staudinger, Freund, Lin-
den, & Maas, 1999). Indicators for state of mind such as
self-esteem (Bengtson, Reedy, & Gordon, 1985; Brand-
städter et al., 1993), general well-being (Ryff, 1995), con-
tentment with one’s own age (Staudinger et al., 1999), and
the conviction of being able to directly or indirectly con-
trol one’s own life (M. M. Baltes, 1995; Brandtstädter &
Rothermund, 1994) show little to no change with age. This
has made an essential contribution to rejecting, as too par-
tial and incomplete, the stereotype of aging characterized
by deficits and losses. This picture has been replaced by
the more multifaceted image of “productive” aging, which
emphasizes the opportunities and options of “successful
aging” alongside the undisputed crises and losses (M. M.
Baltes & Montada, 1996; P. B. Baltes & Baltes, 1990;
Bond, Cutler, & Grams, 1995).

The aforementioned (cumulative) stability of the adult
personality has, however, only at first glance been demon-
strated clearly; as discussed earlier, genetic explanations
in particular by no means suffice. Moreover, various ap-
proaches closely connect the concept of personality with
that of the self (“personality as integrated self-system”;
Bandura, 1999, p. 187; see summary in Greve, 2005).

However, if self and personality are not an endogenous
component of the human psyche, their stability requires
far more explanation than their variability, particularly in
view of the plasticity repeatedly referred to earlier.

This finding of plasticity seems particularly astonishing
in light of the well-documented fact that development-
related processes of decline and functional setbacks emerge
in many life and functional domains beginning in midlife. In
fact, not only common stereotypes but also a large number of
findings suggest that adverse situations begin to accumulate
in later adulthood: Physical and mental performance de-
clines, as demonstrated earlier, serious illness and disabili-
ties are more likely to occur than in younger years, number
of remaining years to live decreases, career orientations are
lost due to retirement, close friends and relatives die. In re-
lation to cognitive development (e.g., Reischies & Linden-
berger, 1996), changes in sensory functions (Tesch-Römer &
Wahl, 1996), and morbidity (e.g., Steinhagen-Thiessen &
Borchelt, 1996), old age is characterized by an increase in
factual losses and setbacks (for a summary, see, e.g., P. B.
Baltes, Lindenberger, et al., 1998; P. B. Baltes, Mittelstraß,
& Staudinger, 1994; P. B. Baltes, Staudinger, et al., 1999;
Bond et al., 1995). This continually deteriorating balance of
developmental gains and losses is apparently also perceived
as such by the aging individuals themselves (Heckhausen,
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5 In the context of this discussion, we have chosen not to go into
more detail on the various conceptualizations of the self (see
Leary & Tangney, 2003). In relation to the contents of the self,
scholars generally distinguish between a cognitive-descriptive
and an evaluative-judgmental (emotional) perspective. Both are
highly multilayered and differentiated (e.g., in relation to affec-
tive, cognitive, and conative components). The processes of the
self can be roughly divided into two functional categories: First,
it processes self-relevant information in such a way that the indi-
vidual capacity for life and action is retained or improved; sec-
ond, it attempts at the same time to maintain as high a level of
self-evaluation as possible (Greve, 2000a).

Dixon, & Baltes, 1989). Moreover, the very subjective rep-
resentation and evaluation of one’s own person, that is, “ the
self,”5 would lose its function for behavioral regulation
and control if it did not integrate the individual’s objective
developmental changes. For example, it is a necessary pre-
condition for successful behavior to assess one’s own com-
petences and resources sufficiently realistically. The self
does not have to be as veridical as possible, but as adequate
as necessary if an increasing dysfunction with age is to be
avoided (Greve & Wentura, 2003; see also the concept of
“optimal margin of illusion”; Baumeister, 1989).

Old age is certainly a very rough indicator of the in-
crease of risks, stresses, and losses (Staudinger & Fleeson,
1996). In fact, here one should not only separate different
aspects (physical, cognitive, psychological, social, etc.)
that develop in very different (sometimes even complemen-
tary) ways, but also take into account marked interindivid-
ual and situational differences that lead to an increasing
heterogeneity of actual and chronic stresses in and
throughout old age. In this respect, the success of coping is
always relative; that is, it depends on the dimension under
examination and the success criterion chosen (e.g., Filipp
& Klauer, 1991).

Nevertheless, it is precisely the seeming contradiction
between stresses and losses that increase with age, on the
one hand, and the phenotypic stability of self and well-
being of the aging person, on the other hand, that makes
the processes and conditions of this constellation of
resilience in old age such a fascinating research issue
(Brandtstädter, 1999b; Brandtstädter & Greve, 1994a).
The “discovery” of this apparent paradox is also due,
however, to a negatively biased view of aging that also ex-
pects a failure in coping. In other words, it is the late ef-
fect of a deficit-oriented image of development in later
life (Ryff et al., 1998).

The experience of the “coherence of personality” (Cer-
vone & Shoda, 1999a) is due to a number of phenomena
such as the observable convergence of human behavior even

across different contexts, but not least it is also due to
the subjective (phenomenal) constancy referred to in the ex-
perience of the self that makes my biography my biography
(Brandtstädter & Greve, 1994a; Cervone & Shoda, 1999b).
Indeed, personality can really be understood as an inte-
grated self-system (Bandura, 1999): the unity of behavior
and personal identity. Human beings present and shape
themselves and their environment through their behavior.
Continuity is thus actively and sometimes also intention-
ally produced (Bandura, 1999; Brandtstädter, 1998, 2001;
Greve et al., 2005). We produce stability by observing and
checking ourselves (Roberts & Caspi, 2002). Hence, on the
one hand, it becomes clear that the development of the self
is the key to the question of development of the personality.
At the same time, this also makes it clear that the combina-
tion of the themes “self and personality” is more than just
two facets of the same domain that complement and supple-
ment each other. Instead, this combination of perspectives
may in fact be regarded as specifying the combination of
genotypic and phenotypic perspectives on lasting behav-
ioral tendencies; the visible stability and continuity of the
behavior (“phenotypic personality”) may be explained by
the structural and motivational process continuity of the
self in the interaction with variable situations and corre-
spondingly specific cognitions and evaluations. Hence, our
argument is that the apparent paradox of stability of the
self-image and well-being in the event of permanent internal
and external changes disappears if the personal constella-
tion of resilience is moved into the focal point of the theo-
retical perspective (Brandtstädter, 1999b; Brandtstädter &
Greve, 1994a; Staudinger, in press). Surprisingly, the appli-
cation of the concept of resilience to explain the stability of
self and personality in later life was attempted only rela-
tively late (Ryff et al., 1998, p. 71; see also Staudinger
et al., 1995). This is all the more astonishing as resilience
apparently seems to be the rule rather than the exception
(e.g., Brandtstädter & Wentura, 1995; Staudinger, 2000b).

Personality Traits as Elements of Constellations
of Resilience

One aspect of resilience in the domain of self and personal-
ity is the search for personality factors that contribute to
constellations of resilience, that is, that promote adaptive
processes. (We have already pointed out that we do not fol-
low approaches that view resilience itself as a personality
attribute.) Thus, for example, findings from the Berlin
Aging Study show that emotional instability, that is, neu-
roticism, moderates the correlation between physical risks
and well-being (Staudinger et al., 1999). The authors argue
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that it is precisely the intense experience of—also nega-
tive—feelings in the face of intense stressors that can have
an adaptive effect, especially under conditions of lack of
control. This is consistent with the discovery that under
conditions of socioeconomic stress, the experience of nega-
tive emotions is more protective than a “surplus” of posi-
tive emotions (Staudinger et al., 1999). Other lasting
aspects of personality (see Staudinger & Pasupathi, 2000,
for an overview) that have proven to be at work in constel-
lations of resilience are conscientiousness, openness to new
experiences (Costa & McCrae, 1985), and self-efficacy
(Bandura, 1986).

Self-Regulatory Processes as Part of
Constellations of Resilience

It is no coincidence that the research on coping has paid so
little attention to the concept of resilience for so long. Indi-
vidual reactions to sources of stress and crises are typically
made a topic of research only when they become apparent,
or at least when sufficient cause arises to expect such reac-
tions. The concept of “critical life events” (Filipp, 1995) il-
lustrates this perspective aptly. The obvious link to clinical
questions (Posttraumatic Stress Disorder or issues from the
theory of depression) has lent additional support to the ten-
dency to concentrate on phenotypic processes of change.
This largely loses sight of the fact that, in many constella-
tions of resilience, “active,” observable “coping” with “ob-
jective” sources of stress does not appear to occur at all.

When dealing with the subject of coping processes, one
must keep several potential misunderstandings in mind.
First, it should be pointed out that we are proceeding from
a neutral conception of coping that includes both problem-
oriented and emotion-centered coping forms (Lazarus &
Folkman, 1984) in reaction to sources of stress and crises
that, from a subjective perspective, exceed the individual’s
currently and potentially available personal and social re-
sources (Lazarus, 1991). This also includes what is known
as “regressive” behavior (e.g., “relinquishing responsibil-
ity”; Haan, 1977). Both problem-oriented and emotion-
centered forms of reaction presuppose an awareness or
anticipation of a relevant cause, challenge, stress, threat,
loss, or crisis: only perceived stresses must (and can) be
coped with. Second, as mentioned earlier, in this sense,
coping processes are not to be understood as antecedents or
causes of resilience, but as elements of a constellation of
resilience (see Figure 21.1). We argue, as explained earlier,
in favor of a conception that identifies constellations of
resilience—precisely in old age—as ways of dealing suc-
cessfully with threatening and stressful life events and cir-

cumstances such that the former status and/or functional-
ity of the relevant domains is restored or maintained. These
conceptions raise the question as to what specific forms of
reaction (under which personal and situational conditions)
allow, for example, subjective well-being to be maintained
or increase the probability of survival and thus contribute
to a constellation of resilience.

In principle, as already addressed, it is possible to dis-
tinguish here between reactions in two different directions.
First, losses and deficits that are impending or have al-
ready occurred may be confronted in a wide variety of ac-
tive or assimilative ways (Brandtstädter & Greve, 1994a).
Here, in other words, an attempt is made to change some-
thing about the menacing or critical situation, which is also
possible even when the individual no longer has full control
over this domain of reality. The active delegation of control
may be another promising coping option: By delegating to
others high-effort tasks that can no longer be carried out by
oneself, while still maintaining control of localization,
scope, and quality in the process, older people exercise a
form of “proxy control” (M. M. Baltes, 1995). Proxy con-
trol can solve the problem without necessitating specific
individual adjustments. However, in all the earlier men-
tioned cases, these active forms of coping are character-
ized by adherence to the threatened standards, value, and
goal orientations.

However, not every problem can be reduced by active
problem solving. Nor can eventual failure or irreversible
losses be compensated through delegation. As the studies
mentioned at the beginning of this section show, even in
these cases, potential emotional and psychological effects
(e.g., despair, grief, hopelessness, or depression) can appar-
ently be regulated or completely avoided in the majority of
cases. It is characteristic of the forms of reaction discussed
here that changes in the threatened life and functional do-
mains are evaluated in such a way that the stress is reduced
or completely resolved. Adjustments of the personal value
and preference systems, reinterpretations of stressful prob-
lem situations, changes in perspective, and downward com-
parisons are typical examples of self-regulatory processes
that contribute, to a certain extent, to a resolution of the
stressful problem situation and thus reduce its adverse ef-
fect on well-being and life satisfaction. The end point of
these “accommodative” processes (Brandtstädter & Renner,
1990, 1992; Brandtstädter & Rothermund, 1995, 2002; see
also P. B. Baltes & Freund, 2003) is that the individual has
an altered view of his or her own person, goals, and situa-
tion in life. This, in contrast to defensive problem-avoidance
reactions involving denial, actually makes the problem go
away permanently; denying the existence of a sickness does
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not cure it, but looking at it in relative terms makes it bear-
able. This is why we should not interpret denial and suppres-
sion as processes of resilience.

Assimilative and accommodative forms of coping are to
be considered opposites to a certain degree. It appears that
accommodative adaptation is primarily used if assimilative
attempts to cope seem pointless. Conversely, premature
adaptations of personal goals may unnecessarily hinder ac-
tive attempts at problem solving. However, subjective goals
are always integrated into a complex structure of value and
goal hierarchies (Brandtstädter & Greve, 1994a). Goals de-
fined at a lower level are simultaneously a means to achieve
higher goals and values in the hierarchy. Thus, for instance,
unrestricted physical mobility usually serves goals that,
according to one’s own personal definition of a good life
and a life worth living, must be achieved or at least be
achievable: traveling, walking, meeting friends, taking care
of home and garden, and so on. In addition, physical mobil-
ity may (at least implicitly) be part of a positive self-image,
a central component of which is not being dependent on the
help of others. However, different goals and objectives are
frequently incompatible simply because limited resources
prevent them from being realized or maintained simultane-
ously (Brandtstädter & Wentura, 1995).

Self-Resilience: Content and Process

Bearing these findings in mind, the resilience of self and
personality in old age, the starting point for our discussion
in this section, now appears less paradoxical and more con-
clusive theoretically and empirically (see Staudinger, in
press). Apparently, the (phenotypic) stability of the self in
adulthood and old age is an indicator of resilience if the ar-
guments in favor of change occurring throughout all of
adulthood are taken seriously. This stability, however, may
still seem surprising from a different point of view.
Throughout a period of more than 50 years, experimental
studies focusing on the processes of the self have fre-
quently demonstrated a relatively high situational change-
ability of the self (e.g., Hannover, 1997; for a recent
overview, see Leary & Tangney, 2003). Assuming that de-
fensive processing of self-relevant information usually is
not resilient, and that age-related decrements are recog-
nized by the aging individual (Heckhausen, Dixon, &
Baltes, 1989), how can the stability of the aging self be ex-
plained at all, let alone be conceptualized as a constitutive
part of resilience in adulthood and age? The decisive point
of our argument is that dealing with adversities (such as ex-
perienced losses or deficits) requires both a sufficiently re-
alistic and, at the same time, a sufficiently stabilizing way

of processing. Several recent studies have successfully
demonstrated that this task of reconciliation can be solved.

For instance, processes of “self-immunization” (Greve
& Wentura, 2003) offer one way to continue maintaining
aspects of the self-concept that constitute identity despite
the admission of concrete individual changes and losses.
Gutmann (1998) also uses the metaphor that the adult self
is an immune system whose function is to safeguard in-
tegrity, identity, and well-being (self-esteem). Ryff et al.
(1998, p. 77) use the term “immune competence.” Self-
immunization is achieved, for example, when a certain
ability (e.g., remembering names or telephone numbers)
has been acknowledged by the aging individual as lost or
impaired, and the diagnostic value attributed to this ability
with respect to the relevant higher domain (here, memory)
is reduced and a comparatively higher value is attributed to
other memory-relevant abilities (e.g., memorizing poems),
which the person still believes he or she possesses. This is a
further reason a multifaceted self-concept is advantageous.
If the “good memory” aspect of the self-image is resting
solely on memorizing telephone numbers, it is difficult to
compensate by moving emphasis to other characteristics of
a good memory (e.g., Freund & Smith, 1997). In addition
to multifacetedness, research on the self-concept has
demonstrated that the different facets need to be integrated
and positively evaluated (Staudinger & Pasupathi, 2000).

A person’s theory about himself or herself can also be
immunized by restricting its range: The conviction “I have
a good memory” is thus reinterpreted as “I have a better
memory than other people my age,” or even as “better than
everyone else in my retirement home.” This, too, is a pe-
ripheral concept adaptation that leaves the self-concept in-
tact without disputing realities, such as that younger
people do have a better memory than oneself (Greve &
Wentura, 2003). Such processes explain how, through
adulthood, people can apparently act in a very realistic
and reality-oriented way and maintain a continuous and
coherent self-concept despite even considerable change
and development. Ryff (Ryff et al., 1998) refers in a simi-
lar context to the concept of (optimal) “allostasis,” that is,
of “stability through change” (Sterling & Eyer, 1988,
p. 638; see also Staudinger & Pasupathi, 2000), which was
originally conceptualized with regard to physiological sta-
bility (e.g., with regard to cardiovascular stresses and/or
changes).

Analogous accommodative adaptations also manifest
themselves with regard to the evaluative perspective of the
self. Numerous studies have shown that a lower subjective
significance is attributed to domains of functioning where
losses have been experienced, and to compensate, aspects
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of the self that appear to continue to be possible or available
to a greater extent are given a higher value (e.g., Brandt-
städter & Greve, 1994a; Kling, Ryff, & Essex, 1997). It is
important to note that these adjustments do not deny reali-
ties (e.g., losses of abilities). Rather, they evaluate or inter-
pret these (acknowledged) losses in a palliative or even
neutralizing fashion. Precisely these accommodative dy-
namics of selection and compensation are the focus of the
two models of developmental regulation in old age (P. B.
Baltes & Baltes, 1990; Brandtstädter & Renner, 1990).

SUCCESSFUL AGING: A
THEORETICAL FRAMEWORK

We have repeatedly pointed out that the stability of self and
personality increases cumulatively over the life span (Caspi
& Roberts, 1999; Roberts & Caspi, 2003). It is a widely held
belief that in childhood and youth and up to early adulthood,
change and transformation are not just normal, but indeed,
are to be expected (the absence of observable short-term
changes in children triggers astonishment and questions),
whereas with adults, it tends instead to be dramatic change
that requires explanation. The central thesis of this chapter
is, however, that it is indeed the increasing stability and con-
tinuity in adulthood that is an expression of underlying
change. The phenomenon of ordinary resilience in middle
and later adulthood turns such changes into stability
(Roberts & Caspi, 2003; Staudinger, in press). In particular,
structures and processes of the self play a dual key role here
(Greve et al., 2005). On the one hand, they actively con-
tribute to the stabilization of behavior (the reaction of the
person to his or her environment) by means of various mech-
anisms. On the other hand, as we mentioned, a central func-
tion of many processes of the self is to stabilize the
self-perception precisely when objective conditions (of the
environment as well as of one’s own person) change; this in
turn not only stabilizes self-presentation (in everyday be-
havior and also in questionnaires) but also produces the sub-
jective continuity that makes it possible to be certain that
one has remained the same person as before. In this sense,
the self acts as the interface between the subjective and ob-
jective sides of the person and, at the same time, as the sta-
bilizer of both sides. The development of the self in middle
and later adulthood produces the internal and external im-
pression of stability that has long been established through
empirical research (Greve, 2000a).

Surprisingly, research in developmental psychology has
only very recently focused attention on the resilience of
the self in adulthood and later life and thus still lacks dif-

ferentiation in many respects. There are three main reasons
for this late development. First, only recently has develop-
mental psychology extended its perspective on the self and
personality to encompass periods beyond childhood and
adolescence, the latter of which was formerly a particu-
larly strong focus. Although the dynamics of identity de-
velopment throughout the entire life span were highlighted
as early as Bühler (1933) and, from another perspective,
Erikson (1959), research in developmental psychology on
the self-concept has remained narrowly confined to those
aspects of self-development in which processes of change
are prominent or dominant, or at least easily recognizable.
This applies in particular to the development of the self
during youth and adolescence, when establishment of a dif-
ferentiated and integrated, autonomous and socially com-
petent identity may be seen as the central developmental
task (for a summary, see Harter, 1998, 1999). The high sta-
bility of the self beyond adolescence has apparently been
widely viewed as an indicator of the lack of developmental
processes (for an exception see Freund & Smith, 1997).

Second, with regard to the period of later adulthood and
old age, which is characterized by visible changes, geron-
topsychology has long directed attention to other func-
tional domains through a deficit-oriented model of age and
aging. These domains include, at the individual level, pri-
marily cognitive developmental processes and regressive
processes of sensory and motor functioning, along with the
social dynamics of “disengagement” (see Cummings &
Henry, 1961). This point of view has defined psychological
and physical health and/or stability as the absence of ill-
ness or stress (Ryff et al., 1998) rather than as a positive
phenomenon (see also Aspinwall & Staudinger, 2003).

Third and above all, however, research on the self-
concept and on coping, conducted to date primarily in so-
cial psychology, has investigated mainly visible changes or
at least reactions to obvious causes for changes—insofar as
changes in the self beyond childhood and youth were dealt
with at all. From this perspective, the high diachronic in-
traindividual stability of the self in middle and later adult-
hood up to old age (see Pinquart, 1998) has been taken to
indicate, if anything, the fact that coping resources are
being utilized well. This in turn produced the conclusion
that the self does not develop in later adulthood or old age
(Greve, 2000a).

A Theoretical Framework for Research on
Resilience in Middle and Late Adulthood

In this chapter, we have referred at various points to the
model of selective optimization with compensation (P. B.
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Baltes & Baltes, 1990; P. B. Baltes & Freund, 2003; Fre-
und, Li, & Baltes, 1999; Freund & Riedinger, 2003) and to
the dual process model of development regulation (Brandt-
städter & Rothermund, 2002). It is evident that both take
the phenomenon of resilience in adulthood and later life as
a starting point (this term is also used in P. B. Baltes,
1997; Brandtstädter, 1999b; Staudinger et al., 1995). We
argue in favor of the idea that not only do these two models
deal with the same phenomena, but they can also be di-
rectly connected.

As already indicated, in the face of irreversible set-
backs and losses (e.g., partner’s death, chronic illness,
progressive processes of decline), accommodative reac-
tions that do not attempt to actively solve the problem but
to counteract the resultant stress become increasingly
promising and probable with advancing age (Brandt-
städter & Renner, 1990), and assimilative strategies
decrease in importance (Brandtstädter, 1992). For both
assimilative and accommodative reactions, it is possible
to differentiate among selective, optimizing, and com-
pensatory processes. As far as selection is concerned, it
is a question of choosing between alternatives and setting
limits. However, selection alone is not sufficient; what is
also required is a commitment to achieve the desired con-
dition—in other words, optimization. This may be done
by improving the means available or by finding other,
more optimal contexts. Finally, if the endeavors are
met with obstacles, the option of switching to other paths
to achieve the goal is required—in other words, compen-
sation. Compensation becomes necessary if the means
originally used are no longer available or have lost their
effectiveness. The following example aims to illustrate
how the two development regulation models can be
combined.

Assume that I am no longer able to climb the stairs to the
fourth floor. I can, for example, rent an apartment on the
first f loor (assimilative selection). If I place a lower value
on my physical abilities and a higher value on my education
(accommodative selection) in my own self-evaluation, I do
not feel any worse about myself as a result. If I would like to
stay in the fourth-floor apartment, I could have a chair lift
installed (assimilative compensation). Furthermore, I can
maintain my self-concept—the idea that I possess good
physical abilities—by changing the person or group I com-
pare myself with in self-evaluation in order to appear more
competent by comparison (accommodative compensation).
Finally, I can engage in assimilative optimization by buying
myself the best chair lift available and practicing how to use
it. Alternatively, I can engage in accommodative optimiza-

tion by having a wide choice of reference groups available
that produce the same result.

Even with an increase of irreversible losses and deficits,
coping episodes in later adulthood and old age can usually
be reconstructed as interlocking combinations of comple-
mentary assimilative and accommodative processes, as the
two directions of coping can point toward different goals.
Not least, modifying personal goal structures and prefer-
ences can also recreate the ability to control highly valued
goals and thereby also (subjectively) enable active efforts
that previously appeared to be pointless and would have
taken up valuable resources unnecessarily (Brandtstädter
& Rothermund, 1994). And indeed this is what we find
when studying the distribution of psychological energy
across central life domains, that is, personal life investment
(e.g., Staudinger et al., 1999), across different ages. Devel-
opmental tasks of different ages are reflected in the respec-
tive investment profiles. The domain’s friends receive
highest investment priority in adolescence, profession and
friends rank high in young adulthood, profession and fam-
ily rank high in middle adulthood, and health and family
rank high in old age.

These phenomena are a central function of the afore-
mentioned selection processes (P. B. Baltes & Baltes,
1990). The reduction of aspiration levels can be similarly
classified. Being permanently unable to fulfill a specific
criterion of physical fitness—for example, climbing sev-
eral flights of stairs with ease—due to aging motivates ac-
commodative coping. This may, however, lead to a more
age-appropriate definition of physical fitness that can then
be actively pursued. Equally, compensation processes call
for active and accommodative regulations. If otherwise ef-
fective repertoires of action fail to achieve goals or main-
tain standards, the individual seeks alternative paths of
action, possibly involving compensatory aids (e.g., a hear-
ing aid). The precondition for this step, however, is an ac-
ceptance of irreversible losses on a subordinate goal level:
Only individuals who can cope with a self-definition of
being hard of hearing, and thus accept a hearing aid, can
maintain (relatively) effortless communication (Tesch-
Römer, 1997).

Coping may also be preventive, that is, take place before
the stressful event or the degenerative development occurs
(compare the concept of anticipatory coping in Aspinwall
& Taylor, 1997). One interesting example of this phenome-
non is provided by the aforementioned findings on older
people’s allegedly paradoxical fear of crime interpreted in
the light of our conception of resilience. The fact that our
knowledge compensates for losses in the mechanics of our
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mind (P. B. Baltes, Lindenberger, et al., 1998) may also be
viewed as anticipatory coping. However, in this case, cop-
ing is not an intentional but an automatic process.

A Life Span View on Resilience as a
Helpful Framework for the Study of
Developmental Psychopathology

Throughout this chapter, we have argued in favor of a life
span perspective on development in general and on
processes of resilience in particular. If these arguments
hold, the study of developmental psychopathology also has
to be viewed as a life span science. Without doubt, it is im-
portant to further investigate processes of resilience (and
vulnerability) among children and adolescents (Luthar,
2003), particularly to learn as much as possible about
means of early prevention and intervention. However, it
might be not only too narrow, but even misleading to re-
strict research in developmental psychopathology to these
earlier phases of the life span. The acknowledgment of
processes of maladaptation and pathology throughout the
life span surely will help to properly understand the basic
nature and dynamic of these processes. The study of
psychopathology and resilience shares a number of charac-
teristics—one may even argue that they are two sides of
one coin—that support this proposal.

First, the identification of developmental psychopathol-
ogy as well as of resilience asks for an evaluative judg-
ment. Moreover, both concepts refer to the very same
normative points, namely, the “normality” (or even suc-
cessfulness) of a certain course of development (which is
maintained in cases of resilience and lost in cases of mal-
adaptation or pathology). As a consequence, both develop-
mental psychopathology and research programs focusing
on resilience share the common need for a normative the-
ory of development.

Second, the research on resilience has demonstrated
that development occurs even in cases in which stability or
at least no dramatic changes are observed. This refocuses
attention on the dynamics going on behind the scenes, a
perspective that may also prove useful (or even necessary)
for research on developmental pathology. Irrespective of
whether a certain developmental state (say, a certain de-
gree of grief ) is labeled maladaptive, the crucial question
may be not to declare an arbitrary cutoff value for a pheno-
typic phenomenon (be it stable or varying), but rather to
identify the adaptivity or maladaptivity of the processes
producing this developmental phenotype. This refocusing
may further help to identify more general patterns and
processes of (successful or maladaptive) development.

Third, please recall that the life span notion of resilience
suggested in this chapter encompasses maintenance and re-
covery as well as loss management as three important
facets. To make loss management a part of resilience calls
attention to the relativity of what is called resilient and
what is called pathological. A resilience constellation in
the sense of loss management may actually result in levels
of functioning that are below normal. But given the stres-
sors and threats under which the individual is operating,
this level of functioning is still to be called resilient rather
than pathological. By the same token, sometimes maintain-
ing “only” normal levels of functioning may not be called
resilient because extant stressors could be dealt with more
successfully. In other words, the focus on resilience in old
age can help to identify cases of developmental pathology
that, at first glance, seemed to be cases of stability (and, at
the same time, declare other cases as nonpathological that
seemed to be maladaptive).

Finally, taking a life span perspective on developmental
psychopathology asks for taking into consideration a di-
achronous as well as a synchronous effect of a given con-
stellation. That is, a certain developmental path in early
childhood may be the root of a successful course of later
development even if, at a first synchronous glance, it seems
to be a maladaptive constellation or vice versa. For exam-
ple, the mother of a blind child who refuses to allow the
child to move through the house may be the cause of syn-
chronous desperation on behalf of the child, but also of as-
similative efforts of the child to use other senses to gain
orientation. In turn, a concurrently successful developmen-
tal constellation, such as the big success of a child in
sports, may in the long run have dysfunctional effects, such
as a heart condition or hurting joints.

RESILIENCE IN LATER ADULTHOOD AND
OLD AGE: PERSPECTIVES FOR RESEARCH
AND INTERVENTION

Resilience, like vulnerability and adaptivity, entails a nor-
mative facet as a constitutive part. It means more than sim-
ply stability (or continuity or unchangeability), but rather
the capability to resist (potentially) harmful influences,
circumstances, or experiences. Whether or not a given
event is harmful (etc.) cannot be decided without referring
to a normative standard. With respect to subjective well-
being, this observation often seems trivial: If a person
feels sad or depressed, if he or she suffers from the symp-
toms or consequences of a disease or decrease of capacities
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(e.g., deterioration of hearing and sight) or has experienced
serious losses (e.g., death of partner), it seems obvious that
a reduction of well-being is the result by default. However,
even in these cases, it is less obvious what period of grief
or sadness, what amount or degree of depression or pain is
normal or appropriate, and at what point it might be de-
scribed as “ too much.” Moreover, in many other cases, and
with respect to most other possible indicators of a critical
event, it is often just the reaction itself that indicates that
an event has been “critical.” Only if a person shows depres-
sive symptoms over a long period after a separation is it
called a critical life event. Otherwise, it may be viewed as a
relief or a challenge.

Human development is characterized by a considerable
plasticity (e.g., P. B. Baltes, Staudinger, et al., 1999;
Lerner, 1984), which not only forms the central prerequi-
site for the resilience processes mentioned, but is generally
a precondition for lifelong development. Processes of self-
regulation are not only a central criterion of this adaptation
process, but also steer it to a large extent. Subjective well-
being and psychological health can be preserved or im-
proved only if resilient constellations of resources protect
the person against unfavorable conditions, if personal and
social coping resources help to offset and compensate
the—inevitable—occurrence of crises and losses, and if in-
dividual competence is preserved in large part, whether by
stabilizing the respective prerequisites or reorienting ef-
forts toward attainable goals. Development consists, if
these arguments hold, essentially in the maintenance and
implementation of the individual’s ability to adapt to dis-
crepant situations (developmental tasks) by seeking, either
through assimilation or accommodation, to (dis)solve the
critical and stressful discrepancy in cases where the situa-
tion cannot be avoided permanently. Optimal, successful
development implies progressive adaptation, which pre-
serves or increases this plasticity and adaptivity as much as
possible. This leads to the apparently paradoxical state-
ment that development can be described as successful when
it (i.e., progressive adaptation) can take place at any given
time, and in fact does.

Successes and failures are constitutive for actions and
histories of action and make up the dramaturgy of life; es-
sential aspects of our activities in life consist in coming to
terms with unanticipated and undesired effects of earlier
actions and decisions. This also has consequences for the-
oretical questions of optimal development and successful
aging. The unfortunate choice of either electing specific
values and goals (authenticity, control) as criteria for suc-
cessful development or forgoing judgments of success or
failure altogether, can be avoided if metacompetencies are

included as criteria that enable the person’s further
development and adaptation (P. B. Baltes & Baltes, 1990;
Brandtstädter & Schneewind, 1977; Greve, 2001;
Staudinger, 1999b). Beyond merely demanding that vital
basic needs are met, successful development and success-
ful aging call for competencies and resources that can
compensate for deficits and vulnerabilities and help us
successfully achieve personal goals, while taking into
consideration basic conditions for sensible coexistence.
From this perspective, the abilities to select developmen-
tal goals, make competent decisions, actually realize them
and thus overcome resistance, as well as to review goals
and strategies in the light of new experiences are all es-
sential aspects of successful development (see Bandura,
1989; Brandtstädter & Lerner, 1999). The basis for suc-
cessful development appears to be that competencies are
built up and perfected, and thus that opportunities for fur-
ther development are sustained and expanded.

In this context, the Janus-faced function of goals should
not be overlooked. On the one hand, goals give life meaning
and coherence. Having goals is indeed itself an indicator of
life satisfaction (see Brunstein, 1993). On the other hand,
goals become sources of dissatisfaction and frustration if
they are not—or no longer—attainable. Goal importance
and goal commitment moderate the relevant effects; a
strong commitment intensifies positive feelings in the event
of success but also intensifies negative feelings in the event
of failure. Precisely for this reason, the attempt to theoret-
ically define optimal development and successful aging in
terms of the successful pursuit of goals is inadequate. As
explained earlier, individual action takes place in life situa-
tions and developmental contexts that are sometimes non-
transparent and controllable only to a certain extent. A
more comprehensive theoretical explanation of optimal de-
velopment and successful aging hence also requires taking
into consideration the processes and resources that make it
possible for a person to cope with irreversible losses, to de-
tach himself or herself from unattainable goals or life proj-
ects, and to flexibly balance personal goals with available
options of action (Brandtstädter, 1998).

Despite the relatively short period in which the concept
of resilience has been dealt with in the context of later
adulthood and old age, the research has produced substan-
tive and differentiated results (i.e., the phenomenon has
been investigated thoroughly, although the term resilience
itself is not always used, or in any case, not in the sense de-
scribed here). The surprisingly high (in view of widespread
aging stereotypes) psychosocial robustness and plasticity
of the aging person and of his or her personality and iden-
tity, which can also be found in many different domains of
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functioning, have come to the fore of research interest. The
life span perspective additionally calls attention to the lim-
its of resilience and plasticity and the increasing depend-
ence on external resources in later life.

What is crucially needed at this stage, apart from the
replication and differentiation of many findings referred
to here, is a comprehensive theoretical framework for psy-
chogerontological resilience research. This framework
would not only overcome the conceptual heterogeneity
mentioned earlier and lamented repeatedly in the litera-
ture (Luthar et al., 2000; Masten, 2001), but would in
particular integrate the various approaches—from life
span developmental psychology, gerontopsychology, and
research on self-concept and coping—that all help to ex-
plain the phenomenon of resilience. In addition to the
models of selective optimization with compensation
(P. B. Baltes & Baltes, 1990; P. B. Baltes & Freund, 2003;
Freund et al., 1999) and the dual process model of devel-
opmental regulation (Brandtstädter, 1998; Brandtstädter
& Rothermund, 2002), other approaches worth mention-
ing here are the model of primary and secondary (devel-
opment) control (Heckhausen & Schulz, 1995; Rothbaum,
Weisz, & Snyder, 1982), the distinction between problem-
centered and emotion-centered coping (Lazarus, 1991),
and social-psychological research into the “dynamic” self
(Leary & Tangney, 2003; Markus & Wurf, 1987). The
theoretical framework to be established should, at the
same time, be theoretically and empirically linked with
the subpersonal level (e.g., cognitive psychology) and the
transpersonal level of macrosocial approaches (e.g., social
risk factors). In particular with respect to the former as-
pect, it is crucial to focus more on the “biological contrib-
utors to resilience” (Curtis & Cicchetti, 2003). In a recent
review, Curtis and Cicchetti have convincingly argued
that research on resilience in the past 30 years or so has
mainly focused on psychosocial correlates and conditions
of resilience processes. They argue in favor of an expan-
sion of the scope of the concept of resilience to include the
biological level. At the same time, however, Curtis and Ci-
cchetti demonstrate that a reduction of resilient processes
to this level must be avoided for several reasons. Beside
aspects of resilience such as equifinality and multifinality
that are mentioned in their plea, we would add that the
inherently normative basis of resilience makes it impossi-
ble to reduce this concept to a mere physiological (e.g.,
neural) level. Obviously, however, the proper explanation
of processes of resilience entails basic physiological
processes as well. Neural plasticity (Huttenlocher, 2002)
is one of the central fundaments for the mere possibility of
resilience to occur.

Research on resilience will develop productively in the
future only if unnecessarily confrontational stances (e.g.,
person-centered versus variable-centered approaches, na-
ture versus nurture of resources of resilience) are set aside
in favor of integrative approaches. It is increasingly impor-
tant to better understand processes of resilience in their re-
lational character. Gaining knowledge about the mediating
processes, including their diachronic logic, is also of cen-
tral significance, among other things because diverse re-
search on self-regulation has shown that the adaptivity of
self-regulation resources depends largely on when during
the regulation process it is implemented (e.g., Staudinger,
1997). For instance, there is indication that realism pro-
motes adaptation in the phase of setting a goal, but
optimism promotes adaptation more in the phase of imple-
menting a goal (Taylor & Gollwitzer, 1995). Similarly, re-
search on coping shows that spending time in deep thought
after a bereavement is functional in the first 6 months, but
dysfunctional if it continues longer (e.g., Filipp & Klauer,
1991; Wortman & Silver, 2001). Therefore, whether some-
thing is a resource or a hindrance also depends on when the
behavior or trait is implemented.

We have singled out in particular two theoretical ap-
proaches that appear most promising in this context and that
have, in the past decade in particular, been responsible for
great strides with regard to overall theoretical integration.
However, more far-reaching efforts toward integration are
both desirable and urgently needed. The conceptual differ-
entiation outlined here among plasticity, resilience, and
loss management is only one example in this context (e.g.,
Staudinger et al., 1995). A further pressing task would be to
examine functional equivalents between the dynamics and
processes discussed and adaptive aspects of psychomotor
functioning and cognitive development in later adulthood
and old age. The structural parallel between phylogenetic
and ontogenetic development dynamics has also been
widely ignored in the current theoretical discussion, and
thus concepts of evolutionary biology have been used very
little to develop theories of psychogerontology (see, how-
ever, P. B. Baltes, 1997).

This suggests that it would be most promising to extend
empirical research on the concept of resilience in old age in
the psychosocial domain beyond this domain as well.
Scholars are already discussing physiological and particu-
larly psychoneuroimmunological processes, particularly in
the context of stress reactions and their consequences for
mental and physical health (for a summary, see Curtis &
Cicchetti, 2003; Ryff et al., 1998). However, countless
other areas are conceivable and logical, precisely concern-
ing the issue of predictors of optimal aging, for instance,
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questions of motoric resilience (e.g., under which personal
conditions do, for example, falls cause no harm?), commu-
nicative resilience (e.g., who seeks and finds a constructive
way out, even in “unsuccessful” discussions, social “dead
ends” and conflicts?), resilience in partner relationships
(e.g., who maintains a positive and balanced relationship,
even under stressful conditions, for example, in a caring
context—“wife cares for husband”?), economic resilience
(e.g., who can keep the components of a certain standard of
living—healthy eating, leisure activities, social commit-
ment—stable even under varying, particularly increasingly
tight economic restrictions?).

Two further directions of research previously ne-
glected in connection with resilience, but forming one
focus of the life span perspective, appear very promising.
The first is support of constellations of resilience. Partic-
ularly in old age, when external resources take on increas-
ingly important functions, this form of resilience comes to
the fore. At this point, we must emphasize once again that
the domain of self and personality represents only one
sector of the relevant components of constellations of
resilience. For instance, the nonsocial, that is, physical
and material, characteristics of the environment form a
component of resilience in old age that cannot be overesti-
mated (e.g., Lawton, 1989). We are only beginning to
explore the intervention potential in the physical and ma-
terial characteristics of the environment.

A second main desideratum is to conduct prospec-
tive longitudinal studies, which should also include data
recorded before the onset of stress, if possible (e.g., Wort-
man & Silver, 2001). This could take the form of studies
covering the entire life span (e.g., Robins et al., 1996) or of
targeted samplings from risk groups (e.g., Bonanno, 2004;
Fredrickson et al., 2003). These studies are extremely im-
portant because the interaction between stress factors and
the protective resources that constitute the phenomenon of
resilience has not yet been researched sufficiently (Masten
& Coatsworth, 1995). Thus, adverse conditions on the one
hand could (under certain conditions) erode the existing re-
sources (and thus intensify the negative effect of stress
on well-being and further development), but on the other
hand also have a strengthening effect on the individual (Pel-
legrini, 1990; Rutter, 1985; see also Kobasa, 1979): They
could challenge the individual to build and develop re-
sources that at some point could diminish or completely
neutralize the effect of this stressor.

A central objective for further research will have to be
better understanding of the processes of adaptation. Since
Barkow et al. (1992) established the discipline of evolution-
ary psychology with the publication of their pioneering

work The Adapted Mind (for a summary, see Buss, 2004;
Gaulin & McBurney, 2004), it has become impermissible to
use the concept in a purely metaphorical or summary
sense. Indeed, research on resilience (and also on coping)
might well benefit from a study of the functional equiva-
lents between an evolutionary concept of adaptation and
the intrapsychological adjustment to adverse conditions.

To put it another way, the goal of future research must
be to bring together psychological and biological perspec-
tives, not only combining the variables observed in each
case (e.g., cognitions and emotions on the one hand and
brain activity and hormones on the other), but also inte-
grating them in a theoretical sense (Curtis & Cicchetti,
2003). On this point, Ryff and Singer (2002) refer to E. O.
Wilson’s (1998) call to again begin striving for a unity of
science, which he calls “consilience.” As we have seen
here, resilience could help pave the way toward achieving
this goal.
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In the past decade, consensus has emerged that the stigma
incurred by mental illness represents the most important
issue facing the entire mental health field (Corrigan, 2004;
Crisp, 2000; U.S. Department of Health and Human
Services, 1999). Specifically, whereas the symptoms of
mental disorders produce considerable impairment and
suffering and often limit the attainment of developmental
competencies, the extreme social disapproval of persons
with mental illness greatly compounds these problems. For
one thing, stigmatization precludes opportunities for treat-
ment. Indeed, current estimates are that over three-fourths
of children and adolescents with mental disorders in the
United States never receive evaluation or treatment (New
Freedom Commission on Mental Health, 2003), reflecting
(1) ignorance that many behavioral and emotional prob-

lems reflect mental disorders, (2) shame on the part of
families with respect to admitting that their offspring have
a mental illness, and (3) a lack of adequate funding for
treatment, even if it is sought (Hinshaw, 2005). In addi-
tion, stigma limits the potential for independent function-
ing; it also stands in the way of the kinds of research
funding needed for advances in the struggle to overcome
mental disorders (Sartorius, 1998). Thus, as highlighted by
Link and Phelan (2001), stigma occurs at structural levels
in society ( laws, cultural norms, policies) and within indi-
viduals and families (stereotypes, beliefs, prejudicial atti-
tudes). Self-stigmatization is also salient, to the extent that
persons with mental disorders internalize the negative
messages they receive (Corrigan, 2004). Overall, the de-
valuation of mental illness has effects that emanate across
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individual and family lives, the well-being of communities,
and the nature of the very enterprises of research and
treatment efforts that could help to overcome the impair-
ments related to mental disorder. Given the increasing
recognition that mental illnesses are now among the most
debilitating and impairing diseases that exist worldwide
(Murray & Lopez, 1996), understanding the reasons for
the shunning, exclusion, and punishment of persons with
mental illness across history is an essential goal.

Developmental factors are crucial to the discussion.
Indeed, because of the continuity and predictability of de-
velopment across the life span (Rutter & Sroufe, 2000),
stigma at a given phase of development is likely to have
profound implications for future functioning. Furthermore,
when parents suffer from mental illness, their own propen-
sity to be stigmatized can have major effects on their chil-
dren’s development (Hinshaw, 2005). In short, the stigma
related to mental disorder is ripe for developmental theo-
rizing and developmentally oriented research efforts.

The outline of this chapter is as follows: I first define
stigma and then discuss psychological, social, and evolu-
tionary models and mechanisms related to stigmatization. I
next consider historical themes related to stigma, particu-
larly with respect to children with mental disorders, and
weigh various types of evidence for stigma regarding men-
tal disorder, including both empirical research and broader
kinds of data from general cultural practices. After evalu-
ating developmental issues and concerns, I present a model
of stigmatization as it pertains to mental disorder across
the life span. Finally, I review key research questions re-
maining to be addressed by future generations of investiga-
tors. Although overcoming stigma is a topic of vast
importance, space limitations allow only a brief conclusion
regarding the types of intervention strategies that may be
most effective in reducing stigma (for more extensive cov-
erage of such ideas and procedures, see Corrigan, 2005;
Corrigan & Penn, 1999; Hinshaw, 2006).

DEFINING STIGMA AND STIGMATIZATION

Stigma is a term originating from ancient Greece signify-
ing an actual mark or brand placed on or burned into the
skin of members of castigated groups, such as slaves and
traitors. The mark graphically signaled the devalued nature
of its carrier (Goffman, 1963). In present usage, the mark
is typically symbolic, referring to the social judgment
placed on members of groups considered deviant or im-

moral, the discrimination they receive at the hands of the
majority, and the psychological sense of shame and degra-
dation likely to develop in those who are stigmatized.

Several key points are central to current notions of
stigma. First, stigmatization exists as part of a series of in-
terchanges, with a group carrying social power denigrating
and castigating a group lower in power (Link & Phelan,
2001). Thus, what is stigmatized cannot be dissociated
from social hierarchies and social orders. Note that be-
cause there is malleability in terms of what is considered
proper and good in various cultures, this point gives some
hope, in that if persons with mental illness become less dis-
enfranchised, stigmatizing practices may diminish.

Second, stigma carries particularly stressful conse-
quences if the stigmatized condition is potentially con-
cealable—as is the case for many persons with histories of
mental illness—because of ramifications that emanate
from decisions about disclosing versus hiding the stigma-
tized attribute (Goffman, 1963; Jones et al., 1984). Unlike
the overt nature of racial characteristics, the covert expe-
rience of mental disorder presents a host of choices that
may yield considerable anxiety for both individuals and
family members.

Third, stigmatization can be viewed as a set of social
processes (comparison, castigation, “marking”) that lead
to continuing denigration. One such process involves the
nearly automatic social cognitions that are invoked when
members of a society confront a member of the outgroup
(Myers, 1998). Another is the tendency for global attribu-
tion of negative traits to the individual’s “mark.” Still an-
other includes the potential for self-fulfilling prophecies,
whereby the expectation of deeply dysfunctional behavior
and interaction may color and shape subsequent encounters
with the individual. That is, with any imperfections auto-
matically attributed to the flawed character of the entire
person, the degraded individual’s behavior may begin to
conform to the initial stereotype (Jussim, Palumbo, Chat-
man, Madon, & Smith, 2000).

Fourth, although stigma shares elements with stereotyp-
ing (a cognitive process of viewing a subgroup in global
terms), prejudice (an affective, negative prejudgment of
members of a castigated group), and discrimination (the
behavioral curtailing of rights of such a group), it tran-
scends these constructs because of the strong tendency for
perceivers to view all aspects of stigmatized individuals in
terms of the fundamental f law or deviance involved and for
the castigated individual to internalize the aspersions that
are made (Hinshaw, 2006). Thus, stigma processes are at
once fascinating, complex, and pernicious.
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At first glance, it would be logical to assume that stereo-
types, prejudices, and discrimination are linked in ex-
pectable and predictable ways, such that stereotypes lead
inevitably and automatically to prejudicial attitudes, which
in turn predict and promote discriminatory practices and
lead to stigmatization (for discussion of the fluid bound-
aries among cognitive, affective, and behavioral compo-
nents of stigmatization, see Dovidio, Major, & Crocker,
2000). Yet, it is quite possible for an individual to voice
stereotyped beliefs (“People with mental disorders are un-
predictable”) or prejudicial attitudes (“Such people are
despicable and filthy”) but also to maintain contact with
certain persons with mental illnesses. Complicating mat-
ters further are the forces in modern society that tend to in-
hibit overt expression of prejudicial attitudes, so that many
biases may exist at covert, implicit levels (Greenwald &
Banaji, 1995). Finally, although the usual assumption is
that stereotypes and prejudices predate and cause discrim-
inatory practices, the causal arrow may be reversed: A his-
tory of discrimination against an outgroup can foster
stereotyping and prejudice, with the prejudicial attitudes
serving as “system justification” for the inequities that are
the core of the problem (Biernat & Dovidio, 2000; Crocker,
Major, & Steele, 1998). In other words, given the ubiquity
of hierarchical divisions of power and resources in all soci-
eties, those at or near the top rung will engage in denigra-
tion and derogation of less enfranchised members of the
hierarchy to fuel the perspective that their higher status is
justified and fair. Such “legitimating myths” (e.g., the be-
lief in a merit-based society or in a world that is fundamen-
tally impartial and fair) serve to bolster the status quo and
ease the minds of high-status perceivers, such that their
privileged status appears to be the result of effort and sac-
rifice rather than emanating from an enforced, discrimina-
tory system (Pratto, Sidanius, Stalworth, & Malle, 1994).
This point exemplifies a theme that runs through the entire
chapter, namely, that stigmatization is located simultane-
ously in psychological processes, such as social cognitions;
social interchanges, including those at dyadic and large-
group levels; and cultural practices and policies, involving
structural inequalities and legislative mandates.

A key underpinning of stigmatization was perceptively
noted by Goffman (1963): The globalized, negative nature
of stigma means that perceivers often come to believe that
the marked person is less than human. When such an as-
cription is made, harsh punishment, exploitation, and even
annihilation are not far behind (Sternberg, 2004). Later in
the chapter I address the crucial issue, in terms of mental
illness, of the kinds of causal theories that may lead to per-

ceptions of the fundamental humanity versus subhumanity
of individuals with extremes of behavioral deviance.

Does stigma always portend negative self-image for
members of stigmatized groups? Although this was for-
merly held to be the case (Allport, 1954), it is now well-
known that many stigmatized individuals, particularly
those in ethnic or racial minorities, have self-esteem that is
quite high (e.g., Crocker & Major, 1989). Hence, although
stigmatization is likely to lead to shame in many instances,
lowered self-image is not inevitable. In the case of mental
illness, however, the symptoms of many disorders include
dysphoria and low self-esteem; when these are coupled
with the moral outrage and blame often voiced by social
perceivers, decreases in self-worth would be quite pre-
dictable. The reality is that individual differences in re-
sponse to stigma are vast, and understanding these varied
reactions and coping strategies is a major goal for future
research efforts (Corrigan & Watson, 2002).

Finally, is stigma universal or culturally specific? In-
creasing attention is being paid to the universal aspects of
stigmatization, which may betray an evolutionary basis for
at least some aspects of social exclusion (Kurzban &
Leary, 2001). Indeed, mental illness has received consis-
tent castigation and stigmatization across history, leading
to speculation as to the ingrained roots of fundamental so-
cial tendencies to exclude persons with extreme behavioral
deviance—with the clear implication that efforts to over-
come the stigma of mental illness will need to be hard-
fought. On the other hand, traits or conditions that are
stigmatized in one culture or one historical era may come
to be valued in others; for example, note the fluctuating
ideals of women’s body size in different nations and peri-
ods. Thus, there is hope that increased tolerance for diver-
sity of behavior will help to erode the stigmatization
received by persons with mental illness in the future.

THEORETICAL PERSPECTIVES ON STIGMA

Stigma is a vibrant topic in current research on social psy-
chology, intergroup relations, and evolutionary psychology.
Although most research on stigma has focused on racial
and ethnic minority groups, a host of conditions are stig-
matized in current society: gay/ lesbian status, adoption,
receipt of welfare, old age, and left-handedness, to name
just several among a long list. As I discuss subsequently,
mental illness is one of the most stigmatized attributes or
traits that a person can have (Hinshaw, 2006; Tringo,
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1970). My purpose in this section is to lay out some of the
core themes from social and evolutionary psychology per-
spectives on stigma and comment on their applicability to
mental disorder. The research on stigma in recent years has
been voluminous; see other sources for a more comprehen-
sive account (e.g., Crocker et al., 1998; Gaertner & Do-
vidio, 2000; Heatherton, Kleck, Hebl, & Hull, 2000;
Hinshaw, 2006; Major & O’Brien, 2005).

Social Psychology and Stigma

Fifty years ago, most accounts from a psychological per-
spective were based on the proposition that prejudice and
stigma stem from deep-seated, individual-difference pro-
clivities (such as authoritarian personality styles) that pre-
dispose an individual to bias and hatred (e.g., Adorno,
Frankel-Brunswik, Levinson, & Sanford, 1950). Currently,
the social psychological view has shifted to emphasize the
universality of social comparisons, the ubiquity of stigma-
tization processes, and the embeddedness of stigma in nor-
mal psychological functions and processes (e.g., Dovidio
et al., 2000). In other words, social comparisons, even
those that are sufficiently negative and harsh to earn the
name “stigmatization,” emanate from common and perva-
sive social and developmental mechanisms.

Specifically, the formation of social groups was—and
still is—necessary for survival. Accordingly, there is a fun-
damental tendency to identify with ingroups, those social
groupings of which one is a member by birth or community,
and to distinguish fellow ingroup members from those in
outgroups, those foreign social groupings, tribes, or com-
munities posing a threat to survival, particularly when re-
sources are scarce. The deeply rooted nature of ingroup
identification is revealed by so-called minimal group re-
search, which reveals that even the color of clothing or the
flip of a coin can invoke strong tendencies to align with
like members and castigate those in the outgroup (Brewer,
1979; Tajfel, 1982).

When an outgroup member poses actual or symbolic
threat to the ingroup perceiver, the likelihood of prejudice
and stigmatization is increased considerably (Stangor &
Crandall, 2000). In the case of serious, psychotic-propor-
tion mental illness, the threat value of out-of-control, irra-
tional symptoms may be palpable, even at the level of
physical harm. In the case of other forms of mental disor-
der, however, which are not as overtly threatening, the very
term mental illness conveys connotations of loss of reason,
despair, weakness, and dependency, indicating symbolic
threat. In fascinating research, Solomon, Greenberg, and

Pyszczynski (1991) showed that harsh judgments against
outgroup members are strongly intensified when thoughts
of death or mortality are primed in perceivers. This ten-
dency may be particularly strong when the outgroup suf-
fers from physical deformities or extremes of behavior,
which may remind perceivers directly of the fragile and
transitory nature of health and of life. This provocative
idea incorporates existential, meaning-based perspectives
on the types of situations and interpersonal interactions
that are likely to elicit harsh, brittle reactions against
marked individuals.

Dimensions of Stigmatization

Several features of castigated traits and conditions have
major implications for their propensity to be stigmatized
(see the seminal exposition by Jones et al., 1984). As noted
earlier, the concealability of a stigmatized attribute raises
anxiety regarding decision making with respect to open-
ness versus disclosure (Goffman, 1963). Furthermore, the
threat or peril induced by the mark has strong implications
for stigmatization. Indeed, when pervasive cultural stereo-
types emphasize the dangerousness and potential for vio-
lence of persons with mental disorders (see section on
cultural indicators of stigma), the perception of threat, and
of the potential for disruptiveness in social interchange, is
magnified. Another core dimension is aesthetics; condi-
tions that lead to bodily disfigurements have often received
great stigmatization (see subsequent section on evolution-
ary psychological perspectives).

The final two dimensions from the taxonomy of Jones
et al. (1984) are of particular relevance for mental disorder.
First, the course, or longitudinal stability, of the mark in
question is typically related to the propensity for stigmati-
zation, in that conditions viewed as long-lasting or chronic
are far more likely to be castigated than transitory states.
In the case of mental disorder, the predominant view in the
field—and in the minds of the general public—is that most
variants of mental illness are chronic, lifelong conditions,
fueling high levels of stigmatization. The actual evidence,
however, is complex. For example, whereas mood disorders
are highly likely to be recurrent, great numbers of individ-
uals with such conditions have protracted periods that are
relatively symptom-free (Goodwin & Jamison, in press).
And Schizophrenia, long held to be a persistent condition
marked by progressive, inevitable deterioration (see Neale
& Oltmanns, 1980, for historical perspective), is now
known to yield at least partial resolution in a significant
proportion of individuals (Davison, Neale, & Kring, 2004).
As for disorders of childhood onset, Attention-Deficit /Hy-
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peractivity Disorder (ADHD) usually persists into adoles-
cence, but adult outcomes are hugely varied (Mannuzza &
Klein, 1999). Conduct disturbances are chronic in a small
subset of youth who tend to have multiple, interacting risk
factors spanning biological, psychological, and environ-
mental domains, but most youth with aggression and con-
duct problems show a course that is largely limited to
adolescence (Moffitt, 1993). Autistic Disorder, on the
other hand, has a more uniformly negative prognosis, al-
though early intervention may make a real difference in
some cases (Klinger, Dawson, & Renner, 2003). In short,
the view that all types of mental illness yield inevitable,
chronic maladaptation is a distortion; promotion of the
malleability and treatability of mental disorders is an im-
portant goal.

Second, a particularly crucial dimension is related to the
origin or cause of stigmatized conditions, as well as the
closely linked feature of their perceived controllability. At-
tribution theory is clear in this regard: Negative behavioral
traits or features that are believed to arise for reasons
outside the individual’s personal control should elicit sym-
pathy and concern, whereas those that are directly control-
lable will engender resentment and castigation. Weiner,
Perry, and Magnusson (1988) present clear experimental
evidence in this regard: Disabling conditions viewed as out
of the individual’s control (i.e., physical deformities) are
likely to be met with compassion, whereas those linked to
personal blame (i.e., behavioral or mental problems) gener-
ate rejection and hostility (see Corrigan et al., 2000, for
further extrapolation to mental disorder).

Along with the considerable advances in neuroscience
and genetics, this attributional perspective is clearly a
reason for the promotion of efforts, in recent decades, to
portray mental illness in medical model terms, as set of
conditions analogous to physical illnesses or as “brain dis-
eases” (Johnson, 1989). Indeed, such views are strongly
supported by advocacy groups. I hasten to point out, how-
ever, that an unthinking rush to recast all mental disorder in
reductionistic, biogenetic terms is no panacea for reducing
stigma. For one thing, certain traits—most saliently, racial
characteristics—that are clearly outside personal control
have been among the most castigated and disparaged condi-
tions in the history of our species. For another, it may be an
uphill battle to convince the general public that constella-
tions of behavior and affect are actually the products of
genes and temperament, given the predominant cultural
view that personal effort and volition are the sources of
most behavioral displays. And even if a large segment of the
populace is convinced that strongly heritable, biologically

based proclivities underlie much of mental disturbance,
there is no guarantee that benign attitudes will follow.

First, at its extremes, such a causal model is reductionis-
tic, failing to account for the transactional nature of the
development of nearly all forms of psychopathology (Cic-
chetti & Cohen, this Handbook, Volume 1). Second, for
reasons that should become clearer upon reading the forth-
coming section on evolutionary perspectives on stigma, as-
criptions to genetic etiologies and exclusively neural loci
for mental illness may actually fuel a backlash, such that
interpersonal responses will be harshly punitive (e.g.,
Mehta & Farina, 1997). The headline version of the rea-
soning behind this seemingly paradoxical state of affairs is
that an exclusively biological perspective appears to pro-
mote the views that mental disorder is chronic, unremit-
ting, and hopeless (Phelan, Cruz-Rojas, & Reiff, 2002) and
that mental illnesses are linked with genetic flaws, render-
ing the individual somehow less than fully human. Thus, al-
though it would appear to be preferable to ascribe the
causal locus of mental illness to biological proclivities
rather than personal weakness, that is, to uncontrollable
rather than controllable factors (Weiner et al., 1988), an ex-
clusive attribution to deviant genetic makeup may be far
from a panacea. Much more research needs to be done on
the complex nature of control attributions and stigma re-
lated to mental illness.

Key Aspects of Stigma

Abridged from the discussion in Hinshaw (2006), I pres-
ent information on several additional mechanisms and
processes related to stigmatization, particularly as re-
lated to mental illness.

Pervasiveness and Implicit Stigma. The most
marked and castigated conditions in a given society are
likely to yield to widespread agreement from members of
the culture as to their devalued status (Crocker et al.,
1998). In other words, stereotypes about devalued groups
are extremely pervasive. Especially given the access to
print and visual media in modern societies, but also
through storytelling, literature, and folklore in less West-
ernized cultures, there is typically widespread consensus
on the racial, religious, and behavioral subtypes that are
devalued and shunned. As a result, nearly all members of a
society are confronted with images of the stereotyped
group, children learn of these images at young ages, and the
views of such negative characteristics become overlearned.

An upshot of this pervasiveness is that stereotypes and
negative attitudes come to be automatically induced when
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an outgroup member is identified or recognized (Crocker
et al., 1998). Such automatic induction is likely to yield
strongly conditioned emotional and behavioral responses,
experienced unconsciously (Fiske, 1998). Furthermore,
conscious efforts to suppress the automatic stereotypes in
question may backfire when the perceiver has limited or
overtaxed cognitive resources, fueling a paradoxical over-
accessibility of the negative stereotype (see Wegner,
1997). Indeed, what are now termed implicit stereotypes
and prejudices are those that are unconscious and over-
learned as opposed to consciously and overtly expressed
(Greenwald & Banaji, 1995). A wealth of current research
in social psychology relates to implicit stereotyping and
prejudice, particularly with respect to racial /ethnic per-
ceptions. Measures of implicit attitudes comprise reac-
tion-time tests that capture associations made without
conscious introspection (e.g., Dasgupta & Greenwald,
2001; Greenwald, McGhee, & Schwartz, 1998; Greenwald,
Nosek, & Banaji, 2003). Understudied, however, are the
presence and pervasiveness of implicit attitudes toward in-
dividuals with mental disorder.

Ambivalence. A second key feature of stigmatizing
reactions is the ambivalence inherent in their display (Hebl,
Tickle, & Heatherton, 2000; Katz, 1981). The argument is
as follows: Social valuations of outgroups are inherently
complex, balancing compassion on the one hand and harsh
judgment on the other. Many, if not most, members of mod-
ern society hold two often conflicting values: (1) egalitari-
anism, the belief in the equal worth of all humans and the
equal opportunities that should be available to all members
of society, versus (2) individualism, the belief that individ-
ual efforts are essential to personal advancement and are
rewarded by monetary and social gains. Egalitarian views
should yield sympathy, identification with victims, and ef-
forts to correct social injustices that led to discrimination,
whereas individualistic views will turn this perception on
its head, such that members of stigmatized groups will re-
ceive blame for insufficient efforts on their own behalf.

Thus, confrontation with a member of a stigmatized
group will tend to elicit ambivalence: the co-occurring dis-
play of sympathy and castigation. Reactions to stigmatized
persons will be unstable (shifting between empathy and re-
vulsion), extreme, and variable across time. It may take
only a small stimulus (e.g., witnessing one additional mem-
ber of a stigmatized group) to shift an initially positive re-
sponse to a castigating one, or vice versa. Through a series
of experimental manipulations, investigators have shown
that responses to stigmatized persons are fluctuating and
volatile, reflecting an underlying ambivalence toward the

castigated individual (Katz, 1981). This complexity makes
for clear difficulties in investigating, much less reducing,
stigma. Yet the presence of at least some initial compassion
for stigmatized individuals gives hope, as it provides a
starting place for intervention efforts.

With respect to racial and ethnic bias as well as dis-
crimination against women, social changes in recent years
have fostered a different set of social standards for what is
acceptable in terms of publicly displayed attitudes. Thus,
expressed racism or sexism may be far more masked than
the overt, bigoted expressions that were formerly common-
place. Proponents of the concept of “modern” or “sym-
bolic” prejudice or racism hold that such attitudes are
expressed via conservative political views emphasizing in-
dividual responsibility or meritocratic beliefs rather than
direct sentiments of antipathy toward the ethnic outgroup.
Gaertner and Dovidio (2000) describe an important vari-
ant termed “aversive” prejudice or racism, in which an in-
dividual consciously committed to nonstigmatizing views
still holds overlearned, unconscious, negative attitudes
that emanate from cultural exposure to negative stereo-
types, which may “leak” when there is no clear set of cues
to show egalitarian expression. Such expressions reflect
the deep, even unconscious ambivalence in members of
modern society regarding prejudicial attitudes and emo-
tions. Although it is still largely permissible to stereotype
and castigate persons with aberrant behavior patterns or
mental disorders, implicit attitudes may become the pre-
dominant means of castigating such individuals as social
mores change in the future, as such attitudes may predict
discrimination more than does their overt expression,
which tends to be colored by social desirability and secular
trends. Thus as noted, implicit as well as explicit attitudes
and biases need to be emphasized in the next generation of
research investigations.

Motivations for Stigma: Cognitive Schema, Self-
Esteem Enhancement, and Institutional Supports. Why
do members of ingroups castigate and stigmatize those in
outgroups? As postulated by Allport (1954), ingroup identi-
fication does not require outgroup derogation. Yet several
psychological and social proclivities often dictate that the
two processes become intertwined:

1. Social cognitions: There is an overwhelming amount
of social information in our everyday social worlds, and
humans have highly developed cognitive structures and
processes for dealing with the barrage of social informa-
tion surrounding them (see Myers, 1998). These include
strong tendencies to categorize the world through tem-
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plates, which are termed, in relation to fellow humans, so-
cial schemas. People therefore make quick judgments about
individuals from different towns, those with different hair
color, or those who are of higher or lower social status on
the basis of the schemas formed about such groups.

Such ways of perceiving the world, which can quickly
become stereotypes, preserve cognitive resources when
perceivers are tired, pressed for time, or cognitively or
emotionally engaged with other stimuli or decisions. This
kind of categorizing leads people to see those from for-
eign social groups as “all the same,” exemplifying the out-
group homogeneity effect, whereas ingroup members are
perceived as distinct and individualized (Ryan, Park, &
Judd, 1996). Another cognitive tendency is to make link-
ages between rare, negative events (e.g., violence, aggres-
sion) and other infrequent categories (e.g., minority
groups, perhaps including those with mental disorder), be-
cause of the distinctiveness of both (Haghighat, 2001;
Stoessner & Mackie, 1993). Such processes are activated
quickly and unconsciously; the resultant cognitive pro-
cessing, which is schema-driven and automatic, serves to
preserve cognitive resources.

In short, some roots of prejudice and stigma do not re-
quire grossly unequal social conditions or discriminatory
practices but stem from normal patterns of social cogni-
tion, particularly those linked to schema-driven process-
ing. Note, however, that the presence of these tendencies
does not mean that resultant stigmatization is inevitable or
unchangeable. Indeed, people can and do invest the cogni-
tive and emotional energy necessary for effortful social
processing, whereby complex information about individu-
als is integrated into balanced, thoughtful judgments rather
than quick stereotypes (Devine, 1989).

2. Self-esteem enhancement: Evidence exists that dero-
gation of outgroup members serves to bolster not only so-
cial identity with the ingroup but also one’s self-esteem. In
an intriguing series of studies, Fein and Spencer (1997)
showed that individuals who had received information
damaging to their own self-esteem made disparaging char-
acterizations of members of stereotyped outgroups, and
such negative evaluations served, reciprocally, to bolster
and restore their own self-image. Thus, stereotypes may
provide a viable tool through which self-esteem mainte-
nance and enhancement can occur when a person has suf-
fered a blow to his or her own self-worth. Furthermore,
this tool does not engender much remorse, because the
stereotype is accepted and reinforced throughout the cul-
ture. Interestingly, this phenomenon may be most promi-
nent for those whose self-esteem is initially high rather
than low (Baumeister, Smart, & Boden, 1996).

Note, however, that self-esteem enhancement is not a
sufficient criterion on which to base a model of the func-
tions of stigma and stigmatization. For instance, it does
not explain the strong consensus that tends to develop in
most cultures about the recipients of denigration and
stigmatization; other social processes must be at work to
shape the consistency of targets of stigma. Also, it does not
deal well with the tendencies for outgroup members to be-
lieve the stereotypes foisted on them and, at times, to dis-
play lowered self-worth in terms of the denigration they
experience. In short, enhancement of self-esteem may well
be a motivator for at least some ingroup members to partic-
ipate in derogation and denigration of the outgroup, but re-
search on the applicability of this phenomenon to mental
disorder is sparse.

3. Institutional supports: I noted earlier that prejudice
and stigmatization may follow from structural inequities
in society, serving as system-justification mechanisms. In
addition, cultures typically reveal institutional supports
for discrimination. If segregation (or, indeed, slavery)
is the law of the land, then castigating, system-justifying
processes related to derogation of the disenfranchised
group in question are likely, in order to rationalize the
legally mandated unequal treatment. Consider other kinds
of supports that are simply part of cultural life. For exam-
ple, the crayons labeled flesh-colored in young children’s
coloring supplies are light tan/pink in hue, consistent with
the coloring of European Americans but not other ethnic
groups. Dolls have also typically been “White” in color.
During the middle of the twentieth century, African
American children were noted to select skin colors for
drawings that were closer to the White norm than their
own skin color (Clark & Clark, 1950). Media portrayals
provide another source of cultural modeling and strong in-
stitutional support for pervasive stereotypes. In this
regard, the overwhelming portrayal of persons with men-
tal disorders in the print and visual media is one of vio-
lence, unpredictability, dangerousness, and irrationality
(Wahl, 1995). Clearly, societal and institutional factors
motivate stigma.

Another macro variable pertains to economics. In brief,
it is likely that there are harsher reactions to deviance
during periods of difficult economic circumstances
than during affluent times (see Jones et al., 1984). In what
is termed “realistic group conflict theory,” competition
for scarce resources motivates high levels of outgroup
derogation (Sherif & Sherif, 1953; Stangor & Crandall,
2000). In fact, Hovland and Sears (1940) found evidence
for a statistical association between economic indicators
such as the price of cotton in the southern United States
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and the number of lynchings of African Americans during
corresponding periods, whereby lower prices were associ-
ated with a rise in such murders. Subsequently, Hepworth
and West (1988) reanalyzed the same data with more so-
phisticated statistical techniques, concluding that al-
though the original findings may have exaggerated the
magnitude of the associations, the core conclusions with-
stood stringent statistical controls. With respect to mental
disorder, society provides sizable amounts of money and
resources for individuals with serious mental illness as
well as mental retardation, although not to the extent of
parallel expenditures regarding physical illness. During
times of economic hardship, the willingness to provide
such support may well wane. This is clearly an empiri-
cally testable question.

Evolutionary Psychology and Stigma

Is there a deeper, more fundamental way in which humans
are predisposed or programmed to detect, identify, and
shun fellow humans with deviant behavior patterns? In re-
cent years, interest has surged in accounts of human behav-
ior that emphasize its naturally selected roots (see deWaal,
2002, for promises and cautions regarding this perspec-
tive). Indeed, evolutionary psychology has entered the de-
bate about stigma (Fishbein, 2002; Kurzban & Leary,
2001; Neuberg, Smith, & Asher, 2000), and the implica-
tions are provocative. The near universality of the stigmati-
zation of mental illness provides clear impetus to consider
evolutionary processes as roots for such social exclusion.

From an evolutionary point of view, humans have been
selected over their history not only for prosocial tendencies
but also for certain limitations on social interchange, as in-
discriminate affiliations may pose a survival threat. That
is, members of our species have always needed others for
procreation, investment in parenting, and cooperation to
achieve mutual goals, but there are real costs to some social
interactions, including (1) competition over shelter, eco-
nomic resources, and mating partners; (2) the potential for
aggression and violence; and (3) the contraction of para-
sites or contagious diseases. According to Kurzban and
Leary (2001, p. 188):

There exists a collection of discrete, domain-specific psycho-
logical mechanisms that have evolved to solve adaptive prob-
lems associated with sociality. . . . Together, the behavioral
manifestations of these exclusionary mechanisms generate
the phenomena that have fallen under the rubric of stigmati-
zation. . . . Furthermore, because humans everywhere are en-
dowed with the same psychological systems, we should expect

cross-cultural similarities in behavior driven by the similari-
ties in underlying psychological architecture.

Underlying this perspective are two core premises: Hu-
mans require brakes on unbridled sociality, as indiscrimi-
nate social contacts may compromise survival, and many
other animal species have been observed to display exclu-
sionary strategies against conspecifics displaying certain
forms of deviant behavioral patterns (Neuberg et al., 2000).

The attributes most likely to engender naturally se-
lected exclusionary mechanisms are those that presumably
posed clear threats to early human societies: (1) fellow hu-
mans who foster parasitic infestation (revealing them-
selves through unsightly appearance or display of atypical
behaviors), (2) those who provide low social capital or di-
rect exploitation of social partners, and (3) members of
rival nationalities or cultures. Intriguingly, these three hy-
pothesized types of social exclusion modules are nearly
identical to the three kinds of stigmatized attributes
posited by Goffman (1963): abominations of the body,
character flaws, and “tribal” characteristics related to dif-
ferences in skin color or place of origin. Thus, whereas so-
cial psychological accounts of stigma have largely ignored
the typology of Goffman, the evolutionary model has res-
urrected them.

Kurzban and Leary (2001) postulate that the characteris-
tics of mental disorder foster the first two types of exclusion
tendencies. Specifically, behavioral and physical dishevel-
ment, or even overly compulsive behavioral patterns, asso-
ciated with serious mental disorders may trigger primitive
fears of infestation or contagion (indeed, birds and primates
signal parasites by excessive grooming). Furthermore, be-
havioral excesses, erratic and unpredictable behavior, and
poor inhibition—all linked with some forms of mental ill-
ness—suggest both low social status and the potential for
exploitation of others, putatively spawning the fear of being
cheated. On the other hand, the kinds of features related to
tribal or nationalistic differences are not, on the face of it,
related to mental illness exclusion modules.

The specificity of predictions from evolutionary models
is compelling. First, emotional responses are postulated to
differ across the three detection mechanisms. Those sus-
pected of spreading parasites or disease will elicit disgust,
violators of dyadic exchange (i.e., cheaters) are predicted
to evoke anger (related to the violation of the implicit or ex-
plicit social contract), and members of tribal outgroups
will tend to elicit fear and hatred as a function of their
threat to the home group or nation. Second, with respect to
behavioral responses, the clear expectation is that those be-
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lieved to be contagious will be avoided or shunned, those
with character f laws will be punished for their social viola-
tions, and those in outgroup tribes will be retaliated against
and exploited (Kurzban & Leary, 2001). In terms of mental
disorder, which is linked to both social contract violations
and some types of parasitic infection avoidance—but not,
by and large, to national or tribal status—the expected so-
cial responses would range from avoidance to punishment
but would not entail the types of exploitation reserved for
national or ethnic groups who are in conflict with the in-
group or home tribe.

Consider, however, the scenario in which mental illness
is attributed to reductionistic, biogenetic medical models,
that is, when it is viewed as the product of f lawed genes or
biochemistry. Some evidence exists from attitude surveys
that those individuals who ascribe mental afflictions to bi-
ological /genetic causal factors are less likely to blame or
desire social distance from individuals with mental illness,
as might be expected from attribution theory (see Martin,
Pescosolido, & Tuch, 2000). On the other hand, if such bio-
genetic attributions are made in extreme, reductionistic
fashion, afflicted individuals may come to be viewed not
only as chronically diseased and therefore beyond inter-
vention but also as a separate, inferior, and even subhuman
group. Thus, despite the supposed attributional advantages
of making medical model ascriptions for deviant behavior,
it may be the case that overzealous ascriptions to med-
ical /genetic causes fuel a harsh and exploitive set of behav-
ioral responses, at the level of tribal stigmas. Recent
empirical investigations show that exclusively genetic/bio-
medical attributions for mental disorder fuel social dis-
tance and extremely punitive responses (Dietrich et al.,
2004; Mehta & Farina, 1997; Read & Harre, 2001; see also
Phelan et al., 2002). Furthermore, the harshly punitive and
even genocidal tendencies of the eugenics movement in the
early decades of the twentieth century, which originated in
Britain (spreading quickly to the United States) and which
then expanded horribly in Germany, stemmed directly
from views of mental illness that emphasized their heredi-
tary, immutable origins (Black, 2003; Kevles, 1985).

Overall, the evolutionary perspective is a bold attempt
to account for the universality of many forms of stigmati-
zation, particularly those related to mental illness. As
currently proposed, it is not particularly developmental;
understanding how children and adolescents come to per-
ceive attributes that may be stigmatizing in terms of behav-
ioral deviance is an important research topic. Although this
viewpoint is pessimistic to the extent that it posits inherent
human tendencies to exclude, shun, and even punish other

persons with certain forms of behavioral deviance, even
advocates of evolutionary models agree that such proclivi-
ties do not inevitably portend that humans will act on these
exclusionary modules. Indeed, as discussed by Neuberg
et al. (2000), stigmatization modules that may have been
adaptive in the environment of evolutionary adaptation are
often extremely maladaptive in the present era. Their pres-
ence does not imply that they are correct or right in current
times. Humans need to learn how to overcome such in-
grained proclivities if stigmatization is to be reduced.

Summary

Stigma is multifaceted, complex, and overdetermined.
Major theoretical advances in social psychology have pro-
pelled the understanding of stigma processes, which have
roots in social cognition, intergroup processes, and social
hierarchies. In addition, natural selection may have shaped
fundamental exclusion tendencies in humans, some of
which appear directly related to the propensity for stigma-
tization of mental illness. Whereas the roots of stigma ap-
pear to lie deep within (1) typical modes of social cognitive
processing, (2) rules of social interchange between in-
groups and outgroups, and (3) the social and political
structures that have been created in all human cultures, the
degrading, humiliating, and terrorizing aspects of preju-
dice and stigma are not predestined. Because stigma typi-
cally involves deep ambivalence, involving a mixture of
empathy and concern with fear and hostility, promoting
identification and sympathy is a key goal.

HISTORICAL PERSPECTIVES ON STIGMA

Too often, historical accounts portray the past in sweeping
terms. For instance, the naturalistic, medical models of
ancient Greece and Rome are juxtaposed with the chaos
and ignorance of the Dark Ages; moralistic crusades
against deviance in the middle of the previous millennium
(including witch hunting) are contrasted with the humane
treatment of the late Enlightenment or the current era. In
fact, such global trends contain many distortions, as does
the perspective that history moves inexorably toward prog-
ress and rationality. Cycles of reform and retrenchment lie
closer to the truth, in which themes of biological versus
environmental causation, personal control versus lack of
control, and punitive treatment versus humane care wax
and wane over time (Allderidge, 1979; Hinshaw, 2006).
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One of the challenges of the present is to plan for realistic
reform that can yield lasting change rather than counterre-
actions, retrenchment, and despair.

Despite the clear presence of cycles of human response
to mental illness, the predominant theme across recorded
history regarding the treatment of persons with mental
disorder includes a depressing tendency toward exclusion
and punishment, as would be suggested strongly by evolu-
tionary psychological accounts. Indeed, once people
began to write down narratives of their cultural practices,
descriptions of individuals with atypical behavior patterns
soon followed. Ancient texts, such as the Bible, provide
richly detailed accounts of mentally disordered behavior,
which portend modern classification systems with great
accuracy.

It may be the case that a good deal of unofficial history
has been marked by attempts at custodial care of persons
with mental illness at home, but official accounts are
filled with cruelty and banishment as primary modes of
response (Zilboorg, 1941). I can present only a brief sum-
mation of key historical trends to illuminate both the core
tendencies toward maltreatment and the reforms that have
emerged from time to time. One of the core themes from a
careful reading of history is that views of and treatments
for mental illness have lagged considerably behind main-
stream scientific and humanistic advances throughout his-
tory; the stigma surrounding the entire topic has greatly
limited the spread of human knowledge to this subject
matter (Hinshaw, 2006). During the Renaissance, for in-
stance, the explosion of scientific and artistic advances
was not matched by parallel improvements in the under-
standing or care of those with mental illness, who contin-
ued to be viewed with a blend of moralistic, superstitious,
and primitive biological perspectives (Zilboorg, 1941). I
also emphasize the important point that children and ado-
lescents with behavioral aberrations have been at risk for a
double stigma, in that fear and castigation of mental ill-
ness have been compounded by the generally low status of
children throughout history.

Adults with Mental Disorder

Across nearly all historical periods, a core perspective on
disturbed behavior has been that it emanates from posses-
sion by evil spirits or the devil. Given their moralistic
framework, such demonologic views have been associated
with harshly punitive social responses. Yet, in some in-
stances, religious and moral perspectives have been linked
to hopeful, humane care. For example, monasteries were
sometimes refuges during the Middle Ages, and the theory

and practice of “moral treatment” in the early nineteenth
century had both humanitarian and religious overtones
(Grob, 1994).

In terms of biological perspectives, one of the first
recorded naturalistic views of mental disorder occurred in
classical Athens, when Hippocrates posited that mental ill-
nesses originated from imbalances in one or more of the
four major bodily humors. This theory was accompanied by
the view that afflicted persons required careful diagnosis,
compassion, and humane care emphasizing restoration of
bodily balances. On the other hand, the lack of sophistica-
tion of biological theorizing meant that such practices as
bloodletting and purging (through emetics) were primary
treatments for the next 2,000 years. In addition, exclusively
biological views have also been associated with the per-
spective that mental illness is hopeless and chronic, foster-
ing the belief that isolated custodial care in institutions is
the primary treatment option.

Thus, there is no simple, one-to-one association between
etiologic views of mental illness and humane versus cruel
social responses. What appears necessary in the future is
the promotion of multifaceted views of mental disorder that
emphasize biological vulnerabilities as causal factors, plus
environmental risks as precipitants and personal and fam-
ily responsibility necessary for ultimate outcome (Hin-
shaw, 2006).

History is replete with instances of cruelty and mal-
treatment toward persons with mental disorder. One of the
predominant views of so-called insanity and lunacy in
Western cultures has been that the afflicted individual
had lost his or her fundamental abilities to reason, thereby
spurring the belief that he or she was less than fully
human. Hence, many treatments involved terror and fright
to spur the individual back to full mental faculties. At the
level of physical sensation and pain, it was believed that
beatings or subjugation to extremes of cold in unprotected
winter quarters did not affect the mentally disordered in
the same ways as they would affect normal individuals
(Zilboorg, 1941).

Institutional care, first in special wards of general hos-
pitals and then in asylums created for the insane, spurred
excursions by citizens of the nearby cities to observe, for
an admission fee, the raving, psychotic, and “amusing” be-
havior of the inmates. Given the clear parallels with tours
of zoos, the underlying belief was that the persons in the in-
stitutions were less than human. Even some of the great lib-
erators of the mentally ill—Pinel in France, Tuke in
England, Rush in the New World—held harshly authoritar-
ian views of the childlike nature of persons with mental ill-
ness (Hinshaw, 2006). It is important to note that more
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progressive and humane perspectives on the care of mental
illness often emerged from non-Western cultures, particu-
larly Middle Eastern nations.

A strong custom in many cultures was to force persons
with mental illness outside of cities, towns, and villages to
wander the countryside, begging for subsistence. Hence,
shunning and exclusion were strong undercurrents of re-
sponse to mental disorder (Zilboorg, 1941). As with insti-
tutional care in distant asylums, such banishment served to
place the issue of mental disorder outside of the everyday
awareness of most citizens, constituting another legacy of
stigmatization.

The twentieth century was marked by the rise of in-
creasingly secular, and increasingly scientific, views of
mental illness, as evidenced by the expansive growth of the
fields of psychology and psychiatry. One core trend was the
eugenics movement, which originated in the United King-
dom but which quickly spread to the United States (Black,
2003). The underlying belief in the genetic locus of mental
retardation and mental illness led to the passage of manda-
tory sterilization laws in a majority of states and set the
stage for even more stringent measures in Nazi Germany,
where hundreds of thousands of persons with mental ill-
nesses were not only sterilized but annihilated (Kevles,
1985). Once again, reductionistic perspectives on biologi-
cal loci of mental disorder have been associated with ex-
tremes of cruelty.

At the same time, psychological perspectives were
emerging, most notably the psychoanalytic views of Freud
and his followers. Although these perspectives, like the bi-
ological perspectives just discussed, tended to rid mental
illness of demonologic overtones, for much of the century
they directly implicated poor parenting as responsible for
most forms of mental disturbance. In fact, conditions such
as Autism and Schizophrenia were held to result directly
from faulty, cold, and unresponsive parenting, fueling
decades of direct parental stigmatization regarding the
mental disorders of their offspring (e.g., Bettelheim, 1967).
Other theoretical models, such as behaviorism, were also
extreme in their positing of environmental determinants of
mental illness. Note too that the very term “mental illness,”
including its dualistic separation from physical conditions,
often implies that the underlying conditions are “in the
mind” and not real illnesses.

By the later decades of the twentieth century, biomed-
ical /genetic frameworks regained ascendancy, fostered by
major advances in neuroscience, neuroimaging, biological
psychiatry, and molecular genetics. Such views have
prompted the perspective that mental illnesses are “diseases
like any other,” beyond volitional control, with the hope of a

resultant reduction in personal and family blame (see John-
son, 1989, for promotion of the view of mental disorders as
brain diseases). As highlighted earlier, however, unidimen-
sional, reductionistic biomedical views are often paradoxi-
cally associated with extremely punitive responses, probably
because they cast persons with mental illnesses as chroni-
cally flawed, deviant, and even subhuman and invoke the
kinds of tribal stigmas usually reserved for racial and ethnic
minorities. As noted later in the chapter, developmental
models of mental illness have the potential to promote more
accurate perspectives.

Finally, I note the deinstitutionalization movement of
the past 40 years. The advent of psychotropic medications,
plus the emergence of a community mental health model,
led to the curtailing or closing of public hospital settings
for children and adults with mental disorder from the 1960s
through the present day (Grob, 1994). Whereas few would
argue against the core tenets of this movement, including
its goal of ending the dehumanizing, isolating conditions of
mass institutionalization, the reality is that governments
have often viewed deinstitutionalization as a primary
means of cost saving (e.g., Appelbaum, 2002). The result-
ant absence of needed community-based services has al-
lowed severely mentally ill adults, adolescents, and
children to exist in the kinds of underfunded community
residences—or even on the streets—that are the legacy of
cost-cutting measures. Thus, the great hopes for the dein-
stitutionalization movement of the second half of the twen-
tieth century have too often been met with retrenchment
and despair. Note a parallel with the extreme promise of
the campaign of Dorthea Dix in the 1800s to replace
almshouses and prisons with specially designed mental
hospitals: The very institutions she initiated came to be
distant, fortress-like, total institutions that often promoted
cruel treatment and hopelessness. Stigma has doubtless
been increased by community care models that emphasize
cost savings over integrated, well-funded programs and
that have allowed countless persons with severe mental ill-
nesses to be left to city streets or suboptimal and even sub-
human community residential care.

Children with Mental Illness

What has been the plight of children—and, in particular,
children with mental disturbances—across history? One
sobering perspective is that relatively few children have
survived childbirth, infancy, and childhood across most
cultures and historical periods, limiting parental attach-
ment to and investment in young children. Even as late as
seventeenth- and eighteenth-century America and Europe,
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the clear majority of children did not survive until age 4 or
5 years (Donohue, Hersen, & Ammerman, 1995). Children
have also been viewed as miniature adults in many cultures,
with childhood viewed as a brief period of time before
youngsters were, of necessity, brought into the labor force
(Aries, 1962). As a result, children’s rights have been vir-
tually nonexistent, with extremely high rates of harsh treat-
ment, including exploitation, neglect, abandonment, and
abuse (Phares, 2003). Indeed, a common practice through-
out multiple cultures has been the practice of infanticide,
the intentional killing of babies and young children, when
family size became too large and when providing for yet
another mouth to feed was not possible. This practice was
much more likely to occur when the child possessed physi-
cal or behavioral deviance. Short of the killing of deviant or
disabled children, evidence is strong that such youth were
treated with scorn and derision (Donohue et al., 1995).

Only in the past several hundred years has childhood
been viewed as a distinct developmental phase, and only
in the past century and a half have movements to curtail
child labor and mandate education been in place. Indeed,
no recordings of children’s games or children’s literature
are evident from the Dark and Middle Ages, suggesting
strongly that children were viewed primarily as adults of
small stature, with no special accommodations made to
their developmental status and with a high premium placed
on their ability to provide labor as soon as possible. Youth
were commonly put to full-time work by the age of 6 years,
and marriages were arranged before adolescence to assure
economic well-being for families. Children were often sold
into slavery, and beatings were routinely accepted as disci-
pline. In agrarian societies, as soon as children could pro-
vide labor, they typically did (Donohue et al., 1995). With
the advent of industry in the past several hundred years,
children provided a cheap source of labor until restrictions
on such practices were recently instituted.

Furthermore, until only the past few decades, parents
have had the right to physically and emotionally devastate
children, largely because of the view that disciplinary mat-
ters within a family are inherently private (see Helfer &
Kempe, 1968). The brutalization of children has been such
a part of many cultures that intergenerational patterns
of maltreatment of children have been nearly endemic
(Rhodes, 1999). Note that, in the late nineteenth century,
the Society for Prevention of Cruelty to Children was
founded after the establishment of the Society for Preven-
tion of Cruelty to Animals, demonstrating again the
strongly held notion that family business was subject to pri-
vacy and that the rights of parents to perform nearly any

act of cruelty on children was unchallenged. Indeed, it has
only been in the past 125 years that social institutions have
been created to deal with the emotional and behavioral
problems of children (Levine & Levine, 1992). Many spe-
cial protections for children that are taken for granted
today have been put in place only during the past century,
including child labor laws, universal compulsory education,
and child guidance centers and specialized facilities for
dealing with child mental health.

In fact, throughout history, when children, typically
lacking any protected status, have displayed mental illness,
the combination has led to extremes of castigation and cru-
elty. Even during the modern era, as noted earlier, the
growth of child psychology and child psychiatry served to
harshly stigmatize parents for causing the mental distur-
bances of children. Revealing the dual stigmatization of
both children and mental illness, basic and applied research
on children’s mental disorders has lagged well behind par-
allel efforts for adults.

In recent years, the biological Zeitgeist has replaced en-
vironmental views of etiology, tempering a great deal of
family and parental blame for mental disorders of youth.
Yet, the stigma and shame encountered by far too many
families coping with a child suffering from mental distur-
bance have not abated (Lefley, 1992), and service utiliza-
tion rates have been extremely low for children and
families (New Freedom Commission on Mental Health,
2003). Thus, the legacy of the joint stigmatization of chil-
dren and mental illness continues. In short, whereas mental
disorder has incurred banishment and harsh treatment
throughout history, the plight of children and adolescents
has been even worse, given the low status and utter lack of
power afforded to youth. Stigma of child and adolescent
mental disorders must contend with a compound struggle:
the general effort for children’s rights and the specific at-
tempt to guarantee rights to persons with mental illness.

EMPIRICAL AND CULTURAL EVIDENCE
FOR STIGMA

With this historical information in mind, what do empiri-
cal research investigations reveal regarding the actual pres-
ence of stigma during our current, modern era? And what
does a broader examination of cultural, linguistic, and in-
stitutional practices uncover? I begin with attitudes of the
general public, then highlight families and mental health
professionals, and conclude with examination of less em-
pirically based but nonetheless essential evidence that
stems from general practices in the culture.
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Empirical Research

Empirical investigations have focused on the responses of
several groups: the general public, individuals experienc-
ing mental illness, family members, and mental health
professionals.

General Public

A long tradition of research on stigma began to emerge in
the 1940s and 1950s. Early investigators often utilized the
methodology of presenting written case history vignettes to
probe respondents’ abilities to identify whether mental ill-
ness was present as well as their attitudes toward mental
disorder. Outcome measures typically included (1) social
distance scales, whereby respondents appraised the degree
of desired contact with or distance from an individual so de-
picted; (2) informational and attitudinal measures; and (3)
semantic differentials, for which respondents would choose
between opposite pairs of adjectives, such as “dirty” versus
“clean,” to describe the vignette (see, e.g., Nunnally, 1961).
The overarching conclusion from the early era of research
on public attitudes was the devastating nature of the
stigmatization experienced by individuals with mental ill-
ness. That is, once members of the public could identify a
certain pattern of behavior as representing mental disorder,
negative and rejecting responses were highly likely. The
clearest explanations for such stigmatizing attitudes were
the unpredictability and threat value of the behavior pat-
terns in question (Rabkin, 1972, 1974). Ignorance and intol-
erance of mental illness were found to be associated with
lower levels of respondent education, although negative atti-
tudes were certainly not restricted to those members of so-
ciety with poor educational backgrounds. Furthermore,
empirical studies revealed the presence of stigmatization
even in mental health professionals and staff members, who
had apparently internalized the general cultural messages of
fear, distancing, and prejudice (see subsequent section). As
stated by Rabkin (1972, p. 154), “In a very real sense, men-
tal patients have taken the place of lepers as targets of pub-
lic disgust, dislike, and rejection.”

By the 1960s and 1970s, however, some investigators
were finding that public attitudes, as revealed by question-
naire responses, were beginning to shift toward a more em-
pathic and altruistic stance toward individuals with mental
illness (see Crocetti, Spiro, & Siassi, 1971; Gove, 1982).
Yet, a closer look at the empirical literature reveals that
such conclusions were premature. First, research in which
direct comparisons were made between persons with men-
tal illness and other stigmatized groups (e.g., those with

physical diseases; ex-convicts) consistently showed that
mental disorder was ranked at the bottom in terms of social
acceptance (e.g., Albrecht, Walker, & Levy, 1982; Tringo,
1970). More recent studies reveal that only substance abuse
and homelessness rival mental disorder in terms of stigma-
tization. Second, questionnaire responses may be greatly
influenced by social desirability. Careful work by Link and
colleagues (e.g., Link & Cullen, 1983; Link, Cullen, Frank,
& Wozniak, 1987) revealed that the wording of typical
questionnaires predisposes respondents to overrate their
tolerance of mental illness. Furthermore, when partici-
pants hold the core belief that mental disorder is linked to
violence, attitudes are highly denigrating. Thus, attitude
scales may well underplay the actual extent of stigmatiza-
tion. Third, and crucially, research on the behavioral (as
opposed to attitudinal) responses of the public to mental
illness has been strongly consistent in revealing tendencies
toward shunning, devaluation, and discrimination. For ex-
ample, the work of Farina and colleagues (Farina, Allen, &
Saul, 1968; Farina, Gliha, Boudreau, Allen, & Sherman,
1971; Farina & Ring, 1965) revealed that even a partici-
pant’s belief that interaction partners knew of his or her
mental illness negatively influenced a subsequent en-
counter, exemplifying a self-fulfilling prophecy effect. A
classic example of behavioral, as opposed to attitudinal, re-
search is the experimental work of Page (1995), who,
across 3 decades, found that landlords were far more likely
to deny housing opportunities to potential renters who dis-
closed a history of mental hospitalization than to those
who did not present such a history. In commenting on this
work, Page decried the “naïve acceptance of interviews,
surveys, or questionnaire-based data” (p. 67).

More recent research, both attitudinal and behavioral,
has confirmed that although the general public appears to
have gained basic knowledge about mental illness over the
past decades, attitudes and behavioral responses are still
highly prejudicial and stigmatizing (e.g., Crisp, Gelder,
Rix, Meltzer, & Rowlands, 2000; Link, Phelan, Bresnahan,
Stueve, & Pescosolido, 1999; A. H. Thompson et al., 2002;
Wahl, 1999). Specifically, based on a large, representative
sample of the U.S. population (sampled in the General So-
cial Survey), the work of Link et al. (1999) reveals that de-
pictions of substance abuse incur more social distance than
do vignettes of Schizophrenia or depression—although all
are associated with strong desire for social distance—and
that stigma emanates from perceptions of violence linked
with such conditions. Indeed, compared to the 1950s, the
general populace of the United States is now more likely to
link mental illness (particularly its most severe, psychotic
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variants, such as Schizophrenia) with tendencies toward vi-
olence—and it is just such beliefs that fuel stigma and fear
(Phelan, Link, & Pescosolido, 2000). This general pattern
of stigmatization appears to be the case worldwide (e.g.,
Angermeyer & Matschinger, 1997; Guimon, Fischer, &
Sartorius, 1999).

In terms of the basic question as to whether the behav-
ioral display characteristic of mental illness or the label it-
self is more likely to be stigmatized, the answer is
complex: When behaviors and the label are pitted against
each other, the behaviors characterizing mental disorder
receive more castigation and social distance. Yet, when the
label occurs alone or in the presence of minimal behavioral
disruption, stigmatization is strong, and, as just noted, the
effects of the label are magnified greatly when respondents
associate mental disorder with risk for dangerousness and
violence (Link et al., 1987; Phelan et al., 2000).

With respect to children, the bulk of research on stigma
has focused on the effects of diagnostic labels on the atti-
tudes of social perceivers, both adults and youth. A number
of investigations reveal negative effects of labeling on
stigma-related processes. For example, Farrington (1977)
showed that the label “delinquency” for youth displaying
antisocial behavior had negative effects on eventual out-
come (see Adams, Robertson, Gray-Ray, & Ray, 2003).
Holguin and Hansen (2003) demonstrated the negative con-
sequences of the label “sexual abuser” for individuals so
termed. In fascinating experimental research, Harris,
Milich, Corbitt, Hoover, and Brady (1992) had children in
third through sixth grades interact dyadically with a peer.
Experimentally manipulated were both the actual diagnos-
tic status of the peer, who either did or did not have ADHD,
and the child’s expectation for the peer interaction partner
in the form of the label “behavior problem” or no label.
Both factors (interacting with a peer with ADHD and hold-
ing the expectancy that the partner would have a behavior
problem) negatively influenced the subsequent interaction,
with the labeling effect indicative of stigmatization related
to the expectancy of problem behavior. Thus, not only are
children with behavioral and emotional disorders highly
likely to receive peer rejection in response to the symptoms
of their conditions (e.g., Erhardt & Hinshaw, 1994), but
age-mates’ perceptions of labels related to mental illness
fuel denigration and castigation (see also Milich, McAn-
inch, & Harris, 1992).

Note that negative effects of labeling extend downward
in age to infancy: Labeling videotaped infants as “cocaine
exposed” yielded more negative adult ratings of the behav-
iors displayed than did no label (Woods, Eyler, Conlon,
Behnke, & Webie, 1998). Similarly, labeling infants “de-

pressed” increased negative ratings, particularly if parents
(fathers, in this case) showed symptoms of depression
themselves (Hart, Field, Stern, & Jones, 1997).

Other investigations, however, suggest that labeling of
child behavior problems is not always pejorative and may
even have positive effects. MacDonald and MacIntyre
(1999) showed that altering labels of mental disability and
attention-disordered behavior did not influence partici-
pants’ evaluations of the behavior patterns that were de-
picted. In addition, Klasen (2000) found that for parents of
children with ADHD, the diagnosis of the child was actu-
ally empowering, as it reduced parental blame and in-
creased the likelihood of obtaining treatment. Indeed,
appropriate diagnosis and responsive treatment can be lib-
erating, particularly if they facilitate the opening of oppor-
tunities for future independence and life satisfaction
(Hinshaw, 2002). Efforts to educate the populace about the
realities of mental disorder and to promote egalitarian con-
tact between persons with mental illness and the rest of
society will be crucial for enhancing such receptivity, par-
ticularly for family members (see Hinshaw, 2006).

Developmentally, when do children recognize the con-
cept of mental illness, and does their knowledge of or
attitudes toward peers or adults with either behavioral de-
viance or the label of mental illness vary with age? Wahl
(2002) has reviewed the rather sparse literature on this im-
portant topic. In brief, results are difficult to discern with
precision because of varied instrumentation across investi-
gations as well as a lack of reporting of psychometric prop-
erties of many of the attitudinal and social distance
measures utilized. Generally speaking, young children do
not have clear conceptions of the mental illness term, often
confusing it with physical illnesses or mental retardation.
Indeed, children in the early elementary grades often do
not know the term mental illness at all, so that some inves-
tigators use the term “crazy person” (or variants thereof )
as the independent variable. By the later elementary
grades, more differentiated knowledge structures are be-
ginning to emerge, such that mental disorders can be dis-
tinguished from other forms of deviance or illness. Yet
stigmatizing attitudes and desire for social distance are
clearly present from early ages. As stated by Wahl, “Even
if young children do not know the precise definitions or
characteristics of people with mental illnesses, they seem
to know that they are undesirable and to be avoided”
(p. 147). Intriguingly, some research indicates that the
mental illness concept can be applied more readily by
youth to adults than to children per se; it is therefore un-
clear how children attribute the deviant behaviors of peers
with mental conditions. Overall, the pervasive influence
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of public media on the early display of children’s negative
attitudes toward mental disorder is difficult to avoid as an
explanatory factor (see Wahl, 2002; Wilson, Nairn,
Coverdale, & Panapa, 2000).

Individuals with Mental illness

Distressingly, adults with mental illness are highly likely to
have internalized many of the negative stereotypes and
prejudicial attitudes related to mental disorder that are part
of the general culture. They frequently report being the vic-
tims of overt or covert discrimination as well as harshly
stigmatizing attitudes and general cultural practices related
to prejudice (Read & Baker, 1996; Wahl, 1999). Further-
more, stigma and social rejection predict subsequent life
adjustment problems for patients with mental illness, over
and above initial symptom levels (e.g., Wright, Gronfein, &
Owens, 2000). Of particular importance, the expectation of
stigmatization predicts premature termination from ther-
apy (Sirey et al., 2001). Secrecy about mental illness and
withdrawal from social contact are two of the key coping
mechanisms employed by persons with mental disorders in
response to stigma; note that such reaction tendencies are
likely to perpetuate, rather than overcome, stigmatization
(Wahl, 1999). This kind of self-stigmatization may have
far-reaching impact on the lives of persons with mental ill-
ness (Corrigan, 2004).

Largely unexplored are the various coping styles and
strategies deployed by persons with mental illness in re-
sponse to the stigmatization they receive (Corrigan & Wat-
son, 2002; for a thorough review of identity threat theory in
relation to other stigmatized conditions, see Major &
O’Brien, 2005). Indeed, almost entirely unknown are the
processes by which some persons internalize prejudice and
stigma to a large degree, others apparently ignore such cas-
tigation, and still others view it as a call to social action.
And, as noted by Wahl (2002), there is an utter dearth of re-
search on the self-perceptions and coping strategies of
children who have experienced mental disorder. Develop-
mental factors are bound to be essential to such self-
perceptions and coping strategies, constituting a major
area for future research.

Families and Relatives

There is a growing database on family experiences of men-
tal illness (e.g., Lefley, 1989, 1992; Tessler & Gamache,
2000; Wahl & Harman, 1989). Systematic research on this
topic emerged in the 1950s (see Clausen & Yarrow, 1955).
Stages of recognition of symptoms were noted, analogous
to those in reaction to the development of physical illnesses,
with initial anxiety and denial giving way to adoption of a

“sick” role and eventual rehabilitation. As reviewed by
Kreisman and Joy (1974), the early years of work in the
field focused on a variety of negative responses to relatives
with mental disturbance, including fear and dislike, and a
host of reactions in the relatives themselves, such as sensi-
tivity to criticism by others, a perception of marginality
(with few resources available to help their plight), and self-
dislike. Concealment and secrecy were cited as extremely
prevalent coping responses. In all, the ramifications of hav-
ing a relative with mental illness were found to be consider-
able, encompassing Goffman’s (1963) notion of “courtesy
stigma,” signifying the devaluation that attends to persons
who are associated with a stigmatized group.

Investigators have distinguished two types of conse-
quences to families of having a relative with mental illness:
objective burden, comprising the financial costs, seeking of
housing, and logistic negotiations needed to manage a rela-
tive with mental illness, and subjective burden, constituting
the psychological pain, embarrassment, and mental anguish
related to caring for the family member. Families report that
subjective burden is the stronger of the two (Lefley, 1989;
Tessler & Gamache, 2000; E. H. Thompson & Doll, 1982;
for a cogent review of the impact of stigma on familes, see
Corrigan & Miller, 2004). This finding provides distressing
evidence for the pervasive nature of stigmatization. Indeed,
in the words of Lefley (1992, pp. 128–129):

In many cases mental illness in the family jeopardizes rela-
tionships with friends and neighbors; in extreme situations it
may lead to an almost total social isolation of the family
unit. . . . Emotional reactions to major mental illness in a
family member frequently include bewilderment, fear, de-
nial, self-blame, sorrow, grieving, and empathic suffering.
. . . The added perception of stigma may elicit rage and re-
sentment or intensify depression and social withdrawal. Nor-
mative ambivalence toward mentally ill loved ones—the
typical swing between exasperation provoked by the patient’s
behavior, guilt at the reaction, and sorrow evoked by the pa-
tient’s suffering—may be exacerbated by social stigmatiza-
tion of families.

What is extent of family burden? In a telling compari-
son, Struening and colleagues (1995) documented that the
subjective burden of those caring for seriously mentally
disordered relatives was as strong as that related to a home-
less relative and even more salient that associated with
multiple sclerosis. Concealment is still a prevalent re-
sponse among family members, with greater levels of
stigmatization perceived by families with higher educa-
tional levels than those from lower socioeconomic strata
(Phelan, Bromet, & Link, 1998), probably because of the
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greater shame involved in having a relative with a low-sta-
tus condition like mental illness in upper socioeconomic
brackets. Siblings of adults who suffer from serious forms
of mental disorder also carry a great deal of subjective bur-
den, comparable to levels experienced by parents (Green-
berg, Kim, & Greenley, 1997). Recent evidence indicates
that courtesy stigma applies, at least to some extent, to par-
ents of children with ADHD (Norvitilis, Scime, & Lee,
2002). The overwhelming majority of caregivers believe
that most members of society devalue persons with mental
illness, with nearly half contending that society also deval-
ues the family members of such individuals (Struening
et al., 2001; Wahl & Harman, 1989).

Family burden and perceived stigma are not restricted to
the United States. In Sweden, the majority of relatives of
persons with mental disorder feel “stigma by association,”
with 18% admitting that they thought, at times, that the
mentally disordered relative would be better off dead (Oest-
man & Kjellin, 2002). In China, 60% of family members of
adults with Schizophrenia stated that stigma had moderate
to severe effects on the afflicted person’s life, with 26%
claiming the same level of effect on the lives of family mem-
bers (Phillips, Pearson, Li, Xu, & Yang, 2002). Not surpris-
ingly, such effects were perceived to be stronger for patients
with more severe levels of pathology and in families with
higher levels of negative emotion regarding the member with
Schizophrenia; as noted earlier with respect to the United
States, they were also stronger in families with higher,
rather than lower, levels of education. In recent investiga-
tions, stigma was also strongly perceived by caregivers in
the African nations of Ethiopia and Nigeria (Ohaeri & Ab-
dullahi, 2001; Shibre et al., 2001), as well as in India (Thara
& Srinivasan, 2000; for an overview of mental illness and its
stigmatization in Islamic countries, see Al-Issa, 2000).

Another perspective on family stigmatization emerges
from turning the generational issues in the other direction.
That is, what are the effects on children when a parent has a
mental illness, particularly when the parent himself or her-
self is stigmatized? First, having a parent with a major men-
tal illness is a key risk factor for disorder and impairment in
offspring (e.g., Beardslee, Versage, & Gladstone, 1998). The
mechanisms underlying this association are varied; they in-
clude the potential for genetic mediation, marital dishar-
mony, lack of parental responsiveness, and modeling of
emotional dysregulation (Hinshaw, 2004). Second, one key
variable underlying the risk may include the difficulties par-
ents have in communicating directly and clearly with their
children about the nature of their own mental disorder. In-
deed, in the presence of stigma, the predominant parental
tendency is concealment and silence (Lefley, 1992; Wahl &

Harman, 1989). Yet, when no information is forthcoming
about parental absence or disruption, children will tend to
blame themselves, compounding other sources of risk for
disorder and dysfunction (Hinshaw, 2005). Thus, a key anti-
dote to stigma is the promotion of family communication to
children and adolescents about the mental disorders of par-
ents or close relatives (Beardslee, 2002; Hinshaw, 2004).
Such communication not only demystifies the puzzling be-
haviors but also models openness on the part of parents and
opens the door for more adaptive coping.

In sum, with the closure of most institutional facilities
in the past half-century, family members have increasingly
dealt with both the actual care of relatives with serious
mental disorder and the emotional and psychological costs
of such care in a stigmatizing society. Findings include a
wide and distressing pattern of perceived stigmatization,
evident cross-culturally. Lacking from such research, how-
ever, are (1) considerations of families dealing with forms
of mental disorder beyond the most serious, psychotic vari-
ants; (2) a more complete perspective on children who live
with mentally disordered parents; and (3) developmental
factors in the life of a family that predict adaptive versus
maladaptive coping and adjustment.

Mental Health Professionals

It might be assumed that those who work directly with per-
sons with mental disorders would be immune to stigmatiz-
ing attitudes and practices, but data reveal otherwise. Such
evidence began to be accumulated by pioneers in stigma
research (see Nunnally, 1961). Many investigations were
performed with attitude scales completed by staff of psy-
chiatric facilities during the 1950s and 1960s; note that
nearly all relevant research pertains to staff and profes-
sional attitudes regarding adult forms of mental distur-
bance. Findings included the general result that mental
health personnel were somewhat more accepting of mental
disorder than members of the general community but that
different attitudes of mental health workers, such as au-
thoritarianism and benevolence—the latter signifying a be-
lief in the childlike qualities of “mental patients”—were
associated with worse patient outcomes (see Cohen & Stru-
ening, 1962; reviewed in Rabkin, 1974). Even as funding
and models of care have shifted to community-based rather
than institutional settings, a continuing pattern of stereo-
typic beliefs and stigmatizing attitudes has been noted (see
Keane, 1990, 1991; Scott & Philip, 1985). In addition, large
surveys reveal that mental health staff of many varieties
have continued to perceive a lack of integrated services
available for their clientele (Mirabi, Weinman, Magnetti, &
Keppler, 1985). Also, Fryer and Cohen (1988) found that
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staff of a Veterans Administration facility ascribed a host
of negative traits, including apathy, hostility, immaturity,
selfishness, and aloofness, to persons branded as psychi-
atric patients as opposed to general medical patients. As re-
cently as 2002, Mukherjee, Fialho, Wijetunge, Checinski,
and Surgenor provided evidence that, in London, half of
medical students and physicians surveyed had beliefs in the
dangerousness and unpredictability of individuals with
Schizophrenia and drug/alcohol problems. The general pat-
tern therefore appears to be one of continuing stigmatiza-
tion of persons with mental disorder, emanating from some
of the very professionals entrusted with their care.

Tellingly, a systematic survey in the United States
(Wahl & Harman, 1989) revealed that one of the primary
sources of stigmatization perceived by persons with mental
illness—and their family members—emanated from de-
meaning attitudes and low expectations for improvement
from professionals providing care. Indeed, among a list of
eight potential coping resources for combating stigma, the
respondents ranked the act of talking with mental health
professionals as the least helpful alternative.

Whereas a great number of those in the mental health
professions are genuinely committed to improving their
clients’ clinical status and helping foster autonomy, the
models of training in psychology, psychiatry, and other help-
ing professions often convey a superior attitude, promoting
an “us versus them” mentality (Hinshaw & Cicchetti, 2000).
In addition, the mental health professions have low status in
comparison with other medical subdisciplines—again pro-
viding evidence for courtesy stigmatization—and medical
professionals have often voiced disparaging attitudes toward
clientele with mental disorders (for historical information,
see Nunnally, 1961; see also Wahl, 1999). Working with pa-
tients who have serious mental disorders can be stressful,
particularly with relatively low pay and low status. As a re-
sult, staff burnout, use of inappropriate humor, and scape-
goating of particularly difficult clients and diagnostic
categories occur (Wahl, 1999). In short, mental health pro-
fessionals may inadvertently foster stigmatization through
attitudes of superiority, paternalism, and separation from
persons with mental illnesses and through theoretical modes
that fundamentally blame parents and family members for
mental disorders of children and adolescents.

Summary

The present review has barely scratched the surface of the
voluminous research on stigmatization related to mental
disorder. Although the general public is more knowledge-
able than before about mental illness, fundamentally nega-
tive attitudes still abound; these have apparently increased

over the last 50 years. Behavioral research indicates that
persons with mental illness are highly prone to receive dis-
crimination. When persons with mental disorders receive
stigma, negative influences on future outcomes are likely,
even with initial mental symptoms taken into account. Fam-
ily shame and stigma regarding mental disorder are major
issues, with parental blame emanating from professional
and scientific perspectives that attribute the etiology of
mental illness exclusively to poor parenting. In addition,
when parents have mental disorders, the risk of transmis-
sion to offspring is compounded by the presence of stigma-
tization and silence. Finally, at least some mental health
professionals themselves are prone to display stigmatizing,
patronizing, and sometimes hopeless attitudes regarding the
very persons they are serving.

Overall, has stigmatization toward persons with mental
illness increased or decreased in recent years? Although
some improvements in knowledge and overtly expressed at-
titudes are apparent, no research has been performed on
perceivers’ implicit, unconscious biases, which remains a
major priority for future investigations. Furthermore, Sar-
torius (1999) claims that stigma has actually increased in
recent times, related to three key factors: (1) increased ur-
banization, making displays of deviance salient to more of
the population; (2) increased educational levels and in-
creased skill demands for technological jobs, rendering ed-
ucational failure and unemployment related to mental
disorder more noticeable; and (3) extensive growth of a
middle class in many societies, yielding a tendency toward
standardization and conformity of behavioral displays that
make nonconforming behavior more visible and disturbing.
Together with the increased tendency for the populace to
link mental illness with violence and danger (Phelan et al.,
2000), this analysis provides caution for those who posit
linear reductions in stigmatization with the continued ad-
vent of modernization and Westernization.

Beyond the empirical evidence just reviewed, less formal
indicators of stigmatization are even more revealing. I there-
fore expand my coverage to include broader types of evi-
dence for stigma, including indicators in the general culture
and language of everyday life; depictions in the public
media; discrimination with respect to such areas as housing,
employment, and health care coverage; and personal, narra-
tive accounts from individuals with mental illness and their
family members.

Broader Evidence in the General Culture for Stigma

The task of searching for general indicators of stigma in
relation to mental illness is more difficult than might be
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thought. The reason is that widely held attitudes and
stances in a given culture are often so pervasive and
grounded in everyday life that specific mention of them is
hard to find. Goldhagen (1996) noted a parallel problem in
his search for anti-Semitic attitudes in Germany during the
1930s, in that the very pervasiveness of such beliefs
masked their presence. He quoted an unnamed scholar: “To
be an anti-Semite in Hitler’s Germany was so common-
place as to go practically unnoticed” (p. 32). Similarly, the
stigmatization of mental illness is so deeply embedded in
our culture’s words, pictures, and practices as to escape
easy detection unless a concerted effort is made to uncover
such images and to realize that many cultural epithets are,
in fact, directed against those with mental illness.

Everyday Language

The very words in common use convey stereotyping and
stigmatization about mental illness. If, during the course
of an argument about even trivial matters, a person makes
a statement that appears out of line with the flow and
logic of the discussion, a common response from his or her
interaction partner may well be “Are you insane?” Unpop-
ular ideas are commonly dismissed as “crazy” or “nuts”;
outlandish plans are branded as “madness.” When indi-
viduals say or do things that fail to show foresight or
forethought, they are all too commonly called “idiots,”
“imbeciles,” or “morons,” the formal terms to indicate
mental retardation during much of the past century. It
is revealing to recognize the extent to which a host of
disparaging terms relate to mental disorder: Ideas are “de-
ranged,” persons who behave outside the norms are “lu-
natics,” strange behavior is branded as “psycho,” and an
individual whom one would not want to meet is often a
“mental case.” The frequency of use of such terms reveals
a veritable preoccupation with the rationality and con-
formity of social partners.

Other linguistic practices are even more graphic. Mur-
derers are “psycho killers,” even in popular rock songs.
Those who promote strange ideas are “wacked,” and facil-
ities for those with mental illness are “loony bins” or “nut
houses.” This kind of language reveals fear as well as fas-
cination: fear that the affliction could befall the perceiver
and fascination with the illicit, perhaps dangerous or
bizarre behavior patterns underlying the terms and labels.
Children come to use such terms at early ages, signaling
the pervasiveness of the cultural disparagement of persons
with mental disorders. Indeed, pejorative labels linked to
mental illness or mental retardation (“crazy,” “retard”)
are among the initial terms used to castigate socially re-
jected peers.

Media Depictions

Perhaps the most telling evidence in modern culture related
to the stereotyping and stigmatization of mental distur-
bance is found through analyses of media portrayals of
those with mental disorders (Wahl, 1995). Although there
are a few recent signs that depictions in public media are
beginning to be less disparaging than has been the case for
many decades (Wahl, Ward, & Richards, 2002), the perva-
siveness of distorted media images is a major issue for
anyone concerned with stigma. Nunnally (1961) presented
disheartening accounts of media practices in the 1950s,
concluding that images from visual media were grossly
negative, unflattering, stereotyped, and sensationalistic.
Commercials, soap operas, prime-time dramas, advertise-
ments, and newspaper/magazine accounts continue to por-
tray persons with mental illness as deranged, violent, and
unpredictable with alarming frequency (Coverdale, Nairn,
& Claasen, 2002; Diefenbach, 1997). Most accounts of
mental disorder focus on the most extreme variants of men-
tal illness, such as Schizophrenia; descriptions of violence
have been almost omnipresent (Shain & Phillips, 1981).
Tellingly, television cartoons are quite likely to depict
mental illness in characters, and such portrayals are typi-
cally stereotyped and pejorative (Wilson et al., 2000).
Even when media portrayals do not include stereotyped de-
pictions of violence and utter irrationality, they still often
depict incompetence, unemployment, and grossly disturbed
affect (Hinshaw, 2006; Nunnally, 1961). The firsthand ac-
counts of persons with mental illness, and their family
members, are hardly ever reported. Overall, pervasive and
negative media images—replete with ridicule, violence,
and disrespect—are a primary vehicle for promoting
stigma in the current era.

Discriminatory Policies

A host of discriminatory policies are still in place. Several
levels of discrimination can be differentiated: (1) direct
discrimination, where, for example, housing is denied
based on knowledge of an applicant’s mental disorder; (2)
structural discrimination, entailing the curtailing of rights
of those with mental illness because of policies and the for-
mation of societal barriers; and (3) discrimination via self-
stigmatization, a subtle but pernicious form through which
an individual’s internalized stigma prevents his or her uti-
lizing life opportunities (Angermeyer & Schulze, 2001).

Of great significance is the lack of full parity of insur-
ance coverage for mental, as opposed to physical, illnesses.
For one thing, many individuals often do not recognize that
behavioral and emotional problems emanate from mental
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disorders; this process may be related to general ignorance
as well as stigmatization. Yet, even if such recognition ex-
ists, stigma may limit help seeking, even among military
personnel who are experiencing posttraumatic responses
(Hoge et al., 2004). Indeed, this phenomenon is an example
of self-stigmatization. Crucially, however, imagine the sce-
nario when recognition and willingness to seek treatment
are in place, which itself is a major victory, yet inadequate
funding for treatment may still preclude the receipt of
treatment. That is, an individual wishing for treatment, or a
family seeking intervention for their child, may be able to
receive full reimbursement for “physical” illnesses but
lower levels of care, often inadequate to the task, for a dis-
abling mental disorder. It is hard to imagine a more blatant
form of stigmatization than this, which is clearly a factor
in spurring the low service utilization rates for persons and
families with mental illnesses (New Freedom Commission,
2003; Wang, Demler, & Kessler, 2002).

As I write this chapter, partial parity legislation is the
law of the land, with more stringent bills (e.g., the Senator
Paul Wellstone Mental Health Equitable Treatment Act)
undergoing congressional debate. Although there would
certainly be some cost increases related to such legisla-
tion—on the order of 1% a year for premiums—the overall
cost of lost productivity related to mental disorder ap-
proaches $100 billion per year, so that parity legislation
would almost certainly effect overall savings.

Several other legal issues are salient. Independent hous-
ing for persons with mental illness is extremely difficult to
find, related in part to the fact that public assistance bene-
fits in several U.S. states are not enough to cover the cost of
a monthly rental, much less food and other necessities
(Cooper & O’Hara, 2003). In addition, as highlighted ear-
lier, the disclosure of a history of mental disorder greatly
limits the availability of even being shown an apartment
that has been advertised (Page, 1995). Because housing is a
key variable related to self-esteem and productivity (Car-
ling, 1990), this issue remains a major priority.

In terms of employment, although the Americans with
Disabilities Act supposedly eliminated discrimination in
public and work settings, persons with a history of mental
illness know that disclosure of their past can nearly auto-
matically exclude their consideration for various jobs and
can lead to loss of status—or even of work itself (Wahl,
1999). Furthermore, the rigorous economic analyses of
Marcotte and Wilcox-Goek (2001) showed that each year
in the United States, between 5 million and 6 million indi-
viduals with mental disorders lose, fail to seek, or cannot
find employment as a consequence of their mental illness.
As a result, poverty is a common consequence of mental

disorder. Finally, persons with a history of mental illness
even have difficulties obtaining a driver’s license, securing
voting rights, maintaining child custody, or performing
jury service (Corrigan, Markowitz, & Watson, 2004; Wahl,
1999). All of these indicators of discrimination constitute
prima facie evidence of continuing stigmatization.

Personal and Family Narratives

Powerful accounts of stigma emanate from personal stories
of individuals who have been affected by mental disorder
and its castigation. Such accounts, however, have typically
been discounted and ignored. From a scientific perspec-
tive, there are well-documented limitations to case studies,
whether written by clinicians or those persons directly af-
fected. How is it known, for example, that the individual
described is representative of the population of interest?
What about the variables that are not controlled? Second,
because persons with mental disorders have been devalued,
with their very rationality questioned, a common rejoinder
is that no one would be tempted to believe their personal
narrative accounts. Indeed, wouldn’t their personal stories
be tainted by distorted thinking?

I contend, however, that studying narratives can give a
sense of the teller’s personal interpretation of key events,
of the variables important to the narrator’s self-definition,
and of the relation of events and perceptions to cultural
context of the account. Most important, narrative may ef-
fectively humanize crucial social issues. Indeed, as noted
earlier, when individuals with mental disorders are per-
ceived as subhuman, the most vehement stigmatization is
likely to occur. To the extent that narratives can portray the
real person behind symptoms, treatments, discrimination,
struggles, and triumphs, empathy may be greatly enhanced.
Although there are certainly instances in which severe
mental disorder may lead to highly irrational thinking and
writing, accounts from lucid periods may be highly reveal-
ing of both symptoms and social practices.

Until recent years, there have been only sporadic exam-
ples of personal accounts and narratives capturing the pub-
lic imagination sufficiently to motivate change in the
mental health system (e.g., Beers, 1945). More recently,
however, a number of compelling personal accounts have
appeared, and these have opened up the topic of mental ill-
ness to large segments of the general populace (e.g., Jami-
son, 1995; see also the Academy Award-winning film A
Beautiful Mind).

The increasing numbers of disclosures from individu-
als with mental illness, as well as their family members,
provide poignant testimony to not only the vicissitudes
and ravages of mental disorder but also to the pernicious
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effects of stigma and the resilience and strength that can
emerge from mental illness (e.g., Hinshaw, 2002; Jamison,
1998; Neugeboren, 1997). Recently, Beard and Gillespie
(2002) have provided testimonials from many families in
which a child has been diagnosed with a mental disorder,
revealing considerable stigma. To the extent that such nar-
ratives become more accessible, more complete and com-
pelling evidence for stigmatization, as well as strength
and courage, can emerge. Personal and family narratives
provide rich, firsthand views of the experience of mental
disorder and the stigma that frequently accompanies it.
They can portray the realities of mental illness as both
human and real, supplanting both statistical accounts and
stereotypic depictions. Narrative can thus provide the
message that stigma is a topic worth discussion and that
individuals with mental illness are first and foremost
human (for more complete reviews, see Angell, Cooke, &
Kovac, 2005; Hinshaw, 2006).

Summary

In short, a host of “everyday” evidence reveals pervasive
and often devastating effects of stigmatization on the lives
of persons with mental disorders and their family mem-
bers. Coupled with the empirical research cited, this evi-
dence leaves little doubt that stigma related to mental
illness is still a central issue for the research and clinical
fields as well as society at large. I next consider the spe-
cific ways in which prejudice, discrimination, and stigma-
tization may reveal themselves across the life span, as well
as how key developmental principles can benefit the future
investigation of stigma processes.

DEVELOPMENTAL THEMES

Much of the current social psychological and evolutionary
psychological work on stigma is developmental, dealing
with adult manifestations of stigma processes but failing to
take into account either mechanisms related to stigmatiza-
tion across the life span or key principles from develop-
mental psychopathology that could enrich understanding of
the causes and effects of stigma. In this section, I provide
coverage of both of these essential points. For elaboration,
see Hinshaw (2005), Hinshaw and Cicchetti (2000), and
Hinshaw (2006).

Stigma across the Life Span

Here I consider various life stages, in chronological order,
and the potential for stigmatization to play a key role in each.

Infancy and Toddlerhood

At first glance, stigma pertaining to disorders of infancy
and toddlerhood might not appear to be a major concern.
Indeed, infants and toddlers have limited language skills
and self-reflective abilities. But stigma processes can be
quite intense—and quite important developmentally—
when there is the possibility of mental illness in a very
young child. Indeed, when the topic is expanded to include
the entire family, the potential for diagnosis of mental dys-
function in a child of this age almost always incorporates
implicit, if not explicit, blaming of parents. Indeed, as
noted earlier, faulty parental socialization practices consti-
tuted the key etiologic models for mental illness throughout
much of the past century. With ascription for the locus of
such problems made explicitly to poor attachment or unre-
sponsive parenting, it is little wonder that parents would be
reluctant to seek assessments and diagnoses. Alternatively,
the attribution may be made to genetic flaws (e.g., Rutter,
2000), which may convey substantial stigma as well, as the
previous discussion has illuminated.

The point is all the more important because of the utter
need for accurate screening, diagnosis, and treatment of the
earliest child mental disorders, such as Autistic Disorder,
other pervasive developmental disorders, very early onset
depression, and ADHD. But the general ignorance of the
possibility that serious mental disturbances can exist at
this age, coupled with the stigma attached to having a
young child with mental illness, often serve to delimit early
assessment and detection.

Preschool and School-Age Children

During the preschool and school-age years, similar issues
are salient, in that ignorance of the existence of mental dis-
orders, shame at admitting their presence, and a lack of
treatment options (and funding) all conspire to delimit
needed prevention and intervention. Indeed, as noted
throughout this chapter, rates of treatment seeking for chil-
dren with mental disorder are abysmally low in the United
States and are undoubtedly even lower elsewhere (e.g.,
New Freedom Commission on Mental Health, 2003). Com-
pounding the problem is the importance of academic
achievement during childhood. The presence of a mental
disorder may hamper the child’s ability to focus on school
curricula and master educational material (see Hinshaw,
1992, for information on the complex associations among
ADHD, aggressive behavior, and underachievement).
Under federal law, parents are guaranteed the right to a
school-based assessment and, if special needs are docu-
mented, appropriate accommodations under the concept of
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the “least restrictive alternative” (i.e., that the youngster is
placed in settings that are as close as possible to main-
stream classrooms). If, however, stigmatization leads to the
family’s reluctance to acknowledge a child’s emotional and
behavioral difficulties, neither assessments nor accommo-
dations can be implemented. Stigma may therefore limit
important life opportunities during years that are crucial
for gaining academic skills.

Therapeutic efforts with children nearly always require
collateral work with parents, even if systemic intervention
with the family is not the treatment of choice. Such work
requires careful attention to stigma processes. Crucially,
clinicians must become familiar with current scientific lit-
erature that has largely debunked prior conceptions of psy-
chogenic, particularly child discipline-related, causation of
most childhood mental disorders (e.g., Mash & Barkley,
2003; Phares, 2003). Psychoeducation about the complex
array of biological predispositions and life stresses that
produce psychopathology may go a long way in limiting
blame, recrimination, and self-doubt among parents and
family members.

At the same time, it is essential that clinicians do not
head to the other extreme and posit reductionistic, biologi-
cal causal factors as the sole determinants of child mental
health issues. Recent research has made it clear that child
and family influence in child behavior disorders is recipro-
cal and transactional in nature (e.g., Hinshaw & Lee,
2003). Even for conditions with substantial heritability,
psychosocial influences such as parenting and stressful life
events are highly related to outcome in certain subgroups
(e.g., Caspi et al., 2002, 2003; Hinshaw et al., 2000; Tully,
Arsenault, Caspi, Moffitt, & Morgan, 2004).

The findings from Hinshaw et al. (2000) are noteworthy
because they reflect mediator processes in a randomized
controlled trial of long-term medication, behavioral, and
combination treatments for 579 children with carefully di-
agnosed ADHD, known as the Multimodal Treatment Study
of Children with ADHD (MTA; MTA Cooperative Group,
1999a, 1999b). The important backdrop for this discussion
is that behavioral genetic investigations reveal substantial
heritability for ADHD, on the order of .7 to .8 (Swanson &
Castellanos, 2002). In fact, with such strong genetic liabil-
ity, it might be believed that parenting cannot be related to
outcome. The MTA findings, however, revealed that in the
combination treatment, incorporating the multimodal ap-
proach of well-delivered medication plus intensive school-
and home-based behavioral consultation, the children
whose parents showed the strongest improvements in their
negative/ineffective discipline styles ended treatment with
not just improved but fully normalized rates of disruptive

behavior in their school settings. That is, changes in
parental discipline were linked with the superiority of the
combination treatment in normalizing teacher-reported ag-
gressive and hyperactive behavior; they also served as a
mediator variable for comparable improvements in the chil-
dren’s social skills (Hinshaw et al., 2000). Thus, even for a
condition as psychobiologically based as ADHD, socializa-
tion processes appear quite related to maintaining and even
improving clinical symptomatology and impairment over
time (see Cicchetti & Hinshaw, 2002, for detailed accounts
of the ability of clinical and prevention trials to yield con-
ceptually rich information on processes and mechanisms of
psychopathology). The message for stigma reduction is
clear: Although parents do not appear to cause ADHD in
terms of parenting styles, their socialization practices are
essential for determining outcome and course.

In other words, clinicians can simultaneously reduce
parental blame and foster parental responsibility for chil-
dren’s mental health. Stigma reduction can be facilitated
when families are no longer blamed as the causes of Autis-
tic Disorder, ADHD, learning disorders, and other key
childhood conditions. Yet, along with the message that
parents are not the causal agents for such disorders, the
counterpart communication is equally crucial, namely, that
parents and other socialization forces are clearly and cen-
trally responsible for shaping outcome (see also Campbell,
2002). In addition, with respect to other conditions for
which parental negativity and dysfunctional parenting
practices are more causally linked to symptomatology
(e.g., conduct problems), stigma may delimit parental
treatment seeking; hence, responsive clinicians must si-
multaneously work to improve family discipline and com-
munication and to reduce the self-blame that parents may
be experiencing.

Adolescence

Adolescence is noted as a period in which identity consoli-
dation and the gradual gaining of autonomy occur (see
Feldman & Elliott, 1990). Mental illnesses with onset, or
continued presence, during adolescence may be particu-
larly devastating for the solidification of identity, inde-
pendence, and the sense of fitting in with peers or
“belonging” in the regular world (Hinshaw, 2005). Indeed,
the devastating impact of a mood disorder, the disorganiza-
tion and fragmentation that characterize psychosis, and the
paralysis of psychological and even physical development
that can accompany Obsessive-Compulsive Disorder and
severe eating disorders are all highly likely to emerge dur-
ing the adolescent years; they may shape self-perceptions
and the potential for independent functioning for years to
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come. When self-stigmatization is added to the mix—that
is, when the adolescent is ashamed to admit that he or she
suffers from a mental disorder—the chances for intact self-
esteem and for maintaining a sense of personal agency are
further compromised.

Furthermore, if the illness is severe and hospitalization
is required, the kinds of institutional practices of past
years, which featured dehumanizing settings, punitive pro-
cedures, and major restrictions on autonomy, may have far-
reaching effects on an individual’s self-image (Hinshaw,
2002). Indeed, essential for destigmatization is that mental
health staff and therapists show respect for the integrity
and autonomy of their clientele, particularly those who are
adolescents (see earlier section on mental health profes-
sionals). Improved personnel selection, training, and pay
scales can all play important roles in this effort.

I point out that social policies currently in place in the
United States convey both stigmatizing and fragmenting
messages for families of adolescents. In fact, parents of
adolescents with serious behavioral or mood disturbances
are sometimes able to procure needed day treatment or res-
idential services only if they give up custody of their off-
spring (see Hinshaw, 2006). This practice reflects both the
critical shortage of needed facilities for children and ado-
lescents with severe problem behavior and the inherently
stigmatizing messages regarding family unity embedded in
current policy. Essential federal legislation, such as the
Keeping Families Together Act under consideration by the
U.S. Congress, could help to stop this forced practice of
family dissolution to obtain needed services.

Adulthood

During adulthood, many persons with mental disorders uti-
lize a core strategy of secrecy and concealment (see Link,
1987). Shame, fear of losing employment or housing, and the
potential reality of curtailed health insurance if a history of
mental disorder is divulged are all potential motivators for
such a stance. This strategy may compound the loneliness,
isolation, and lack of social support that are frequent accom-
paniments to many forms of mental disorder, perpetuating a
vicious cycle of despair, silence, and impairment. I am not
advocating that individuals with a history of mental illness
disclose their personal narratives indiscriminately. Indeed,
given the climate of stigma, such a strategy could well be
counterproductive. Rather, because of the potential conse-
quences of a life filled with silence, shame, and isolation,
opportunities for disclosure and support should be utilized
to the greatest extent possible (Hinshaw, 2002).

When adults with mental disorders are also parents, the
impact of stigma can be particularly devastating for the

family. Specifically, children are highly likely to internal-
ize blame for their parents’ conditions if they do not under-
stand the absences, erratic behavior, and deprivations they
may experience in terms that they can understand. To the
extent that youngsters begin to comprehend that such expe-
riences are outside their personal control, they can be freed
from potentially devastating guilt and self-blame. Parental
mental illness is clearly a risk factor for disordered func-
tioning in children, as argued earlier, but stigmatization
may compound the problems exponentially, to the extent
that the family is engulfed in shame and silence and off-
spring do not receive assurance and needed information
(Hinshaw, 2004). Finding ways to encourage productive dis-
cussion among family members is a needed step, requiring a
form of family intervention that demands honesty, frank
disclosure, and a willingness to receive input from multiple
sources of support (Beardslee, 2002).

Another relevant issue is a pervasive social attitude to-
ward mental illness, namely, that it permeates all aspects of
the person’s being. This perspective may foster the individ-
ual’s becoming identified with the disorder. In other words,
because having a mental disorder is associated with the per-
son’s entire being, the individual may begin to view himself
or herself as “a schizophrenic,” “a manic depressive,” or
“an obsessive-compulsive.” This practice is all too often
perpetuated by professionals who link the individual with
his or her disorder. The underlying humanity of the person
in question is likely to be buried beneath the diagnostic
label, which connotes weakness, deviance, permanence,
and a sense of fundamental flaw. Individuals with mental
illnesses are first and foremost human, a view that may get
lost unless the diagnostic label is applied to the condition
rather than the entire person (American Psychiatric Asso-
ciation, 2000; Hinshaw & Cicchetti, 2000). Because stigma
processes are by definition pervasive and globalizing, the
struggle to retain the individual’s identity and humanity in
the face of a mental illness may be a difficult one.

Finally, I note in passing that elderly persons with mental
illnesses must fight the dual stigma of being old (and often
disenfranchised financially as well as isolated from their
family) and mentally disordered. Differential diagnostic is-
sues related to cognitive decline versus mental disorder, or
their comorbidity, are paramount. Yet the isolation and
stigma that pertain to decrements in psychological and men-
tal functioning for elderly persons often curtail any efforts
to obtain diagnostic clarity.

Summary

Across the life span, stigma has important implications for
the attainment of competence, the development of a sense
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of self, the ability to gain independence and a sense of
personal agency, the ability to receive social support and
acceptance, and the struggle for families to maintain ser-
vices for their offspring with mental disorders. The pain
and impairments that emanate from mental disorders are
often quite severe; when stigma and discrimination are in-
cluded, chances for life success are markedly diminished
(Hinshaw, 2006; U.S. Department of Health and Human
Services, 1999). A life span perspective is essential to un-
derstand the pervasiveness of the consequences of stigma
for multiple aspects of individual and family functioning.

Developmental Psychopathology Issues
Related to Stigma

The enterprise of developmental psychopathology, the
field that explicitly links normal and atypical develop-
ment and that comprises the overarching topic of this en-
tire volume (see also Rutter & Sroufe, 2000), embraces a
number of core principles. I note several of the most
salient of these and integrate them with the many consid-
erations already raised regarding stigma in relation to
mental disorder.

Continuities and Boundaries between Normal
and Atypical

A core tenet of developmental psychopathology is that
atypical, pathological behavior patterns represent aberra-
tions in pathways that otherwise lead to normative develop-
ment. That is, mental disorders are not fixed, static entities
but rather the end points of developmental processes
marked by flux and change (Cicchetti, 1993; Hinshaw,
1994). Indeed, they represent fluid states that typically al-
ternate with periods of more normative functioning, best
understood as disruptions in developmental processes that
typically yield adaptation. Thus, persons with mental dis-
orders are not fundamentally different, in type, from other
humans, even though they may have genetic propensities
for emotional and behavioral disturbances that render them
susceptible to the influence of stressful environments rang-
ing from prenatal and familial settings to wider cultural so-
cialization contexts.

Although it is possible that certain mental disorders are
best understood as taxa—that is, as categorical entities dis-
crete from the norm—most mental illnesses appear to be
far more continuous in nature, presenting as extremes of
distributions of underlying behavioral, cognitive, and emo-
tional statues. (In actuality, categories of mental distur-
bance can be simultaneously continuous and categorical,
depending on which criteria are used to examine their fea-

tures, in the same way that light can represent both waves
and photons; for a lucid discussion, see Pickles & Angold,
2003.) It is therefore mistaken to view mental illness as
qualitatively distinct from normative processes. The upshot
for stigmatization is that views of mental disorder as con-
stituting qualitatively different, flawed, and inferior kinds
of functioning are misguided (see Haslam & Ernst, 2002,
for a critique of essentialist ideas about mental illness). The
fundamental humanity of individuals with mental illnesses
must be emphasized, potentially leading to increases in
compassion and hope for amelioration of their course.

Ecological Models

Developmental psychopathology emphasizes the linkages
between individuals and their environments, such that
pathology and coping are hypothesized to reside in the in-
terface between persons and settings (Bronfenbrenner,
1977). Thus, pathology does not reside in the individual per
se or in the environment per se but rather in the “fit” be-
tween them. Psychopathology constitutes an imbalance be-
tween personal resources and environmental supports.

Intriguingly, stigma itself is also a relational construct,
constituting a mark of degradation made by society related
to membership in a group believed to be evil, f lawed, or
contagious. For children and adolescents, stigma processes
occur in families, schools, and communities; thus, the con-
cept of fit between individual and setting is crucial to the
diagnosis of the child as mentally disturbed. Adults, as
well, are judged by societal standards of appropriate de-
portment in decisions regarding mental illness. Although
the impairments related to serious mental disorder are un-
doubted, it is also important to understand that changing
environmental standards may render certain behavioral
tendencies more or less adaptive. Deviancies and flaws in
one cultural context may well be adaptive in others. Again,
with the adoption of essentialist beliefs that mental illness
is a fixed, discrete type of behavior rather than a product of
fit between person and environment (Haslam & Ernst,
2002), stigma may be intensified. Fostering tolerance and
acceptance of deviant behavior patterns, so long as they are
not threatening to others, will require adapting contexts
and environments (i.e., school, home, workplace) to maxi-
mize the potential for productive behavior.

Reciprocal Determinism and Transaction

In developmental psychopathology models, mental disorder
results from interactive linkages between individual-level
constructs (such as genotypes and temperament), relational
variables (including attachment and parenting styles), and
wider systems influences (school or neighborhood settings)
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in shaping typical as well as atypical development. Such in-
teractive influences unfold over time and across develop-
ment, reflecting the construct of transaction (Sameroff &
MacKenzie, 2003). The upshot of such transactional per-
spectives for stigma is that preconditions for psychopathol-
ogy are modifiable by environmental circumstances. For
example, in groundbreaking work, Caspi and colleagues
have recently found that both genotypes and crucial envi-
ronmental circumstances work interactively to yield risk
for psychopathology. Specifically, polymorphisms of the
monoamine oxidase gene are shaped differentially by abu-
sive encounters in childhood to yield risk for antisocial be-
havior (Caspi et al., 2002), and different alleles of the
serotonin transporter gene are affected in different ways by
negative life events to produce clinical-range depression
(Caspi et al., 2003). Once again, psychopathology is not a
fixed product of biology or environment but a product of in-
teractive processes.

With such dynamic models in mind, it is difficult to
make reductionistic arguments that mental disorder is a
sole product of genes or of dysfunctional environments. Im-
plications for stigma are important. That is, stigmatization
of families is likely to occur when parenting is viewed as
the primary cause of mental illness, and derogation and
punishment of the individual are strong possibilities when
deviant genetic makeup is indicated as the primary deter-
minant of mental disorder (e.g., Mehta & Farina, 1997). On
the other hand, understanding the inherently transactional
nature of mental disorder should help to take blame away
from both parenting styles and flawed individual constitu-
tions as the exclusive loci of mental disturbance. Transac-
tional models are not intuitively obvious, especially in a
culture that continues to value simplistic sound bites as the
predominant mode of communicating complex biological,
social, cultural, and even political messages. Yet promoting
the notions of vulnerability, life stress, interaction, and
transaction may help to reduce the stigmatization associ-
ated with extremes of exclusively environmental or exclu-
sively biological perspectives. Such promotion may help to
shape lay views of psychopathology as reflecting combina-
tions of internal preconditions and external stressors,
working together across time.

Resilience

The pain and impairment related to mental disorder are un-
doubted, but it is also the case that the symptoms of many
mental disorders wax and wane over time, that periods of
relatively normal functioning are prevalent in many per-
sons with mental disturbances, and that many such individ-

uals can make unexpectedly good life adjustments. In other
words, resilience is a real possibility for individuals with
mental illness (Hinshaw, 2002). Resilience is defined as
the attainment of positive outcomes in the presence of risk
for maladjustment (Luthar, Cicchetti, & Becker, 2000;
Masten & Coatsworth, 1998) and provides a needed anti-
dote to views of mental disorder based solely on pathology.
Involving both individual characteristics (humor, intelli-
gence, persistence, certain temperamental traits) and
familial and community supports (presence of mentors or
extrafamilial supports in childhood, healthy partners in
adulthood), it is a concept that is important to consider
with respect to mental disturbance. That is, when the gen-
eral public comes to understand that mental illness is not
inevitably associated with despair and degradation and that
a range of healthy outcomes is possible in persons who have
experienced mental disorder, stigmatizing attitudes may
change. Indeed, views of mental disturbance that show its
malleability rather than chronicity should facilitate stigma
reduction (see Jones et al., 1984).

It would be a mistake, however, to apply “Pollyanna” ap-
proaches to depictions of mental illness. Indeed, many re-
form efforts have foundered on the shores of unrealistic,
overly optimistic views of the amenability of serious men-
tal illness to community treatments (see Grob, 1994). The
promotion of realistic, rather than oversimplified or sensa-
tionalistic, portrayals of mental disorder is urgently needed
at the level of public media. There are signs that more pos-
itive images of mental disorder have made their way into
cultural consciousness (e.g., see Wahl et al., 2002). Extend-
ing these images to children and adolescents with Autism,
ADHD, learning disorders, conduct problems, depression,
and other developmental disorders, as well as adults with a
variety of mental illnesses, is a needed step to overcome
stigma. When it is realized that individuals with serious
forms of mental illness can attend school and learn as chil-
dren, can be sensitive and loving parents as adults, and can
maintain their integrity and retain a strong sense of mean-
ing in life (see Hinshaw, 2002), then stigma reduction will
have begun in earnest. The more human and realistic the
portrayals, the stronger the likelihood of stigma reduction.

INTEGRATIVE MODEL OF THE
STIGMATIZATION OF MENTAL ILLNESS

I now attempt a brief synthesis of the many concepts re-
viewed above about the stigma of mental illness. This
model features principles from social, evolutionary, and
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developmental psychology as well as sociology and devel-
opmental psychopathology, with particular emphasis on
concepts linked to threat (Stangor & Crandall, 2000; see
also Blasovich, Mendes, Hunter, & Lickel, 2000). (I do not
have space to consider another variant of such models,
namely identity threat theory, with regard to responses of
those stigmatized; see Major & O’Brien, 2005.) Note that
any accurate portrayal of stigma must acknowledge its
overdetermined nature, with stigma processes operating at
the levels of individuals, families, communities, and
broader social and political contexts (e.g., Hinshaw, 2006;
Link & Phelan, 2001). Attempting to find which level of
analysis is primary is destined to be futile, as all levels in-
teract and transact. In other words, stigma is a joint func-
tion of individual psychology (and even naturally selected
proclivities), forces related to dyadic and larger group so-
cial interactions, and cultural and economic forces at work
in a given society. All too little is known about its emer-
gence across development, constituting a key research
question for the future.

First, symptoms of the most severe forms of mental ill-
ness are threatening to social perceivers. Some of this
threat may not require much in the way of cognitive media-
tion on the part of perceivers; for instance, psychotic be-
havior, with its inherently irrational and unpredictable
nature, may yield threat to personal space or physical in-
tegrity. It may also give the perceiver a sense of the
fragility of control over his or her own mental life. Some of
the symptoms may, at a primitive level, convey a sense of
potential contagion (see Kurzban & Leary, 2001); they may
also disrupt the perceiver’s fundamental foundation of a
stable, predictable world and thus stir fears of mortality.
Thus, the threat value of such symptoms is multifaceted.

Despite real variations across history and across cul-
tures regarding response to such symptoms (see Little-
wood, 1998), these patterns of behavior have tended to
evoke, fairly consistently and even automatically, emo-
tional responses of anger (over the violations of social con-
tracts and reciprocation) and revulsion (over the fear of
contamination related to grossly disordered behavior and
disheveled appearance). Such responses are expectable
from an evolutionary perspective on the development of au-
tomatic exclusion modules (Fishbein, 2002; Kurzban &
Leary, 2001). In addition, the very label of “mental illness”
has taken on a variety of meanings (as have many other
poorly understood diseases throughout history; see Sontag,
1978/1989), including depravity, weakness, filth, and loss
of control. Thus, even mental disorders that are not as in-
herently threatening as psychotic-level variants carry a

large amount of baggage to social perceivers. Finally, al-
though mental illness does not usually invoke the type of
social reactions reserved for nationalistic, racial, or
“ tribal” differences—involving punitive, exploitive re-
sponses (Kurzban & Leary, 2001)—when persons with
mental disorder are specifically highlighted as threats to
the survival of a nation’s viability (as in the case of the
heightened eugenics movements in the United Kingdom
and United States early in the past century and of Hitler’s
pointing to persons with mental illness and mental retarda-
tion as threats to the Aryan race), then sterilization and
even genocide are expectable results.

Persons with mental disorder therefore invoke both real
threats to perceivers’ expectations of social reciprocity or
worries about health status and symbolic threats to their
sense of rationality and order in the world. Perceptions
of the unpredictability, peril, and chronicity of the distur-
bance serve to fuel such threat (Jones et al., 1984). Sym-
bolic threat is particularly salient, as the irrational,
out-of-control nature of the symptom patterns may elicit
fears in perceivers with respect to their own abilities to
maintain behavioral and emotional control. Such threats to
self-integrity, combined with anxiety raised about stability
and even mortality, play an important role in the extremity
of avoidance, shunning, and castigation of persons with
mental disorder. Note that it is unclear precisely when
these responses emerge during individual development;
work on this topic should be a priority.

Stangor and Crandall (2000) posit three stages to threat
reactions: (1) the initial phase of real or symbolic threat;
(2) the subsequent deployment of cognitive distortions and
stereotypes to exaggerate differences with the outgroup,
serving as a breeding ground for prejudice; and (3) the am-
plification of such distorted perceptions through societal
communication (e.g., mass media) and the invocation of
system justification (i.e., blaming the victim) to promote
the view that it is not social inequity but rather weakness or
deviance on the part of the stigmatized individual that is to
blame. In the second and third stages, when the individual
in question comes to be viewed as less than human—per-
haps because of perceivers’ fears of losing their own ra-
tionality and reason—then the most harsh, extreme, and
even lethal responses will be justified.

One of the hopes of recent decades has been that when
mental illness is finally seen from a naturalistic, medical
model perspective rather than as a volitional, morally de-
praved set of behaviors, stigmatization would markedly de-
crease. As I have highlighted, however, despite some value
in viewing mental illness as biologically based rather than
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denoting personal culpability (Martin et al., 2000), an ex-
clusive focus on genetic, biological models of the locus of
mental illness may actually increase punitive social re-
sponses (Dietrich et al., 2004; Mehta & Farina, 1997; Read
& Harre, 2001). Factors other than attributions are clearly
at play in this regard. Indeed, the threat value of disturbed
behavior, its media-promoted association with violence and
danger, and general cultural norms regarding the assump-
tion of personal responsibility for behavior and emotion all
predispose perceivers to shun and stigmatize those with
mental disturbance well before attributions to biological
loci are even invoked (Haslam, 2005). Even more, an exclu-
sively biomedical ascription may foster a view of the indi-
vidual as tainted and flawed, leading to dehumanization
and even elimination.

What of the effects of stigmatization on those experienc-
ing mental disorder themselves, termed self-stigmatization
by Corrigan and Watson (2002)? Crucially, and unlike
ethnic characteristics or physical disabilities, a history of
experiencing mental disorder usually exemplifies a conceal-
able mark (unless the individual is f loridly symptomatic),
meaning that the individual faces the dilemma of whether to
reveal such a history to social partners. Considerable anxi-
ety, related to the potential for rejection, is likely with such
a concealable stigma. Furthermore, as elaborated by Smart
and Wegner (2000), attempts to suppress symptoms and rel-
evant history require great mental effort and are thus likely
to be peppered with intrusive thoughts about the concealed
attribute in question, in addition to high levels of cognitive
and physiological activation. Thus, stigmatization of mental
disorder yields intense consequences for those who must
contend with its effects on a day-to-day basis. Far greater
understanding is required of the kinds of coping strategies
utilized by persons with mental disorder in contending with
prejudice and stigma, particularly in children and adoles-
cents. Indeed, as emphasized by Wahl (2002), almost noth-
ing is known about the personal experiences of youth with
mental disorders.

In closing, I note two key points. First, stigma exists
only when social and political power backs the views of the
majority over those of the stigmatized outgroup (Link &
Phelan, 2001). In other words, individual differences alone
do not fuel stigma; only when the traits or attributes in
question are officially devalued do prejudice and stigmati-
zation occur. Thus, full consideration of stigma must in-
clude structural aspects of social power and the
predominant culture’s view of what is acceptable in terms
of behavioral display (see also Corrigan, 2004). Second, de-
spite the automatic nature of many forms of stereotyping
and stigmatization, individuals can and do have the ability

to overcome unconscious, automatic processing of social in-
formation through effortful control (Devine, 1989). Thus,
the translation of automatic schema and stereotyping into
prejudicial attitudes and discrimination is not inevitable,
particularly if active, conscious efforts are fostered and re-
inforced. Thus, despite the perniciousness and pervasive-
ness of the stigmatization of mental disorder, the situation
can change, at both individual and structural levels.

KEY RESEARCH DIRECTIONS

Despite the great volume of research on stigma and stigma
processes in recent decades, the vast majority of such work
has concerned racial and ethnic prejudice. A host of key
questions remain to be addressed regarding the applicabil-
ity of such models and views to the stigmatization of men-
tal illness. I highlight several of the most salient of these in
the current section.

Measurement and Appraisal of Stigma

This is a huge research area, dealing with such issues as
basic definitions of stigma (and the related constructs of
stereotyping, prejudice, and discrimination) in relation to
mental disorder, attitude-behavior distinctions, and the ex-
plicit versus implicit nature of stigmatizing attitudes. For a
recent, authoritative review, see Link, Yang, Phelan, and
Collins (2004).

Defining Stereotyping, Prejudice, Discrimination,
and Stigmatization in Relation to Mental Disorder

Too often, investigators do not make clear distinctions
among these terms and processes. For example, much of
the research reportedly dealing with the stigmatization of
mental disorder utilizes surveys of cognitions or attitudes
as the chief, or only, measurement tool. Other investigators
infer the presence of stigma from a behavioral indicator of
discrimination alone. As highlighted earlier, stigmatiza-
tion should incorporate more than the invocation of stereo-
types, the harboring of negative attitudes, or a single act of
discrimination. That is, when individuals are stigmatized,
they often carry the degradation of the group to which they
belong; subsequent interactions are typically strained. A
propensity for self-fulfilling prophecies exists, along with
the crystallization of castigating attitudes and a propensity
for internalization of the devalued mark on the part of
those who are so castigated.

Although no single investigation can incorporate all
such aspects of stigmatization, inclusion of a few items sig-
nifying negative attitudes on a questionnaire is not suffi-
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cient to constitute evidence for stigmatization. Optimal re-
search should include, when possible, at least some of
the key dimensions of Jones and colleagues (1984)—con-
cealability, course/chronicity, disruptiveness, aesthetics,
peril /danger, and origin—in terms of defining stigmatized
attributes. It should also consider examination of the poten-
tial impact of devaluation on the victim himself or herself,
over and above the documentation of negative attitudes and
behaviors on the part of perceivers. Documenting recipro-
cal processes of influence, both attitudinal and behavioral,
is also a priority in order to elucidate the cyclic nature of
stigmatization and its effects across time. When stigma is
characterized solely in terms of isolated negative attitudes
or a single act of behavioral exclusion, essential compo-
nents of this crucial construct may get overlooked. If the
database in the field comprises such a thin line of evidence,
the contention that mental disorders are stigmatized may
come to be perceived as based on trivial evidence, poten-
tially leading to counterreactions (e.g., “Stigma doesn’t
really exist”). The burden is on the next generation of in-
vestigators to ensure that documentation of stigmatization
is as complete as possible.

Linking Attitudes and Behaviors in
Relation to Stigmatization

Attitudes and beliefs on the part of perceivers do not trans-
late automatically or directly into behavioral responses
(see, e.g., Azjen, & Fishbein, 1980). In other words, nega-
tive attitudes may not always yield behavioral rejection,
and supposedly positive attitudes may be followed by harsh
behavioral responses. Several points are salient with re-
spect to this distinction.

First, to make an obvious point but one that is underap-
preciated in actual practice, attitude measures may be
subject to social desirability as a key determinant of re-
sponses. That is, research participants may express kind or
benevolent attitudes toward those with mental disorder on
their questionnaire responses chiefly because they do not
want to appear callous or prejudiced on paper and because
social norms have tended, over time, to proscribe deroga-
tion of disadvantaged individuals. The work of Link and
Cullen (1983) was instrumental in showing that, when
primed by a stimulus indicating that a person had a history
of mental hospitalization, respondents displayed social de-
sirability in their response tendencies. Specifically, when
asked to provide “ their own” opinions, respondents pro-
vided a more lenient view than when asked to indicate what
“most people” would say. Investigators would do well to
consider strongly the types of response biases, particularly
social desirability, that may taint overt attitude surveys.

Second, measures of attitudes of the general public
need to utilize the types of large and representative sam-
ples evident in many early studies (see reviews of Rabkin,
1972, 1974). Convenience samples of undergraduates are
usually less than ideal in terms of representing the age,
educational, and social class levels of the population. The
external validity, or generalizability, of both attitude and
behavioral research is dependent on the collection of data
from broadly representative samples of participants.

Third, in the domain of racial attitudes, it has been
found that placing good-bad evaluative adjectives on the
same, bipolar, semantic-differential scales tends to yield
evidence of no differences in evaluation of Blacks versus
Whites. For example, respondents tend to rate Blacks and
Whites at the same point of the “lazy-ambitious” contin-
uum. When items endorsing positive adjectives are sepa-
rated from those pertaining to negative adjectives,
however, an interesting pattern emerges: Respondents
tend to rate Blacks and Whites equally negatively (e.g.,
equally “lazy”) but rate Whites more positively (e.g.,
more “ambitious”). Thus, a variety of positive versus neg-
ative qualities and attributes should be included in atti-
tude scales. Furthermore, in the area of mental disorder,
Brockman, D’Arcy, and Edmonds (1979) found that ques-
tionnaires with fixed, objective response formats tended
to yield weaker evidence for derogation and stigmatiza-
tion than did those requesting open-ended responses,
with the latter presumably allowing for freer answers that
were not suggested by multiple-choice items or other pre-
selected formats. Investigators in the area of stigma and
mental disorder would do well to include narrative re-
sponse formats, in which respondents are asked to provide
open-ended descriptions of their attitudes and beliefs.

Fourth, a major problem in reviewing research on
public conceptions of mental disorder is that attitude
measures across different investigations and across time
are quite difficult to compare. Indeed, on what basis can
one assert with confidence that public attitudes have
either improved or worsened across a given time period?
Investigations in which respondents directly compare in-
dividuals with mental disorder to those with other forms
of disability or outgroup status are often far more inform-
ative. In fact, studies forcing such explicit contrasts have
shown that mental disorder is typically one of the least
preferred and most rejected among all categories under
consideration (e.g., Albrecht et al., 1982; Tringo, 1970).
Thus, forced comparisons may be a valuable research
strategy, in that they afford appraisal of the castigation of
mental disorder relative to other conditions at a given
point in time.
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Fifth, I highlighted earlier that behavioral research re-
veals high levels of rejection and discrimination against
persons with mental disorder (e.g., Page, 1995). A basic
disconnection, however, still exists between most investiga-
tions of attitudes and those focused on appraising behav-
ioral indicators. For example, it is nearly impossible to come
up with an example of a study in which respondents in be-
havioral, interactional research—that is, those in which
participants interact directly with a person labeled men-
tally disordered—have also been asked to provide responses
on general attitudinal measures toward mental disorder. Ad-
mittedly, giving attitude or social distance measures re-
lated to mental illness to respondents who are about to
interact with persons suspected of having mental disorders
could taint or prime the experimental manipulations, if done
without forethought. Yet, it would be a significant advance
in knowledge to see just what behavioral tendencies and re-
sponses emerged from those research participants whose
attitudinal responses had also been recorded.

Implicit versus Explicit Expression of
Prejudice and Stigma

Many investigators who study ethnic and racial prejudice
have come to the conclusion that overt measures of attitude
and acceptance fail to tap underlying, implicit attitudes
and biases, those that are the most likely to be exhibited in
current times, when it is no longer socially acceptable to
express overtly prejudicial attitudes. As discussed earlier,
the concepts of symbolic racism and aversive racism have
come to the fore, signifying forms of racist belief systems
that are not commonly expressed on overt questionnaires
but that may be revealed through such substitute means as
favoring of the Protestant work ethic or strong belief in
meritocracy. Needed, therefore, are measurement tools that
transcend the overt expression of prejudice.

A key advance in research on prejudice and bias is found
in the development of instruments designed to tap covert,
or implicit, attitudes, defined as those that exist without
the conscious knowledge of the respondent. A major exam-
ple of such a measure is the Implicit Association Test (see
Greenwald et al., 2003). Here, the outcome measure is re-
sponse latency, or reaction time, as participants associate
pairs of concepts with the stimulus of interest. For exam-
ple, to appraise implicit attitudes toward old versus young
people, investigators have respondents view a picture of an
old and a young face on a computer screen. From a pair of
adjectives (e.g., “old” versus “young,” “good” versus
“bad”), respondents indicate the one that best describes the
picture. Two sets of adjective pairs are subsequently pre-
sented, each of which crosses the age-related and valence-

related descriptors. Unconscious or implicit bias toward el-
derly faces would be revealed by a quicker latency to the
pair “old or bad” than to “old or good”; similarly, bias in
favor of younger faces would be signaled by faster latencies
to “young or good” than to “young or bad.” In fact, many
individuals who profess no age-related bias on explicit re-
sponse measures show just such implicit biases. Measuring
implicit attitudes provides a unique window on the types of
responses biases that exist below individuals’ usual levels
of awareness.

A key question is whether such a paradigm can be ap-
plied to the area of mental disorder. Initial forays are oc-
curring in relation to certain behavioral characteristics.
For example, the careful work of Teachman, Gaspinski,
Brownell, Rawlins, and Jeyeran (2003) reveals that antifat
bias exists at implicit but not explicit levels (for examples
of the use of implicit associations in clinical treatment re-
search related to reductions of fears and anxieties, see
Teachman, Gregg, & Woody, 2001; Teachman & Woody,
2003). The objective is to circumvent the common prob-
lems embedded in explicit means of appraising prejudice:
social desirability and a lack of self-awareness of deeply
conditioned, underlying response proclivities. Although it
is unclear whether such implicit measures actually tap un-
derlying bias versus the salience of cultural stereotypes in
the perceiver’s mind, knowing of individual preferences
below the level of conscious awareness is important in a
full account of stigmatization.

What if mental disorders are the objects of implicit
bias? Although troubling, I note that such findings would
not imply that such automatic forms of prejudice are im-
mutable. In fact, in the field of racial and ethnic prejudice,
it has been shown that individuals who evidence uncon-
scious, implicit antipathy can still make strides—via in-
tentional, planned, effortful means or through repeated
exposure to counterstereotypic images—to overcome such
biases (e.g., Dasgupta & Greenwald, 2001; Devine, 1989).
Indeed, as just noted, it may be the case that some mea-
sures of implicit bias detect the amount of exposure one
has to certain stimuli in positive or negative contexts but
that they do not inevitably portend discriminatory prac-
tices. Overall, a key priority for research is to link explicit
attitudes, implicit attitudes, and actual behavioral re-
sponses toward individuals with mental illness.

Issues Regarding the Independent Variable of
Mental Disorder

What is actually stigmatized in the realm of mental illness:
the symptoms themselves, particular diagnostic entities,
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the general labels of “mental illness” or “ex-mental pa-
tient,” or the associations commonly made to such terms?
Whereas evidence exists that all of these may be the focus
of stereotypes, prejudice, discrimination, and stigmatiza-
tion, the lesson for researchers is that the independent vari-
able—that is, the construct that is the potential subject of
such castigation—must be specified with precision.

Much early research on stigma of mental disorder dealt
with the presentation of vignettes of various forms of men-
tal disturbance to participants from the general public to
determine whether such descriptions would be recognized
as mental disorders and how much social distance would be
desired in relation to an individual displaying such symp-
toms (see Rabkin, 1972). Although evidence now exists
that greater segments of the general public recognize sev-
eral different forms of symptomatology as falling under the
rubric of mental disorder than was the case some decades
ago, such recognition is far from universal. Furthermore, a
key question remains as to whether such “accuracy” in
recognition is associated with more favorable attitudes, in-
cluding deceased social distance (see Link et al., 1999).

A key point from such research is that behavioral depic-
tions of symptoms are more salient triggers of negative at-
titudes and stigmatization than is the label of mental
illness (or “ex-mental patient”) per se, when both types of
stimuli are presented to research participants (see Link
et al., 1987). Yet, recall that there are key exceptions to
this general conclusion. That is, when normal levels of be-
havior are branded as related to mental illness, prejudice
and stigmatization are now quite likely to occur, as is the
case when labels are presented without any accompanying
behavioral symptoms. Furthermore, when a given respon-
dent carries in mind a general association between mental
disorder and risk for dangerousness or violence, the label
propels a strong trigger for stigmatizing attitudes, even
when the behaviors associated with mental illness are pre-
sented simultaneously (Link et al., 1987). (The flip side of
this finding is that if individuals do not hold in mind an as-
sociation between the label of mental disorder and vio-
lence, presentation of the label actually leads to benign
attitudes. Hence, the linkage of mental disorder with vio-
lence is a key aspect of prejudice and stigma.) Thus, labels
do matter, and investigations of the effects of diagnoses or
labels are still extremely viable as independent variables
for future research efforts (see Link, Cullen, Struening,
Shrout, & Dohrenwend, 1989, for expert presentation of a
modified labeling theory in relation to mental illness).

A great diversity of mental aberrations exist (see Amer-
ican Psychiatric Association, 2000), belying the concep-
tion of an overall construct or label of mental illness that is

homogeneous or uniform. Indeed, considering mental dis-
order to be undifferentiated is not only ill-informed but
also potentially stereotypic and stigmatizing in and of it-
self, given its implicit assumption that people with mental
illnesses are all the same. Recognition of the great differ-
ences in symptomatology and impairment across the many
forms of mental disturbance has led investigators of recent
large-scale surveys of public attitudes, both in the United
States and abroad, to make careful distinctions among var-
ious forms of mental disorder. Findings of such research
clearly reveal that the different categories of mental illness
are associated with unique profiles of misinformation and
stigmatization, even though all forms continue to receive at
least some degree of pejorative beliefs and attitudes (e.g.,
Crisp et al., 2000; Link et al., 1999; A. H. Thompson et al.,
2002). Overall, investigators should prioritize the distinc-
tion between different types of mental illnesses as the inde-
pendent variable for most studies that they plan, unless, of
course, the generic label of mental disorder or mental ill-
ness is the explicit research focus.

Three corollary issues emanate from this general point.
First, the chronicity or permanence of a stigmatizing con-
dition is quite likely to be related to negative perceptions
of that condition (see Jones et al., 1984). Thus, to the extent
that mental disorder is believed to be a chronic pattern of
behavioral dysregulation, with little or no chance of cure or
rehabilitation, harshly stigmatizing responses are ex-
pectable. I point out that such stereotypes continue to exist
even among scientists and clinicians. For example, official
accounts of mental disorders such as Schizophrenia have
repeatedly emphasized its extreme likelihood of being a
permanent condition (see Neale & Oltmanns, 1980). Yet,
increasing evidence attests to the fact that Schizophrenia is
not chronically deteriorating in all, or even a majority of
cases. It is essential that such information be explicitly im-
parted to the general public. Indeed, the term Schizophre-
nia continues to retain a metaphoric linkage with despair,
hopelessness, and devaluation (Finzen & Hoffman-Richter,
1999), and its serious impairments are often associated in
the mind of the public as representing all forms of mental
disturbance. In short, the specificity of depictions of men-
tal disorder should be emphasized, along with accurate in-
formation that may break down common stereotypes.

Second, viewing mental disorder in its specific, varie-
gated forms rather than as a global, amorphous entity
prompts consideration of the crucial point that many
forms of mental disturbance are less severe, and less in-
herently threatening at a behavioral level, than the typi-
cally investigated conditions of Schizophrenia and other
psychotic-level disorders. Yet, far too little is known
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about the responses of the general public, family mem-
bers, mental health professionals, and patients themselves
with respect to these more common but less severe forms
of mental disturbance. A research priority is to extend
work on prejudice, discrimination, and stigmatization to
the full range of mental disorders.

Third, when considering the depictions of mental disor-
der in typical research investigations, mental illness is al-
most always presented in terms of written vignettes that
describe various symptom patterns. Alternatively, the ma-
nipulation may relate to the presence or absence of the
label of mental illness or ex-mental patient. Yet, direct con-
frontation of the behavioral and emotional patterns would
be far more powerful stimuli than written accounts or ver-
bal labels. It would be extremely worthwhile for investiga-
tors to consider research paradigms in which symptoms of
mental disorder are presented in videotaped formats, or
even, in the near future, via virtual reality simulations.
Such depictions may be far more likely to incur real, rather
than artificial, encounters with the manifestations of men-
tal disorder, opening the door for more generalizable and
viable research. Indeed, virtual reality simulations might
yield the side benefit of enhancing empathy for the diffi-
cult experiences associated with mental disorder, if pre-
sented with appropriate framing and contextualization.

Overall, investigators need to exert care and thought
when depicting the independent variable of mental disorder
in research on stigma. The presentation of overly inclusive,
global, and vague accounts will serve to cloud interpreta-
tions of stigmatizing responses and may fuel stereotypes of
the notion that all mental disorder is chronic and irremedi-
able. Furthermore, the types of paper-and-pencil accounts
of mental disorder in many forms of attitude research may
fail to engender the kinds of castigating, stigmatizing re-
sponses that are essential to document.

Attributional Analysis of Stigmatizing Responses
to Mental Disorder

Attribution research has been an important tool for under-
standing behavioral and emotional responses of individuals
to unexpected and unpredictable events, particularly those
that are negative in nature (e.g., Heider, 1958; Weiner,
1985). A key tenet of this work regarding the stigmatiza-
tion of mental disorder is that attributions of personal con-
trol and responsibility for devalued conditions should
increase the blame, punishment, and castigation they re-
ceive, whereas ascriptions to noncontrollable causes should
foster sympathy. Thus, to the extent that mental illness is

believed to be volitional and under the personal control of
the individual in question, harsh reactions and stigmatiz-
ing responses would be expectable responses. Along this
line, the general public tends to believe that mental disor-
ders are personally controllable and that individuals with
mental illnesses are more responsible for their conditions
than are those with physical disorders (Weiner et al.,
1988). It is not surprising, then, that mental disorders are
highly stigmatized.

As I have emphasized repeatedly, however, although
tendencies to ascribe mental illness to biological roots
rather than personal f laws or other controllable circum-
stances may help to reduce blame and social distance
(Martin et al., 2000), attributing mental disorder exclu-
sively to noncontrollable biomedical or genetic causal fac-
tors does not appear to reduce punitive responses on the
part of respondents and may, in fact, increase such reac-
tions (see Mehta & Farina, 1997). Attributional accounts
of mental disorder, in particular the controllable versus
noncontrollable origins of mental illness, therefore remain
a puzzling, fascinating, and important research topic.

There may be plausible explanations for the attribu-
tional paradox under discussion. First, the symptoms of
many forms of mental disturbance are sufficiently threat-
ening to observers that they may precede and override
attributional accounts. Thus, the unpredictability and irra-
tionality of such symptoms—along with the symbolic
threat they bring to the perceiver’s notion of a rational
world and to his or her own sense of personal behavioral
and emotional control—may engender fear, castigation,
and distancing prior to any mitigating effect of a causal ex-
planation, even one that attempts to diminish personal
blame and control for the symptom display. The common
association, in the public mind, between violence and men-
tal disorder would only fuel such tendencies (Link et al.,
1987; Martin et al., 2000).

Second, when respondents are told that mentally dis-
turbed behavior should be attributed to noncontrollable fac-
tors that involve aberrant genes or biochemistry, initial
resistance would be likely, given the pervasive belief sys-
tems in our culture that behavior and emotion are under vo-
litional control. Attempts to foster a medical model of
mental illness may thus be viewed as “excuse making” or
coddling, engendering reactance. For many, the response
might be that medical model ascriptions are part of an
overly disease-oriented culture that is attempting to absolve
persons with reprehensible behavior from personal control.

Third, however, what if such medical, genetic ascrip-
tions are ultimately accepted, particularly in relation to
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deeply disturbing behavior patterns that pose realistic or
symbolic threat to perceivers? Again, intriguing evidence
suggests that harshly punitive reactions may ensue. This
tendency may relate to the linkage of exclusively biomed-
ical /genetic ascriptions to a deep sense of chronicity and
hopelessness regarding the sufferer’s mental disorder. In
addition, if mental disorder is believed to emanate from
faulty genes or deficient brain chemistry, essentialist views
of its underlying nature as a separately caused, qualita-
tively distinct entity may be likely to take hold, potentially
invoking the forms of tribal stigmas usually reserved
for racial or national minorities (Kurzban & Leary, 2001).
Paradoxically, then, the medical model attribution may
incur an additional source of stigmatization, one that
yields exploitation and harsh punishment related to the per-
ception of mental illness as linked with subhumanity.

These ideas are provocative but remain speculative. To
gain understanding of their veracity, investigators will
need to take social psychological and attributional accounts
of mental disorder to more sophisticated levels. That is, we
still do not fully know how persons in current society view
mental disorder and its biomedical attributions. They may,
in fact, fundamentally discount reattributions of mental
disturbance to biological and genetic causes, continuing to
believe that the individual in question really could have
controlled his or her behavior and that the biomedical as-
cription is a kind of modern-day excuse for aberrant behav-
ior. Alternatively, some respondents may undergo a radical
attributional shift, coming to the belief that the behaviors
in question are the result of a deep, underlying, inborn
flaw. Still other respondents may take a perspective that is
parallel to demonological accounts of mental disorder in
former eras. In such views, a supposedly uncontrollable
causal factor, namely, possession by evil spirits or the
devil, was actually linked to the belief that the afflicted
person was responsible for his or her vulnerability to the
possession, perhaps through a moral weakness or lack of
faith (Hinshaw, 2004, 2006; Zilboorg, 1941). Reductionis-
tic medical model /genetic views may similarly convey the
notion that the individual displaying aberrant behavior is
still responsible for being vulnerable to the biological f law.

In terms of empirical investigations, more open-ended,
narrative responses than those encountered in traditional
multiple-choice studies of attribution may help to illumi-
nate how members of society comprehend various explana-
tions of mental illness. More complex blends of attribution
may be apparent than can be found from forced-choice
questions. It may take the exploration of intensive personal
narratives, content analyses of advertisements and media

portrayals, and examination of cultural practices and lan-
guage structures (e.g., jokes, common stories told in vari-
ous cultures) to uncover the contents of such personal
representations of and attributions for mental disorder. It
will be particularly important to understand the cultural
and linguistic representations of genetic ascriptions for
mental disturbance. Indeed, in the coming years, when ge-
netic selection will become far more intentionally directed
than has ever been the case in human history, having “de-
viant genes” may be viewed as an entirely controllable facet
of one’s makeup. It will be important to know the content
of future societal messages regarding individuals who show
the behavioral manifestations of a presumed genetic inferi-
ority—and one that could have potentially been controlled
or prevented through prenatal selection or genetic manipu-
lation. Overall, it is incumbent on investigators to decode
the content of current societal messages regarding the as-
criptions for mental disorder and to anticipate the nature of
future messages, particularly in relation to genetic loci and
their attributional consequences, in terms of their implica-
tions for stigma.

Responses of Individuals with Mental
Disorder to Stigma

Although research on the responses of the general public to
mental disorder has been plentiful for almost 60 years, far
less is known about how persons with mental disorder com-
prehend, internalize, and/or cope with the devaluation and
stigmatization they experience. Furthermore, there is an
almost complete absence of such information related to
children and adolescents with the experience of mental ill-
ness. As noted earlier, it was originally assumed that vic-
tims of stigmatization would inevitably respond by
internalizing the castigation foisted upon them (Allport,
1954). Current social psychological perspectives, however,
emphasize that lowered self-esteem and shame are not uni-
versal responses to being stigmatized (Crocker et al.,
1998). Indeed, many individuals in minority groups display
self-esteem and self-concepts fully as positive as those in
the majority group. Still, individuals with mental disorders
may be particularly likely to evidence shame and reduced
self-esteem—related to the very symptoms of many forms
of mental illness and to the lack of social cohesion com-
pared to other stigmatized minorities (such as racial
groups). Indeed, self-advocacy and political solidarity have
been a relatively recent occurrence with respect to mental
disorder. For such reasons, internalization of blame may
well be expected.
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Recall the subdivision of personal coping responses
posited by Corrigan and Watson (2002). For one subgroup of
persons with mental illness, shame and loss of self-esteem
appear to be quite salient, over and above the symptoms of
mental disorder. Such individuals display self-stigma. A sec-
ond group displays active coping responses, including ac-
tivism; this strategy appears to dissipate shame and
self-blame. A third subgroup seems to ignore stigmatizing
messages for the most part, going on with their daily lives.
Unknown, however, are the proportions of such coping types
among individuals with mental disorder, whether these three
tendencies constitute the universe of coping responses, the
relevant cognitive and emotional processes utilized by indi-
viduals in such groups to aid and abet their coping strategies,
and the extent to which such a typology applies to youth.

Two additional themes should be investigated. First, re-
search has revealed that some persons in the general popu-
lation are particularly sensitive to interpersonal rejection
and that such rejection sensitivity incurs negative conse-
quences for subsequent relationships and the individual’s
sense of self-worth (Downey & Feldman, 1996). It is quite
possible that individual differences in coping with inter-
personal rejection may predict adaptive versus maladaptive
responses to stigmatization in persons with mental disor-
der. A degree of imperviousness to rejection could fuel per-
sistence and patience as individuals struggle to complete
education, find jobs and housing, and establish meaningful
relationships in a stigmatizing and discriminatory society.
Others, however, may deeply internalize castigation and at-
tribute it to inner flaws, showing exquisite sensitivity to re-
jection. The core point is that research on such individual
differences in coping styles is almost entirely absent with
regard to mental illness.

I do not aim to promote blaming the victim through a
call for study of coping responses to stigma. Indeed, it
would be a grave mistake to portray the discrimination of
mental disorder as a problem related to internal character-
istics of the group that is castigated and to blame the con-
sequences of stigmatization on inadequate coping. Still,
because systems-level determinants of stigma are not likely
to disappear overnight, it is crucial to search for processes
that can facilitate adaptive coping.

Second, stereotype threat is a phenomenon that has re-
ceived considerable attention in recent years regarding eth-
nic and racial minorities. In brief, when a particular
societal stereotype is invoked (e.g., “African American in-
dividuals are inferior in terms of academic achievement”
or “Women are poor at math”), performance on relevant
tests suffers accordingly for members of the group in ques-
tion, once baseline differences in performance are con-

trolled (McKown & Weinstein, 2003; Steele, 1997). Yet,
when tests are portrayed in ways that do not invoke the
stereotype threat—for example, the test items are stated to
be interesting puzzles rather than tests of innate ability—
the performance of the stigmatized group does not suffer.
A salient question is whether stereotype threat exists for at
least some individuals with mental disorder. Although this
is an interesting possibility, investigators will have to con-
tend with the crucial issue of just what the relevant stereo-
types are and in what performance domains they might
matter. For example, does the stereotype that persons with
mental disorder are unpredictable and unable to hold jobs
weaken the performance of at least some persons with
mental illness during job interviews? More ominous, does
the stereotype that mental disorders are associated with vi-
olence (Phelan et al., 2000; Wahl, 1995) serve to instigate a
self-fulfilling prophecy, whereby internal mechanisms in
the castigated individual as well as expectancies in social
partners come to fuel aggressive or acting-out tendencies?
These are tantalizing questions that require creative and
rigorous research efforts to put them to the empirical test.

In all, the responses of persons with mental disorder to
stigma and discrimination is a crucial topic for future re-
search. The most noteworthy social psychological approach,
at present, regarding the responses of castigated individuals
is identity threat theory, a comprehensive model that inte-
grates multiple levels of social influence and personal ap-
praisal to understanding the potential for stigma to incur
negative consequences (Major & O’Brien, 2005). Unfortu-
nately, almost no work related to such models has been ap-
plied to the stigmatization of mental disorder.

Although I have argued that self-stigmatization is likely
to be particularly salient for individuals with mental disor-
der, there are few data indeed on which to base such a sup-
position. Needed are (1) instruments that effectively tap
self-blame, shame, and internalization of castigating mes-
sages; (2) research paradigms that can separate such fea-
tures of self-stigmatization from the symptoms of mental
disorder; and (3) any viable research on this topic related to
children and adolescents. Developing a taxonomy of such
coping options would be an important first step. Whether
certain individuals with mental disorder are particularly
sensitive to rejection is, as yet, unexplored; whether stereo-
types related to mental disorder invoke threat and perfor-
mance decrements on relevant life tasks is unknown.

Families and Mental Health Professionals

Even more than objective types of burden, such as finan-
cial costs, finding housing, and providing care, family
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members of persons with serious mental illness incur a
great deal of subjective burden, a term that entails embar-
rassment, shame, and a host of related negative emotions
related to the difficulties associated with caring for their
afflicted relatives (Lefley, 1989, 1992). Beyond descrip-
tive information about such burden, there is an important
need to understand the following: Which types of families
tend to stay silent about a relative’s mental disorder, and
which types exhibit openness? Do certain forms of mental
illness predict one or the other stance with any speci-
ficity? What are the kinds of extrafamilial supports that
successful families utilize? At which points in the life
cycle of the relative’s mental illness do families show the
greatest chance of engaging in open dialogue with one an-
other and with relevant professionals? How have changing
views of the etiology of mental illness shaped family
shame and guilt? Such questions will not be simple to ad-
dress, but they are crucial for millions of individuals and
families worldwide.

I point out, as well, that nearly all of the literature on
this topic has emphasized the negative impact of family
burden. Hardly investigated, however, is the important
question of whether some families’ experiences with mental
illness in a relative can increase sensitivity, humanity, or
ability to cope. In other words, just as individual resilience
may emerge from the experience of mental illness, family
resilience and strength may be real possibilities as well. But
unless family views are solicited and heard in their actual,
complex configurations, this possibility cannot be consid-
ered to have viability.

The subjective experiences of family members are in-
extricably linked with professional and scientific views on
mental illness. As discussed earlier, some professionals in
the field convey stereotypic views of and stigmatizing at-
titudes toward individuals with mental illness. Yet, nearly
all information about attitudes emanates from explicit at-
titude measures or from selected personal accounts (see
Wahl, 1999). Obtaining information on the actual behav-
ioral responses of professionals to persons with mental
disorder is a key objective, as are data on the types of im-
plicit associations and biases of mental health workers and
professionals toward both the constituent behaviors of
mental illness and the label itself. Again, research in this
area will not be simple to perform, but the dearth of
knowledge of this crucial topic needs to be redressed. Fi-
nally, it may well be that the majority of current and
newly trained mental health professionals hold positive,
nonstigmatizing attitudes toward persons with mental dis-
order—and that such positive outlooks can greatly facili-
tate strength and coping in individuals and their family

members. Relevant research that could shed light on this
topic has simply been lacking.

Developmental Issues Regarding Stigma

Recent research on racial and ethnic bias has taken a decid-
edly developmental perspective in an attempt to ascertain
the ages at which children become aware of prejudice and
bias toward people of color (e.g., McKown & Weinstein,
2003). Almost nothing, however, is known about the paral-
lel topic of bias and stigma regarding mental disorder (see
Wahl, 2002). In fact, developmental considerations have
been sorely lacking from nearly all research on this topic.

Space limitations preclude a full exploration of this
critical issue, but I propose several key questions that re-
quire elucidation. First, how do stigmatizing attitudes in
society (and from mental health professionals) account for
the kinds of parental rejection versus acceptance of a diag-
nosis of mental illness diagnosis in their child? And how
does the age of the child relate to such family response? In
other words, what are the distinct issues for families of in-
fants/toddlers, preschoolers, grade schoolers, and adoles-
cents in contending with an offspring’s mental disorder?

Second, what are children’s own reactions, at different
ages, to receiving a mental disorder diagnosis? Can such a
label be empowering, in that one can begin to attribute neg-
ative experiences to an outside entity (an illness) rather
than to one’s flawed self ? Or does the stigma still attached
to mental disorder make the receipt of a diagnosis a trigger
for even lower self-esteem? Even more basically, how do
children of various ages understand what mental illness
signifies, both in general and for themselves?

Third, as noted in an earlier section, at what ages and
developmental stages do children in the general popula-
tion begin to understand the concept of behavioral de-
viance as related to a mental illness? Furthermore, what
are the models of mental disorder held by children? Are
such perspectives inherently moralistic? Do they pertain
to social deviance? Can children understand biological
conceptions of mental disturbance? Are youth more or
less likely than adults to split their ascriptions to moral
versus biomedical causation?

Fourth, at a broader level, how do cultural messages
about mental disorder—from the media, from school-
based lessons, from peer networks—influence the
thoughts and attitudes of children and adolescents in rela-
tion to mental disorder? Even children’s television car-
toons contain frequent, and disparaging, images of mental
illness (Wilson et al., 2000), and some of the first words
young children use to denigrate disliked peers are slang
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terms for mental disorder. A host of research questions
emerge from consideration of the ways visual and verbal
images regarding mental illness are communicated to and
processed by children.

In short, the field is ripe for developmentally oriented
investigators to probe both basic and applied questions
about the origins and manifestations of stigma in children
and adolescents. Such work would enhance knowledge of
social cognitive processes across development and facili-
tate interventions designed to attenuate stigma in its earli-
est manifestations.

Current Social Issues in Relation to Stigma and
Mental Disorder

A number of political and social events and issues in recent
years would appear to have important implications for the
stigmatization of mental disorder. I list these briefly, in the
hope of stimulating relevant inquiries. First, nearly all
state budgets across the United States have become awash
in red ink during the early years of the twenty-first cen-
tury. Funds for education, welfare, and mental health are
often the first victims of the budget slashing. Will stigma-
tization of persons with mental disorder increase in such
times of economic downturn, as might be predicted from
past evidence linking lynchings of African Americans in
the South to the price of cotton (Hovland & Sears, 1940;
see also Hepworth & West, 1988)? Or will other social
and political currents outweigh such economically driven
trends? Linking public attitudes temporally with economic
and political trends is not a simple undertaking; it typically
requires longitudinal data across large time spans, along
with a large number of control variables. Yet, investiga-
tions of this topic could shed light on important macrolevel
variables in relation to stigmatization.

An immediate concern is the potential for parity legisla-
tion to be stalled or abandoned because of fears of rising
insurance premiums and mental health care costs. Indeed,
at the time of the final writing of this chapter (2005),
whether more stringent legislation will be passed is an
open question. A priority for research on economic-level
influences on stigmatization will be to ascertain changes in
treatment rates for those with mental disorders as a func-
tion of parity laws and other mental health legislation that
may become enacted in coming years.

Second, since the terrorist attacks on the United States
in September 2001, a surge of ethnic and cultural hatred,
often directed against persons of Middle Eastern descent
and those of the Islamic faith, has surfaced in this country.
It is unknown whether such intolerance has spread, or will
spread, to persons with mental disorder. Two reasons make

such an occurrence likely. For one thing, the huge, media-
driven stereotype that persons with mental illness are
prone to violence would clearly tend to fuel such beliefs.
That is, fears of violence have realistically increased in the
wake of the terrorist attacks, and those whose behavior pat-
terns are stereotypically linked with danger and aggres-
sion—that is, persons with mental disorders—would be
expected to increase in salience during such fearful times.
For another, recall the fascinating linkage noted between
fears of mortality and intolerance of those who are deviant
(e.g., Solomon et al., 1991). It has been posited that anxiety
over death or annihilation may raise the perceiver’s con-
sciousness of the transitory nature of life, spurring stereo-
typing and castigation of those individuals who threaten
community norms as well as personal or societal security
and safety. Given the fears raised by the terrorist attack,
the blaming of scapegoated individuals, such as those with
mental illness, may be expected. Research on such possibil-
ities could reveal systems-level processes, and their inter-
play with psychological mechanisms, related to prejudice,
discrimination, and stigma.

Summary

A host of research questions emerge from analysis of the lit-
erature on stigmatization. Indeed, the vast majority of
empirical work on stigma pertains to racial and ethnic prej-
udice, but the applicability of a great deal of such research to
mental illness is largely unknown. Important issues pertain
to the specification of the dependent variable of stigma (in
particular, ensuring that it is more than a few items related
to negative attitudes), parallel specification of the indepen-
dent variable of mental illness (in terms of its inherent vari-
ability and specificity), attributional analyses related to
personal control versus biogenetic ascriptions and their im-
pact on stigma, the effects of stigma on the self-perceptions
of individuals with mental disorders (particularly children
and adolescents, on whom relevant research is nearly nonex-
istent), questions related to parental and family stigma,
critical work on developmental factors related to stigmatiza-
tion, and the impact of current social issues on stigma re-
garding mental disorder. The importance of the entire topic,
and the lack of systematic research to date, make this a po-
tentially exciting and fruitful venture for both basic and ap-
plied investigators.

STRATEGIES FOR OVERCOMING STIGMA

Given that stigmatization of mental disorders has been
prevalent throughout history, and given the likelihood of
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naturally selected roots for at least some aspects of stigma-
tization, finding strategies to overcome stigma will not be a
simple task. Indeed, as noted earlier, increased knowledge
of mental illness does not always translate into improved at-
titudes. Hence, believing that public education about core
facts related to mental illness will be sufficient to solve the
problem of stigmatization is naïve. A core principle is that
stigma processes operate in individual perceivers, whose
social cognitions, stereotypes, and implicit biases are rele-
vant; in families, who may internalize messages to conceal
and deny mental disorder in a relative; in communities,
where ingroup and outgroup processes occur; in cultures,
in which stereotyped media portrayals of and other
messages about mental illness are promoted; and in broad
social policies (e.g., through legislation that does not man-
date parity of insurance coverage for mental disorders).
Thus, strategies to eliminate stigma that operate at only
one level are bound to be shortsighted and ultimately coun-
terproductive (Link & Phelan, 2001). Viable procedures to
overcome stigma must occur at multiple, interacting levels.
I can address only the most salient procedures in the space
remaining (for a recent compendium of multiple views, see
Corrigan, 2005).

Social Policy and Culture-Wide Levels

Beginning with broad levels of intervention in the realm of
policy, changes in laws can help to limit the discrimination
that too often attends mental disorder. For instance, parity
of insurance coverage is a major goal; without it, physical
illnesses will be treated to a far greater extent than devas-
tating mental illnesses. General health care reform is a pri-
ority as well, given the large numbers of uninsured in the
United States (note that parity laws pertain only to those
individuals and families who already have insurance cover-
age). Enforcing existing legislation mandating nondiscrim-
ination in employment and housing is also essential.
Beyond such enforcement, new initiatives will be required
to help promote job skills (and, hence, income levels) in
persons with mental disorders.

Regarding children and adolescents, strengthening the
provisions of the Individuals with Disabilities Education
Act (IDEA) will help to ensure adequate academic attain-
ment for youth with mental disorders. Included here is the
guarantee of funding for IDEA; at present, providing as-
sessments and accommodations is mandated under this law,
but no federal funds are set aside to assure compliance. An
additional suggestion with potentially far-reaching impli-
cations is to include behavioral and emotional functioning
as part of the medical checkup that children receive each

year from health care providers. Such a preventive ap-
proach could bring discussion of children’s social and be-
havioral functioning into the everyday language of doctors
and families, helping to deal with the precursors of mental
disorders before they become entrenched (Hinshaw, 2006).
Although critics attack such screenings as a front for use of
psychotropic medications early in a child’s life, there is no
automatic correspondence between emotional and behav-
ioral checkups and mandatory medication for youngsters at
risk. Also important is passage of legislation to end the
need for family dissolution or the ceding of child custody
to obtain services for troubled youth.

In terms of public media, a far different kind of message
about mental illness needs to be transmitted. Information
about mental disorder in the print and visual media contin-
ues to pertain largely to danger, violence, and utter irra-
tionality, and all too little information about strength,
courage, resilience, and positive accomplishments is given.
Protest by consumer groups may lead to consciousness rais-
ing among writers and producers, although protest move-
ments could lead, in some instances, to a counterproductive
rebound of the very messages that are being targeted (Cor-
rigan & Penn, 1999; Wahl, 1995). Furthermore, promotion
of poignant disclosures by individuals and families who
deal with mental illness on a daily basis provide a different
set of images (see Jamison, 1995; Leete, 1992; Styron,
1990; for family accounts, see Hinshaw, 2002; Lachen-
meyer, 2000; Neugeboren, 1997). Portrayals of the realities
of such conditions as child Autism and ADHD and adoles-
cent mood disorders and eating disorders can set the stage
for openness and discussion, rather than silence and shame,
about mental illness during childhood and adolescence
(Beard & Gillespie, 2002).

Communities

At a community level, the predominant empirically based
strategy for overcoming discrimination and stigma has
been the “contact hypothesis” (Allport, 1954). From this
perspective, changes in attitudes and behaviors are most
likely to occur through direct behavioral contact with
members of outgroups. In fact, the review of Kolodziej and
Johnson (1996) revealed that contact between mental
health personnel or students and persons with mental dis-
order generally facilitated better attitudes.

Overall, it is the conditions of contact that are crucial
for success. Specifically, contact is most likely to lead to
improved attitudes when ingroup and outgroup members
have regular, informal contact on an egalitarian basis
rather than contrived, artificial contact in which the status
differentials are great. Thus, visiting patients in a mental
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hospital is not nearly as likely to facilitate enhanced atti-
tudes as is regular interchange in stores, communities, and
the workplace. Clearly, improvements in mental health care
and enhanced employment opportunities are needed for
contact to be more egalitarian than it often is today. An-
other prerequisite is locating persons with mental disorders
in communities, rather than institutions or inner-city board-
and-care residences isolated from the mainstream of soci-
ety. Adequate treatment and social supports are essential
aspects of such community intervention. Finally, stigma is
likely to diminish when ingroup and outgroup members
work toward common, superordinate goals and foster ex-
panded ingroup identity (Gaertner & Dovidio, 2000; Sherif
& Sherif, 1953). Advocacy and support groups in which
persons with mental disorders, their family members, and
the general public interact provide a clear example of such
collaboration.

Families

For families, a number of procedures and interventions may
serve to lessen subjective burden and bolster coping re-
sources. For example, education about the causes and reali-
ties of mental illness, social support from other families
grappling with similar issues, and engagement in family-
based therapies that provide strategies for dealing with the
difficult life issues presented by mental illness are all es-
sential. Furthermore, when a parent has a mental illness,
families need to engage children in treatment in such a way
as to help them understand that they themselves are not
to blame and that their parent is getting help (Beardslee,
2002). Self-help and advocacy groups can reduce isolation,
provide needed information, and aid in family coping. In
addition, theoretical models in the field that reduce
parental blame for the mental illnesses of their offspring,
yet simultaneously promote family responsibility for en-
hancing the course of the disorder, are paramount.

Persons with Mental Illness

Finally, for individuals with mental disorder, including
children and adolescents, engagement in empirically sup-
ported treatments that can reduce symptoms and facilitate
competent academic, social, and vocational performance is
an important means of stigma reduction. That is, to the ex-
tent that interventions can lessen threatening and maladap-
tive symptoms, perceivers in society will have less reason
to stigmatize those with mental disorders. Note that there
are potential dangers in this line of reasoning. Indeed, I do
not contend that all responsibility for stigma reduction

should fall on persons with mental illness eliminating all
signs of disturbance. This kind of blaming-the-victim men-
tality is tantamount to positing that the solution for racial
prejudice is to have members of minority groups change
their skin color. Mental disorder is unlike ethnicity and
race in that it is indeed a form of illness: Its signs and
symptoms are maladaptive, and treatment may clearly en-
hance independence and personal growth. Thus, successful
treatment is one part of stigma reduction, but clearly not
the only component.

Beyond engagement in intervention, finding means of
bolstering the coping resources of persons with mental ill-
ness is needed. For example, when individuals encounter
prejudice, it would seem optimal that they learn to attribute
such stigma to the limitations and biases of society rather
than to flaws inherent in themselves. Such attributional
changes should occur across all family members if the mes-
sage is to have lasting value. However, given that many
forms of mental illness serve to erode self-confidence and a
sense of personal value and agency, teaching such coping
strategies is a formidable objective.

Summary

The ultimate goal is to find means of promoting change
strategies that span individual, family, community, media-
related, and social policy levels. Again, there is a danger
that ameliorating stigma processes at any one level will
leave untouched the pernicious problems at other levels,
leading to fragmented, unsustainable change (Link & Phe-
lan, 2001). Yet systematic efforts must begin in earnest
(see Hinshaw, 2006, for a more systematic review).

Thus, a great academic, clinical, and policy-related chal-
lenge is to apply the basic principles related to stigmatiza-
tion—across the multiple levels of influence that are
operative—to create, implement, and evaluate stigma re-
duction practices for children, adolescents, adults, and their
families and communities. The pervasive shame and silence
that surround mental illness, the cyclic nature of reform
and retrenchment throughout history, and the deep, auto-
matic, and even naturally selected levels of stigmatizing
tendencies toward severe behavioral deviance present major
challenges for those who would attempt such intervention.
All human societies, however, require diversity, so long as
the diverse behavioral manifestations are not threatening
to fellow humans. Thus, at the broadest level, successful
stigma reduction will require promoting tolerance for a va-
riety of behavioral and emotional styles and allowing all in-
dividuals to reach their full potential. Although severe
forms of mental disorder may always receive some degree
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of social distance and castigation, when compassion and
empathy can replace silence, shunning, and blame, and
when funding and support for validated treatments allow
them to be widely utilized by those who require them, indi-
viduals with mental disorder and society at large will bene-
fit. Neither mental illness nor stigma is a static process;
understanding the dynamic, developmental nature of both
constructs is essential to promote needed change.
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developmental, multilevel perspective, 383–389
disorders, 358–393
early developing, reactive mechanisms, 379–381
executive functions, 366–367
interim conclusions, considerations, 382–383
later developing deliberate or executive control of impulse, 381–382
multiple definitions, 359–360
reactive/motivational processes in, 365–366
regulatory/reactive processes revisited, 384–386
response inhibition, 379–380
reward response, 380–381

Income. See Socioeconomic status (SES)
Incredible Years (parent /teacher/child training series), 723–724
Independent living, adults with Autism, 342
Individualized educational plans (IEPs), 248
Individualized family service plans (IFSPs), 248
Individualized transition plans (ITPs), 248
Infancy/toddlerhood:

autonomous self, development of, 148–151
developmental challenges, 115
parental marital relationship, 67–68
stigma and, 860

Information processing, anxiety and, 491–495
Insecure-dismissing, 51
Insecure-preoccupied, 51
Institutional child-care, 224
Institutional racism, 763
Institutional supports, stigma and, 847
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historical formula for, 236
language disorders and, 273, 275
mental retardation and, 236–237
resilience and, 774–775, 777–778
Schizophrenia and, 548
theory and assessment , in history of competence, 699

Interparental discord, 86–121. See also Parent(s)/parenting
contextual risk /protective models, 106–113

age/developmental level of child, 108–109
community, 113
culture, 113
dispositional attributes of child, 107–109

family characteristics, 109–112
gender of child, 108
parent psychological symptoms, 111–112
peer relations, 112–113
sibling relations, 110–111
temperament of child, 109

developmental psychopathology approach to, 87–90
development over time, 113–116

developmental periods, 114–115
developmental trajectories, 115–116
timing/duration of adversity, 114

direct pathways and processes in models of, 90–102
cognitive-contextual framework, 91–92
emotional security theory, 92–94
risk /compensatory/protective factors, 95–99
risk processes, 99–102
social learning theory, 90–91
specif ic emotions theory, 94–95

future research directions, 116–120
charting developmental pluralism, 119
child functioning in abnormal contexts, 118–119
multilevel, multivariate models, 116–117
multiple levels of analysis, 118
prevention and public policy implications, 120
protection, resilience, and competence, 117–118
transactional relationships between interparental and child functioning, 119

indirect pathway and processes in models of, 102–106
coparenting relations, 105–106
parent-child relationship quality, 104–105
parenting practices, 102–104

Interpersonal psychotherapy (IPT), 19
Intervention /prevention:

attachment theory-informed, 179, 180
Autism spectrum disorders, 337–342
behavior therapy, 422–423
child maltreatment , 178–181, 183–184
community standard (CS), 180
competence-promoting, 719–725
didactic versus dyadic, 180
early experience, 221–225
Incredible Years series (parent /teacher/child training series), 723–724
Life Skills Training program, 722–723
medical /neurobiological etiologies and neurosurgical treatments, 423–424
obsessive-compulsive disorder, 421–424
phenomics approach, 562
preschooler-parent psychotherapy (PPP), 180
prevention, 719–722
Promoting Alternative Thinking Strategies program, 723
psychoeducational home visit (PHV), 180
Schizophrenia, 560–561
Skills, Opportunities, and Recognition program, 724
social support , 18–29
substance abuse, 614–615
targeting behaviors, 20
testing theories linking competence/psychopathology in development , 725

Joint attention, Autism, 325–326

Language:
Autism and ability in, 328–329, 332, 336–337
brain regions involved in, 336–337
child maltreatment and, 151–152
interventions, in Autism, 341
self-control, regulatory processes in development of, 386–387
stigma, and everyday, 858
symbolic development in maltreated children, 151–152

Language disorders, developmental, 268–304
dyslexia:

defined, 274–276
foundation /association, 272
gender and, 277
history, 271–272
intelligence and, 275
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prevalence estimates, 276–277
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animal studies, 292–293
auditory rate processing deficit , 280–284
electrophysiological studies, 290–292
family aggregation studies, 293–294
functional neuroimaging studies, 288–290
genetic approaches, 293–297
magnocellular deficit , 284–285
molecular-genetic studies, 296–297
neurobiological approaches, 285–293
phonological processing deficit , 277–300
portmortem studies, 285–287
psychological models, 277–285
structural neuroimaging studies, 287–288
twin studies, 294–296

expressive developmental aphasia , 271
future directions/recommendations, 301–304
historical perspective on, 269–273
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prevalence, 268, 276–277
prospective studies in infants/ kindergartners, 297–300
receptive-expressive developmental aphasia , 271
remedial intervention, 300–301
specif ic language impairment (SLI ), 268
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defined, 268, 273–274
diagnosis, 273
Expressive Language Disorder, 273
gender, 276
hearing problems, 273–274
intelligence and, 273
longitudinal research, 274
Mixed Receptive-Expressive Language Disorder, 273
prevalence estimates, 276
prospective studies in infants/ kindergartners, 297–299
Receptive Language Disorder, 273

subsets, 268
terminology, 268–269, 271

Learning, attention and, 367
Learning theory and behavior therapy, 422–423
Legislation:

child maltreatment , 131
discriminatory policies, 858–859, 866
mental retardation, 249

Lesch-Nyhan syndrome, self-mutilation, 242
Life course of cumulative effects models, 207–209
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early neurodevelopmental risk factors, 572–574
family adversity risk factors, 572–574
onset in childhood versus adolescent , and, 585–588
personality structure development , 582–583
race and, 590–591
serious offending and violence, 583–584

Life Skills Training program, 722–723
Loneliness, childhood, 18

Macrosystem, child maltreatment , 134, 135–137
Magnetic resonance spectroscopy studies, Schizophrenia, 552–553
Magnocellular deficit , 284–285
Maltreatment , child. See also Parent(s)/parenting:

alcohol use/abuse, and, 56
attachment relationships and, 146–148
autonomous self, development of, 148–151
average expectable environment , 129–130
categories, 132
definition issues, 132–135
developmental trajectories, two general, 158
ecological-transactional model, 135
emotional maltreatment , 132

emotion regulation /systems and, 143–146, 147, 175
epidemiology, 130–132
ethnicity and, 131, 136–137, 166–167
etiology, 134–135

effect-of-the-child-on-the-caregiver model, 40
historical perspectives, 40–41
psychiatric or psychological model, 40, 41
sociological model, 40

exosystem, 134, 137–138
family dynamics/systems, 140–142
friendships and, 158
future directions, 181–183
genetic studies, behavioral /molecular, 176–178
historical perspectives, 40–41
intergenerational transmission, 46–50, 138–140
intervention /prevention, 178–181, 183–184
legislation, 131
macrosystem, 134, 135–137
Maltreatment Classif ication System (MCS), 133
microsystem, 134, 138–140
moral development and, 154–156
neglect , 132, 154
ontogenic development , 134–135, 142–146, 167–176
outcomes:

aggression, physical /verbal as developmental trajectory, 158
maladaptation /emergence of behavior problems and psychopathology, 161–165
resilience, 165–167, 754–755
withdrawal, active avoidance as developmental trajectory, 158

parenting styles and, 141–142
peer relationships and, 157–158
persisting-effect studies, 221
personality organization and, 160–161
personal resources of maltreating parents, 140
physical abuse, 132, 154
resilience and, 165–167, 754–755
school adaptation, 159–160
self-other differentiation, 153
self-representations, 154
socioeconomic status and, 136, 147, 153
sexual abuse, 132, 154, 163, 172
social information processing and, 156–159
social isolation in families and, 15
stress and, 171–174
subtypes, 154, 157–158, 164
symbolic development and, 151–154

language, 151–152
play, 152–153
representational models, 153–154

theory of mind (ToM) and, 153
MAOA, 174, 576
Marijuana, dissociative drugs, challenge studies, 680
Marital /partner relationship and parenting, 63–70. See also Interparental

discord; Parent(s)/parenting
affective spillover, 64
cause versus correlation, 66
domestic violence, 69–70
empirical f indings:

adolescent years, 68–69
infant /toddler years, 67–68
preschool /childhood years, 68

family systems theory, 65–66
stress and coping, 64–65
withdrawal, 64

Masking style of child emotional security, 102
Maternal interactions:

caregiving deprivation:
animal studies, 217–218
human studies, 218–220

mental retardation, 250–251, 256–257
M-CHAT. See Checklist for Autism in Toddlers (CHAT/ M-CHAT)
Meaning making, 776
Medial temporal lobe, Autism spectrum disorders, 334–335
Mediational models, interparental discord, 88–89
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Mediational pathways, marital conf lict , parental attributes, and child
problems, 111

Medical /neurobiological etiologies and neurosurgical treatments, OCD, 423–424
Memory:

anxiety, 492
dissociative disorders, 661–662, 665–666, 671, 678–679
phonological short-term, 279
working, 374–375

Mental disorder concept , and competence/psychopathology, 706
Mental health professionals, and stigma, 856–857, 872–873
Mental retardation, 235–261

behaviors unique to one syndrome, 242
body self-hugging (Smith-Magenis syndrome), 242
cat-cry (5p- syndrome), 242
competence and, 715
contextual development , 248–254
control-contrast groups, 254–256
cross-domain relations, 245–249
developmental change, effects of, 258
development in children with, 239–243
Double ABCX model, 252
etiology:

irrelevance of, 239–243
need for interventions based on, 261
research approaches based on, 252–253, 255

extreme hyperphagia (Prader-Willi syndrome), 242
familial, cultural familial, or sociocultural familial, 239–240
families, 248–254, 256–257
Fragile X syndrome, 246
future directions, 260–261
genetic etiology and behavioral phenotypes, 240–241
historical background, 237–239, 254

Piaget and Inhelder, 238
Vygotsky, 238–239
Werner, 237–238

IQ cutoff, 236–237
language disorders and, 268
legislation, 249
mother-child interactions, 250–251, 256–257
need for greater amount of basic information, 258–259
non-etiology-related background genetics, 257–258
organic, 240
organismic issues, 243–248
parental perceptions/ knowledge, 259–260
reactions to, 259–260
self-mutilation (Lesch-Nyhan syndrome), 242
similar-sequence hypothesis, 243–244, 247
similar-structure hypothesis, 240
societal changes in attitude toward, 236
stereotypic hand washing/wringing (Rett syndrome), 242
stress levels, 252
subject groups, 248
syndromes (prominent genetic forms), 235, 246 (see also Down syndrome;

Prader-Willi syndrome; Williams syndrome)
ties to developmental psychopathology, 236–237
verbal deprivation, 250
within-group heterogeneity, 257–258
Zigler’s two-group approach, 239–240

Mesosystem models, 525
Microsystem, child maltreatment , 134, 138–140
Military stress studies, 675–676, 686–687
Mind control, 668–669
Minimal brain dysfunction (MBD), 360
Mixed Receptive-Expressive Language Disorder, 273
Moderation hypothesis, self-regulation, 530
Moderator models, interparental discord, 88
Molecular genetics. See Genetics
Monitoring, parental, 516, 759–760
Mood disorders/depression:

bipolar, 55
child maltreatment and, 163
family system, 54
fathers versus mothers, 54

language disorders and, 274
maternal cognitions and affective style, 53
parental, 53–55
parent-child interaction, 53–54
social stressors, 54–55
social support and, 11
substance abuse and, 605–606
types, 53

Moral development , child maltreatment and, 154–156
Motor imitation, brain regions involved, 336
Motor impairment in infancy/childhood, and Schizophrenia, 547–550
Multif inality, 88, 578, 614
Multiple personality disorder, 669. See also Dissociation

Narcissistic personality disorder, 165
National Adult Reading Test , 548
Natural helpers, 19–20, 22
Naturalistic interventions, Autism, 340
Negative affect alcoholism, 637
Negative chain reactions, resilience and, 740–741
Neighborhood. See also Community:

antisocial behavior and effects of, 528
child maltreatment and, 137–138
conceptual and methodological challenges to research, 73
endogenous membership problem, 73
neighborhood, 70–73
omitted-context-variables problem, 73
parenting and, 70–73
poor mental health as mediator, 72–73
resilience and, 772–773
simultaneity problem, 73

Neurobiology/neurochemical f indings. See also Brain:
alcohol use/abuse, nestedness of environmental, behavioral, and

neurobiological risks, 643–644
anxiety, 487–493
attention deficit / hyperactivity disorder, 364
Autism, 337
child maltreatment , 168–169, 171–174
cognitive brain event-related potentials, 174–176
dissociation, 679–680
early experiences, 220
language disorders, 285–293

animal studies, 292–293
brain activation during phonological tasks, 288–289
brain activation during visual motor perception, 290
brain activation in auditory rate processing, 289–290
electroencephalography/event-related potentials, 290–291
electrophysiological studies, 290–292
functional neuroimaging studies, 288–290
magnetoencephalography/event-related f ields, 291–292
portmortem studies, 285–287
structural neuroimaging studies, 287–288

neural plasticity, 168
neurobiological functioning, 170–171
neuroendocrine functioning, 171–174
obsessive-compulsive disorder, 416–421
ontogenic development and gene expression, 167–176
self-organizing dynamic system, brain as, 167–176
startle expression, 170–171
substance abuse, 638–643

Neurosurgical treatments, obsessive-compulsive disorder, 423–424
Neuroticism, and parenting, 59–61
Noradrenergic system, and Tourette’s syndrome, 453
Norms, age/sequencing/quantum, 806
Nurturance, resilience and, 755–759

Obsessive-compulsive disorder (OCD), 404–428
anxiety and, 471, 472, 473, 474–476
competence and, 715
compulsions, defined, 405–406
definitions and clinical descriptions, 405–407
developmental trajectories, normal obsessive-compulsive behaviors, 407–414

adult obsessions and compulsions, 412–414
childhood rituals, 407–412
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obsessional thoughts and compulsive behaviors among older children and

adolescents, 412
obsessive-compulsive features of early parenting, 412–414

diagnostic criteria , 406–407
discrete sybtypes versus symptom dimensions, 415–416
dissociative disorders and, 687
early-onset OCD, 416
epidemiology, 414
etiological perspectives and approaches to treatment , 421–424

animal models, 424
behavior therapy, 422–423
cognitive theories and treatments of OCD, 423
descriptive psychiatry and origins of behavior therapy, 421–422
learning theory and behavior therapy, 422–423
medical /neurobiological etiologies and neurosurgical treatments, 423–424
unconscious conf lict , the vicissitudes of development , and psychoanalysis,

422
future directions, 426–428
genetic factors, 418–419
hoarding, 416
integrative model (melding developmental /evolutionary perspectives),

425–426
dynamic interplay of threat and attachment , 426
evolutionary perspectives on, 425–426
heuristic value, 426–428

natural history, 414
neurobiology, 419–421
neuropsychology, 416–418
normal obsessive compulsive behaviors, 421
obsessional thoughts, 405
obsessive-compulsive personality disorder, 407
pregnancy and immediate postpartum period, 419
spectrum of disorders, 414–415
symptom dimensions, 415–416
threat domains, heightened sensitivity, 425
tic-related OCD, 416
Tourette’s syndrome and, 436, 438, 439–442, 448, 455–456, 457, 459

Occupational therapy, Autism, 342
Omitted-context-variables problem, 73
Ontogenic development , psychological, child maltreatment , 134–135, 142–146
Openness to experience, and parenting, 62
Opioids, endogenous; Autism and, 337
Oppositional defiant disorder (ODD):

child maltreatment and, 162, 164
developmental patterns, 505
substance abuse and, 606–607

Organic mental retardation, 240

PANDAS. See Pediatric Autoimmune Neuropsychiatric Disorders Associated
with Streptococcus (PANDAS)

Panic disorder, 472, 474–476
Parent(s)/parenting:

alcohol use disorder, 632
antisocial behavior, 514–519, 525–527
anxiety disorders and, 485–486
child maltreatment , 141–142
competence and, 714
conf lict (see Interparental discord)
maltreatment of children (see Maltreatment , child)
mental retardation:

knowledge/perception of, 259–260
mother-child interactions, 250–251, 256–257

monitoring, 516, 759–760
obsessive-compulsive features of early parenting, 412–414
psychological symptoms/psychopathology, 52–59, 111–112

alcohol use disorders, 55–56
antisocial personality disorder, 56–57
depression, 53–55
Schizophrenia, 57–59

social support , 5–9
Parent-child interaction therapy (PCIT), 179

Parenting determinants, 38–74
child characteristics, 42–46

defining temperament , 43
gender-moderated f indings, 45
temperament , 43–46

genetic inf luence research, 39–40
historical perspectives, etiology of child maltreatment , 40–41 (see also

Maltreatment , child)
marital /partner relationship, 63–70 (see also Interparental discord)

adolescent years, 68–69
affective spillover, 64
cause versus correlation, 66
domestic violence, 69–70
family systems theory, 65–66
infant /toddler years, 67–68
neighborhood, 70–73
preschool /childhood years, 68
stress and coping, 64–65
withdrawal, 64

parental psychopathology, 52–59
alcohol use disorders, 55–56
antisocial personality disorder, 56–57
depression, 53–55
Schizophrenia, 57–59

parent’s developmental history, 46–52
breaking the cycle ( lawful discontinuity in development), 48–50
intergenerational transmission of child maltreatment , 46–50
mechanisms of transmission, 47–48
“normal” range parenting across generations, 50–52

personality, parental, 59–63
agreeableness, 61–62
conscientiousness, 62
extraversion, 61
linking processes, 62–63
neuroticism, 59–61
openness to experience, 62

social-contextual model, 41–42
Parenting/family factors in resilience, 753–761

autonomy granting, 760
biological evidence on benefits of good relationships, 758
coexisting warmth and appropriate control, 760–761
correcting lack of parental nurturance, 757–759
as dependent variable, 762
ethnic minority subgroups, 762–764
family routines, 761
gene-environment interactions, 766
maltreatment effects, 754–755
mediators/moderators of community violence effects, 766
poverty, 763
protective forces, 755–760
research needs, 781

Passive-aggressive personality disorder, childhood maltreatment and, 165
Pediatric Autoimmune Neuropsychiatric Disorders Associated with

Streptococcus (PANDAS), 448
Peer relations:

antisocial behavior, 520–527
child maltreatment and, 156–159
delinquency and, 581–582
interparental discord and, 112–113
natural helpers, 19–20
resilience and, 770–772
social information processing and, 156–159
social support , 14–15, 18

Peritraumatic Dissociative Experiences Questionnaire (PDEQ), 664
Personality:

agreeableness, 61–62
antisocial behavior and, 582–583
clusters, 161
coherence of, 824
conscientiousness, 62
dysphoric, 161
extraversion, 61
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linking processes, 62–63
neuroticism, 59–61
openness to experience, 62
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reserved, 161
resilience and, 824–825
self and, 824
undercontroller, 161

Personality disorders:
antisocial, 56–57, 573 (see also Antisocial personality disorder (ASPD))
avoidant , 165
borderline, 164–165
child maltreatment and, 160–161, 163
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narcissistic, 165
obsessive-compulsive, 407 (see also Obsessive-compulsive disorder

(OCD))
passive-aggressive personality, 165

Person-based analyses, identifying vulnerability/protective processes,
744–745

Pervasive developmental disorders:
competence and, 715
criteria , 319
not otherwise specif ied (PDD-NOS), 319

Pervasive Developmental Disorders Screening Tests (PDDST), 322
Pharmacological studies/treatment:

anxiety, 478–479
Autism, 338
psychostimulants, 338

Pharyngeal infection, 448
Phenomenological variant of ecological systems theory (PVEST), 776
Phenylketonuria (PKU), 385, 804–805
Phobia, social. See Anxiety/anxiety disorders; Social phobia
Phonological awareness, 277
Phonological processing deficit , 277–300
Phonological retrieval, 278
Phonological short-term memory, 279
Play:

Autism and, 328
child maltreatment and, 152–153
symbolic, 328

Positive psychology, resilience and, 752
Positive youth development (PYD) frame, 720–721
Posterior attention system, 368, 372–373
Posttraumatic stress disorder (PTSD):

anxiety, 471, 472, 474–476
biological stress systems, 172, 173
child maltreatment , 162, 163, 169–170
dissociative disorders and, 664, 672, 676, 680, 687, 688
neuroimaging, 169

Poverty:
parenting determinants, 71
resilience and, 763

Prader-Willi syndrome, 235, 246
deletion on chromosome 15, 257
hyperphagia, 242, 253
jigsaw puzzles, 246–247, 253, 257
mother-child studies, 251
overview table (genetics/prevalence/prominent behavioral features),

246
strengths/weaknesses, 246–247

Predisposition and environment interaction, 804
Pregnancy and immediate postpartum period, and obsessive-compulsive

disorder, 419
Prejudice, stigma and, 866
Prenatal /perinatal factors:

animal f indings, 215
biological-conceptual model, 214–215

human studies, 215–217
Schizophrenia, 546–547
stress/anxiety and fetal and child development , 214–217

Preoccupied style of child emotional security, 102
Preschool /childhood years. See also Child/children:

developmental challenges, 115
parental marital relationship, 68
stigmatization and, 860–861

Prevention. See also Intervention /prevention:
interparental discord, 120
resilience and, 751–752

Promoting Alternative Thinking Strategies program, 723
Proto-declaratives and proto-imperatives, 244
Pseudo-maturity, 580
Psychiatric comorbidity. See Comorbidity
Psychoanalytic perspectives:

competence and psychopathology, 698
obsessive-compulsive disorder (OCD), 422

Psychobehavioral factors in substance abuse, 604–605
Psychosocial interventions, Autism, 339–342
Psychostimulants, Autism and, 338
Public policy issues:

early experience, 224–225
interparental discord, 120

PVEST (phenomenological variant of ecological systems theory), 776

Quality of life (QL), 707

Racism, institutional, 763
RAINBOW treatment protocol, 20
RALLY (Responsive Advocacy for Life and Learning), 769
Rapid auditory processing (RAP) abilities, 297
Rapid automatized naming (RAN), 278–279
Reactive Attachment Disorder, 225, 687
Reactive/motivational processes in attention, 365–366
Receptive-expressive developmental aphasia , 271
Receptive Language Disorder, 273
Reciprocal determinism and transaction, stigma and, 863–864
Rejection sensitivity, stigma and, 872
Relationships:

antisocial behavior, 513, 514
situation specif icity, 3
social support in context of, 2–5

Religious aff iliation, 772
Representational models, child maltreatment , 153–154
Residential living programs, adults with Autism, 342
Resilience, 739–783, 796–832

applied developmental science (ADS) and, 752
applied science of early childhood intervention, and, 752
attachment-based intervention in schools, 768–770
autonomy and, 760, 816
biology and interdisciplinary work, 748–750
as “ bouncing back,” 745–746
childhood, 739–783

behavioral competence, 741
historical overview, 740–742

community factors:
attachment-based intervention in schools, 768–770
early intervention and schools, 767–770
neighborhoods, 772–773
peers and social networks, 770–772
religious aff iliation, 772
research needs, 781
violence, 766–767

competence and, 696–697, 751
concept defined/discussed, 810, 811–814
coping and, 816–819, 828
definition, 742
early experience models and:

experience-adaptive or developmental programming, 207
life course or cumulative effects models, 208–209
sensitive period models, 205



942 Subject Index

Resilience (Continued)
early intervention and schools, 767–770
ego resiliency and, 751
empirical research, 819–822
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gene-environment interactions, 765, 766
hardiness and, 751
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ego development , 778
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self-esteem, 779
self-regulation, 775–776
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interparental discord and, 117–118
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life span perspective on development , 798–810, 829
maltreated children and, 165–167, 181
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823
as ordinary, 820–822
parenting/family factors, 753–761

autonomy granting, 760
biological evidence on benefits of good relationships, 758
coexisting warmth and appropriate control, 760–761
correcting lack of parental nurturance, 757–759
as dependent variable, 762
ethnic minority subgroups, 762–764
family routines, 761
gene-environment interactions, 766
maltreatment effects, 754–755
mediators/moderators of community violence effects, 766
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person-centered research approach, 812
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prevention science and, 751–752
protective processes, 743–748
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related constructs, 750–751
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research approaches, 812
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content /process, 826–827
stabilization, defense, and adaptation of aging self, 822–824

self-regulatory processes and, 825–826
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underlying processes, 748–750, 761–766
as universal, 820–822
universal evaluation criteria problem, 814–816
variable- or process-centered research approach, 812
vulnerability/ protective processes, 743–748

Response inhibition, 379–380
Rett’s disorder/syndrome:

criteria , 318
language disorders and, 268
stereotypic hand washing/wringing, 242

Reward response, 380–381
Rituals, childhood, 407–412
Routines, family, 761

SAFE Children (Schools and Families Educating Children), 773
Saliva samples, cortisol assays, 173
Scaffolding by caregivers, 367
Schizophrenia, 542–562

brain abnormalities in, 544–546
liability-related versus disease-specif ic brain abnormalities, 544–546
neurocognitive and neuroimaging studies, twins, 545

case for involvement of early neurodevelopmental processes, 546–550
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childhood, 547–550
role of prenatal and perinatal complications, 546–547

case for involvement of later neurodevelopmental processes, 550–559
anatomical changes in f irst-episode, 550–552
genetic and hormonal regulation of synaptic pruning, 558
HPA axis, 557
interactions between early/ late risk factors, 558–559
magnetic resonance spectroscopy studies, 552–553
neuropsychological changes in f irst-episode, 552
role of stressful life events and their neurobiological effects, 556–558

competence and, 715
conclusions, 559–560
future directions, 560–562
IQ and, 548
neural endophenotypes, 561–562
neuroimaging research, 493, 494
parental, 57–59
phenomics approach, 562
prodrome, 553–556
theoretical framework, illustrated, 543
treatment , 560–561, 562
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attach-based intervention in, 768–770
early intervention and, 767–770
interventions, child maltreatment , 181
maltreated children’s adaptation to, 150, 159–160
resilience and, 767–770

School Transition Environment Program (STEP), 769
SCID-D or DDIS, 670
Secure-autonomous state of mind, 51
Secure style of child emotional security, 102
Self-control, development of:
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language and regulatory processes in, 386–387
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